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Abstract

Recent progress in contrastive representation learning has shown to yield robust representations that can avoid catastrophic forgetting in continual learning tasks. Most of these methods avoid forgetting by limiting changes in components of the deep neural network (DNN) that hold significant information about previously seen tasks. While these previous methods have been successful in preserving aspects of learned parameters believed to be most relevant for distinguishing previous classes, the retained parameters may be overfitted to seen data, leading to poor generalization even though “forgetting” is avoided. Inspired by modulation of early sensory neurons by top-down feedback projections of cortical neurons in perception and visual processing, we propose a class-incremental continual learning algorithm that identifies and attempts to preserve weights that contribute to the model performing well on new unseen classes by assessing their generalizability on a small predictive batch of the next episode of data. With experiments on popular image classification datasets, we demonstrate the effectiveness of the proposed approach and explain how using the model’s first encounter with new data to simulate a feedback signal for modulating plasticity of weights provides more information for training compared to using the loss value alone, and how it can guide the model’s learning through new experiences.

Keywords: Continual Learning, Representation Learning, Neuromodulation
Summary for Lay Audience

Continual learning is the field of training a neural network on a sequence of tasks defined by their corresponding datasets. A major issue that this field attempts to solve is catastrophic forgetting, when a neural network’s performance on previous learned tasks rapidly decreases, in contrast to how humans learn. Previous work has made significant progress in providing neural networks that output representations (a vector) for each data sample (an image) that are robust to forgetting. Most of these methods avoid forgetting by limiting changes in components of the neural network that hold significant information about previously seen tasks. While these previous methods have been successful in preserving aspects of learned parameters believed to be most relevant for distinguishing previous classes of data, the retained parameters may be working well on the data they were trained on but perform poorly on similar data that they have not seen and lacking generalizability, even though “forgetting” is avoided. Inspired by modulation of early sensory neurons (near eyes) by top-down feedback of higher level neurons in the brain when processing visual stimuli, this thesis proposes a continual learning algorithm that identifies and attempts to preserve neurons and connections that contribute to the model performing well on new unseen classes by assessing their performance on a small subset of the next episode of data. With experiments on popular image classification datasets, the effectiveness of the proposed approach is demonstrated. It is also explained that how using the model’s first encounter with new data to simulate a feedback signal for modulating the allowance of change in neurons (plasticity) provides more information for training compared to using the loss value (used for training of the network and is indicator of performance) alone, and how it can guide the model’s learning through new experiences.
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Chapter 1

Introduction

1.1 Context

Deep Neural Networks (DNN) are known to be powerful function approximators. While showing prominent success in tasks like Image Classification, Image Segmentation, and Natural Language Understanding, they require a large and diverse dataset of training examples to effectively learn generalizable patterns and perform well on held-out datasets. Moreover, their use case typically consists of very specific tasks with a large dataset, while the most useful problems are known to be more general (for example a self-improving assembly line that detects anomalies, assesses quality, receives feedback, and makes decisions regarding the production line to make the end-product better) with relatively few training examples available. Meanwhile, biological organisms learn from experience and adapt continually over their lifetime. Learning occurs using much less training data, and the biological system can generalize the acquired knowledge to unseen data [45]. Researchers have therefore questioned whether a DNN can learn and adapt continually to different tasks; however, early experiments showed that when trained on new tasks, DNNs performance on previous tasks rapidly deteriorates, prompting scientists to term this phenomenon catastrophic forgetting [61].

The field of Continual Learning (also known as Sequential, Incremental, or Lifelong Learning) studies how neural networks can keep learning new tasks sequentially, while previously acquired knowledge is not forgotten. Forgetting in this context is defined as a decrease in performance metrics on a previously learned task as the network is trained on subsequent tasks. Continual learning is studied in various problem settings with varying assumptions about task characteristics (with or without task identification numbers, classes in tasks, same classes but new instances/domain) and varying assumptions about the available training data at different points in the process (each data sample seen only once, vs. the option to train on a task’s data multiple times). An example of a Continual Learning problem can be illustrated by defining a sequence of tasks. Imagine a dataset of handwritten digit images including only the digits 0 and 1. A neural network can be trained on this dataset to distinguish images of digit 0 from 1 with high accuracy. Now imagine that a second dataset of handwritten digit images of digits 2 and 3 becomes available. The goal of Continual Learning is to train the neural network on this dataset to not only discriminate images of 2 and 3, but also images of digits it has previously seen, namely 0 and 1. While trying to reach this goal, a limitation should be considered: The
previous dataset, one that had digits 0 and 1, may not be available or the access to it may become very limited. The field of Continual Learning studies algorithms that can train a model to learn the new dataset while not forgetting previously learned dataset(s) even though the access to previous dataset(s) is limited. Furthermore, subsequent tasks can also become available. After training the network on images of 2 and 3, a new dataset of images of digits 4 and 5 can become available while access to previous datasets becomes limited.

1.2 Motivation

Virtually all of the previous techniques introduced in Continual Learning fall into one or more of the following categories:

- Model growing
- Rehearsal of samples stored in a memory
- Discrimination and conservation of learned knowledge via methods like
  - Regularization of parameters deemed important,
  - Parameter isolation, or
  - knowledge distillation
- Meta-Learning
- Incremental Representation Learning.

Except for Meta-Learning approaches, the rest of the techniques use some form of regularization to preserve knowledge from previous tasks in order to prevent forgetting. In order to do so, these methods use either data samples from the previous tasks which are stored in memory, or the model’s parameters, which are derived from previous tasks’ data. While successful to some extent, these methods have a significant and inherent drawback: focusing only on preserving previously acquired knowledge neglects generalizability on new tasks that share some underlying structure with previously learned tasks. In this thesis we aim to introduce a Continual Learning setting and framework that attempts to preserve knowledge not only based on the acquired knowledge of previous tasks (and consequently the parameters that may hold this knowledge), but also what parts of this knowledge and which parameters are likely to generalize to upcoming tasks. In doing so, we are going to define a metric that quantitatively measures how important each network parameter is for a good performance on past tasks and the next upcoming task.

In biological brains, a mechanism called Neuromodulation enables neurons to communicate with each other via neurotransmitters in different spatial and temporal scales. Neuromodulation is believed to play a significant role in mitigating catastrophic forgetting [45, 6, 22, 93, 63, 19, 59] by selectively modifying the connectivity of neurons, attention, and plasticity [41, 21].

Inspired from Neuromodulation and its role in behavioral adaptation, a main aim of this thesis is to explore various methods to leverage Neuromodulation for continually learning visual tasks.
1.3 Contributions

The main contributions of this thesis are as follows:

1. A new approach/setting for continual learning that uses a predictive batch of new upcoming data as well as data from past tasks to identify salient parameters.

2. Two new saliency methods that combine to find salient parameters.

3. Three new methods that leverage saliency information with inspiration from neuromodulation to reduce change in parameters that are performing well on past and a predictive batch of new upcoming data.

Each novel setting and method has been implemented and evaluated on popular vision datasets in order to analyze the benefits of Neuromodulation-Inspired mechanisms on adaptation to new data and mitigating catastrophic forgetting.

1.4 Scope

This thesis focuses on continual learning in visual tasks (supervised image classification). While continual learning is also studied in other areas such Reinforcement Learning, the methods review and analyses here are mostly focused on computer vision, and the contributions are also in the field of computer vision and whether the proposed methods are applicable to other areas was not investigated.

1.5 Organization

This thesis is organized as follows: First, in Chapter 2, preliminary terms and definitions required to understand the subsequent chapters are explained. Next, in the Literature Survey chapter (Chapter 3), previous work in Continual Learning and Neuromodulation-Inspired methods is explored and described. In the Methods section (Chapter 4), novel techniques for identifying salient parameters and preserving them in the new setting are explained. Then, the Results are presented in Chapter 5 followed by Discussion and Conclusion (Chapter 6).
Chapter 2

Background

In this chapter, terminology and preliminary definitions needed to understand the remaining part of this thesis are laid out. First the general concepts of Supervised Machine Learning and the training process of Neural Networks is explained. Then the focus is brought to a specific type of neural networks called Convolutional Neural Networks (CNNs) that are used in Computer Vision tasks, and a specific type of CNNs called Residual Networks which are employed as one of the main architectures in this thesis. Moreover, in order to properly introduce Continual Learning, first Transfer Learning, Multi-Task Learning and Meta-Learning paradigms are described. A definition of Continual Learning is then provided, followed by assumptions used to simplify and more easily formulate the Continual Learning problem. Next, Representation Learning and a special form of it called Contrastive Learning are explained. Finally, concepts of Neuromodulation, Neuroplasticity, and Top-Down visual feedback are introduced as the main inspirations for the methods used in this thesis.

2.1 Supervised Machine Learning

Supervised machine learning methods are designed to solve a problem of predicting accurate labels given a set of input features. Specifically, a labelled dataset is given, where each data point is composed of a set of input features and a label. The goal is to train a model using the given dataset that takes a set of input features (possibly from outside of the training dataset) and predicts the label accurately.

2.2 Neural Network Learning

This thesis focuses on supervised learning of artificial neural networks. An artificial neural network is essentially a set of interconnected artificial neurons. Each so called neuron computes a non-linear function of its inputs. Since neurons are usually stacked into layers, the inputs to a neuron are usually the output (called activations) of previous layer neurons or the input to the network itself. Specifically, the $i$th neuron in layer $l$ computes the following function:

$$d_i^{(l)} = f\left(\sum_j w_{i,j}d_j^{(l-1)} + b\right)$$

(2.1)
where $f$ is a non-linear function and $b$ is a constant named bias. $w_{i,j}^l$ is the weight of the connection between the $i$th neuron in layer $l$ and the $j$th neuron in the previous layer. $a_{i}^{(l)}$ is the output (or activation) of the described neuron. When the number of stacked layers becomes large, such a network will be called a deep neural network. Deep Neural Networks have shown to be very powerful function approximators, presenting impressive results and performance on a variety of tasks in Computer Vision and Natural Language Processing, among others.

Artificial neural networks are trained to find an optimal set of weights $w$ and biases $b$, such that a loss function is minimized. In order to assess a network’s performance on a dataset, a loss function is defined. A function of network weights, this loss function will have a large value if the network is making poor predictions, whereas its value will be low if the network is making accurate predictions. The optimization of weights $w$ can be done in different ways, such as evolution algorithms or finding a closed-form solution analytically. A method that is used more than the others, however, is called gradient descent, where the partial derivatives of the loss function with respect to each weight $w_{i,j}^l$ are computed. Next, each weight is modified in the opposite direction of the gradient, hence the term gradient descent. Each update of the weights can generally be written as:

$$w_{i,j}^l = w_{i,j}^l - \gamma \frac{\partial \ell(w, ...)}{\partial w_{i,j}^l} \quad (2.2)$$

where $\ell(w, ...)$ is the loss function and $\gamma$ is a "hyperparameter" known as the learning rate. Hyperparameters are those that control certain aspects of the training algorithm and the optimization process, but are not among the network weights.

The process in which partial derivatives are calculated layer by layer, top to bottom, is called backpropagation [77]. There can be other update rules to the weights with different optimizers. Improving optimizers and finding ones better suited for specific classes of problems is still an active area of research. Overall, given a training dataset, a loss function, and an optimizer (e.g. gradient descent), a network can be trained via the backpropagation algorithm.

### 2.3 Convolutional Neural Networks

Convolutional Neural Networks (CNN) [49] are a class of neural networks that are mostly used for visual inputs. In the context of visual inputs, CNNs reorganize weights of a neural network into filters or channels, and apply the same weight across different positions of the input, much like the convolution operation. One or more of such filters will make up a convolutional layer, and stacking one or more convolutional layers will result in a CNN. After training, each filter or channel will learn to recognize a pattern, with the lower layers of CNN responding to simple patterns like edges and higher layers reacting to more complex patterns (like certain features in objects). As a result, each convolutional layer in a CNN is capable of combining the inputs and recognizing more complex patterns.

### 2.4 Residual Networks

In the first few years of developing and training CNNs, two observations were made:
1. Deeper (more layers) CNNs perform better when trained on large datasets [84, 89].

2. Deep CNNs are hard to train, and the optimization process may diverge [29].

While tricks such as normalized initialization and intermediate normalizing layers added to deep CNNs [51, 38] were successful in stabilizing training and addressing problems such as vanishing gradients, a degradation problem still remained [35]: Increasing network depth would cause the accuracy to get saturated and then rapidly degrade. The source of this problem was verified not to be over-fitting [35, 86, 34] as the training error also increased with the addition of layers to a deep network, but rather an inherent issue with how the optimization is performed. If a network is made deeper by adding some layers, one of the solutions to the optimization problem would be the solution of the shallower network by simply setting the new layers to be identity. As a result, a deeper network should demonstrate a performance that is at least as good as its shallower version. Residual networks were designed to address the degradation problem by replacing the optimization problem from approximating the function \( H(x) \) to approximating a different function \( F(x) = H(x) - x \). This is implemented as residual connections in each layer, adding the input of a sub-network to its output and hence, making up \( F(x) + x \). Residual networks are known to be easier to train, can be designed to be deeper, and perform better than ordinary deep neural networks. As will be seen later, Residual architectures have been used both in previous Continual Learning work and this thesis.

### 2.5 Transfer Learning

To better introduce the concept of Continual Learning, it is good to describe how Continual Learning is different to areas of Transfer Learning, Multi-Task Learning, and Meta-Learning. First, Transfer Learning is a popular area of research in Machine Learning and involves two or more domains, a source domain and a set of target domains. There is usually a large amount of data and labels for the source domain, while data available for target domains is limited. It is also possible that there are multiple source domains, a case which is termed multi-source transfer learning. The goal is to train the network on the large data available in the source domain to help learning from the small amount of data in the target domains [102]. In contrast to Continual Learning, Transfer Learning focuses only on the performance on the target domains and does not make any attempt to preserve the performance of the model on the source domain(s). Continual Learning, however, aims to train a model on two or more datasets such that the performance is good both on the current dataset and the datasets the model was previously trained on.

Transfer Learning approaches in the context of DNNs can be categorized into four groups [68]: **Instance-based** approaches reuse parts of the source data by either computing the loss function with a weight assigned to each training instance or sampling training examples according to a probability. Instance weighting and importance sampling are two main methods used in these approaches. **Feature-representation-transfer** approaches try to learn a “good” representation using data from the source domain that results in good predictive performance when used as the representation for the target domain. **Parameter-transfer approaches** suggest a portion of model parameters trained on the source domain(s) can also be shared and used for the target domain(s). It essentially assumes that the learned knowledge of the source
2.6 Multi-Task Learning

Multi-Task Learning is the problem of learning multiple tasks (defined by their respective datasets) simultaneously, to essentially leverage the shared underlying structure between tasks to learn generic feature representations and improve the generalization of the learned model on all of the tasks [100].

While similar to Transfer Learning, Multi-Task Learning has a significant difference in the way it prioritizes tasks. In Transfer Learning, the focus is on the performance on the target domain(s), while Multi-Task Learning aims to improve performance on all tasks and treats them equally. Compared to Continual Learning, Multi-Task Learning has access to all of the tasks’ dataset at the same time for the duration of training. In Continual Learning, however, when training the model on a task, access to previous tasks’ datasets is very limited or not present at all.

2.7 Few-Shot Learning

A challenging problem within the machine learning community, few-shot learning is the problem of training a neural network using only a few training examples. While humans can learn from few examples in a robust and efficient manner, deep neural networks usually require a large dataset to learn and accurately approximate a function. A prominent area within few-shot learning is the \( K \)-shot \( N \)-way classification problem, in which using a large dataset of examples from different classes, the goal is to train a classifier that can learn to distinguish between \( N \) new classes, using \( K \) samples from each class. There have been a large body of literature dedicated to solve the few-shot learning problem, a survey of which can be found in [95].

2.8 Meta-Learning

Meta-Learning, also known as learning to learn, aims to learn better training strategies by monitoring how different training approaches work to select aspects that are likely to lead to better performance [92].

When humans learn new skills, they are likely to reuse learning approaches and strategies that have worked well in past experiences, rather than starting from scratch [47]. Learning each skill helps learning new skills faster and easier, using fewer samples and resorting to less trial
and error. Humans not only learn new skills, but they learn how to learn them. Meta-Learning refers to any learning that is based on prior learning experiences.

The above-mentioned definition of Meta-Learning is fundamentally different to Continual Learning. However, as will be seen in some of the previous work, Meta-Learning can be used to train networks that show a good performance when learning tasks continually/sequentially. There will not be any Meta-Learning in the methods used in this thesis but it is good to note why such decision was made. A specific form of Meta-Learning will be explained here as a concept and some related previous work will be reviewed later to explain the decision not to use Meta-Learning.

While there are various approaches in the domain of Meta-Learning, such as meta-learning the update function or learning rule of a learner [80, 7, 3, 70], in the context of this thesis, only the Model-Agnostic Meta-Learning (MAML) [24] approach is considered. MAML approach meta-learns initial network parameters of a neural network, the learner, such that the learner can make accurate predictions subject to a few optimization steps. The learner’s prediction would normally be evaluated using a loss function, with gradients backpropagated over the optimization steps and back to the generated initial-weights, so that in the next iteration, the initial weights work better subject to the optimization steps.

In the context of MAML, some Meta-Learning approaches divide the parameters of the learner into two groups, namely slow weights and fast weights. There will be two types of optimization loops corresponding to these two groups of weights, namely outer loop and inner loop. Inner loop simply trains both the fast and slow weights of the learner on the dataset at hand, based on a given learner-specific loss function. At the end of the inner loop, a ”meta loss” function is computed, evaluating the performance of the trained learner given the fact that it was supplied with the generated slow weights. In the outer loop, the so called ”meta loss” is backpropagated across the optimization steps taken in the inner loop, back to the slow weights (and possibly the network generating them) and an optimization step is taken to update these slow weights. As a result, slow weights get updated after a whole running of the inner loop, while the fast weights are updated in each iteration of the inner loop, hence the terms slow and fast.

## 2.9 Continual Learning

Continual Learning (also referred to as Lifelong, Sequential, and Incremental Learning), is a learning paradigm that learns continuously by accumulating knowledge from previous tasks and using it to help future learning [17]. This paradigm is in contrast to the dominant learning process in which a model is trained on a given dataset in isolation. In the isolated learning paradigm, there is no attempt to preserve the learned knowledge and use it for future learning.

### 2.9.1 Tasks

In continual learning, the learner is sequentially trained on a sequence of $N$ Tasks, $T_1, T_2, ..., T_N$. Each task is defined by a corresponding dataset. At each point in time, the task $T_i$ on which the model is being trained on is called the new or current task, while the task(s) $T_1, T_2, ..., T_{i-1}$...
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previously used to train the model are referred to as **previous tasks**. Similarly, the tasks $T_{i+1}, T_{i+2}, ..., T_N$ that the model is yet to see are called **future tasks**.

### 2.9.2 Forgetting

When being trained on the current task, it has been observed that the model’s performance on previous tasks can degrade significantly [61]. The decrease in a performance metric on a previous task is referred to as **forgetting**. The performance metric of choice for defining forgetting is task accuracy, however, if a task only contains one class, then recall is usually chosen. In the remaining part of this thesis, whenever forgetting is mentioned without specifying the metric, the intended metric should be assumed to be recall.

### 2.9.3 Experiences

The training process on a task is called an **Experience**. Experiences describe the training process by storing and providing attributes such as the number of training epochs and the strategy used.

### 2.10 Evaluation Metrics

In machine learning, precision, recall, and $F_1$-score are among the most popular metrics to evaluate a model’s predictions. In order to define these metrics, we first need to define the terms True Positive, True Negative, False Positive, and False Negative.

- **True Positives (TP)** are samples in which the condition is correctly predicted to be present.
- **False Positives (FP)** are samples where the condition is falsely predicted as present.
- **True Negatives (TN)** are samples where the condition is correctly predicted to be absent.
- **False Negatives (FN)** are samples in which the prediction wrongly indicates that the condition is absent.

These are defined in the context of binary classification. In multi-class classification, one of the classes must be identified as the “positive” class and the rest as the “negative” class, for the purposes of calculating these quantities. Once we choose a class to act as the positive class, the model’s recall is the fraction of instances of that particular class that were correctly predicted to be in that class, while precision is a fraction of instances predicted to belong to a particular class that truly belonged to the predicted class. $F_1$-score is the harmonic mean of precision and recall. Given a dataset of examples to which the model is applied,

$$
\text{Precision} = \frac{\# \text{TP}}{\# \text{TP} + \# \text{FP}}
$$

$$
\text{Recall} = \frac{\# \text{TP}}{\# \text{TP} + \# \text{FN}}
$$

$$
F_1\text{-Score} = 2 \times \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
$$
Another widely used metric is **accuracy**, which is formally defined as:

$$\text{accuracy} = \frac{\#TP + \#TN}{\text{Number of Samples}}$$

In multiclass settings, the performance of a model is often reported as an average over the performance achieved when each class is considered to be the positive class. This may be weighted by the prevalence of instances of each class (micro-averaged) or performance on each class may be given equal weight (macro-averaged.)

Alternatively, performance on all classes may be presented simultaneously using a *confusion matrix*. Given a dataset for each task $D_1, D_2, ..., D_n$ a **Confusion Matrix** (CM) can be defined by setting $CM_{i,j}$ to be the number of samples belonging to class $i$ that were predicted to be in class $j$. A confusion matrix can be informative on which classes/tasks are being predicted correctly, and which classes are being misunderstood for each other.

In continual learning literature, a term commonly encountered is **Task Accuracy**, which is essentially the accuracy of the model on a task’s data. However, when the task only contains one class, a better term to use would be recall.

While the above-mentioned metrics can help in measuring performance across tasks, it is also desirable to measure the transfer of knowledge between tasks. The following metrics have been defined to evaluate different kinds of transfer of knowledge [58]:

- **Backward Transfer (BWT)** measures how training on the current task influences performance on previous tasks. Backward transfer is positive when training on the current task results in performance improvement on previous tasks, while a negative backward transfer happens when training on the current task degrades the model’s performance on previous tasks (forgetting). Intuitively, a large negative backward transfer indicates catastrophic forgetting.

- **Forward Transfer (FWT)** measures how training on the current task would influence performance on future tasks. If training on the current task results in better performance on future tasks, forward transfer is going to be positive. Conversely, if training on the current task negatively impacts the performance on previous tasks, then forward transfer is going to be negative.

In order to formally define performance measures commonplace in continual learning literature, we first need to construct an **accuracy matrix** [53][58]:

Assuming a sequence of tasks $T_1, T_2, ..., T_N$ and access to a test set for each of these tasks, after training on each task $T_i$, the model can be evaluated on all of the tasks (previous, current, and future tasks). The accuracy matrix $R^{N \times N}$ is then constructed by setting $R_{i,j}$ to be the model’s test classification accuracy on task $T_j$ after being trained on task $T_i$.

Letting $b$ denote the vector of task accuracy for a randomly-initialized model, the following metrics can then be defined based on $R$ and $b$:
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**Average Accuracy:**

\[
\text{ACC} = \frac{1}{N} \sum_{i=1}^{N} R_{N,i} \quad [58] \quad \text{or} \quad \text{ACC} = \frac{1}{N} \sum_{i=1}^{N} R_{i,i} \quad [53]
\]

**Backward Transfer:**

\[
\text{BWT} = \frac{1}{N-1} \sum_{i=1}^{N-1} R_{N,i} - R_{i,i} \quad [58] \quad \text{or} \quad \text{The average of lower triangular entries of } R \quad [53]
\]

**Forward Transfer:**

\[
\text{FWT} = \frac{1}{N-1} \sum_{i=2}^{N} R_{i-1,i} - b_i \quad [58] \quad \text{or} \quad \text{The average of upper triangular entries of } R \quad [53]
\]

There is no widely accepted performance measure for all continual learning scenarios. In this thesis, precision, recall, and f1-score after training on each task will be employed as the main indicators of performance to compare different methods.

**2.11 Simplifying Assumptions Used in Continual Learning Research**

A general definition of continual learning would assume a stream of data in the form of \((x_t, y_t)\) with \(t\) denoting the timestep of sample index. Letting \(Y_t = \bigcup_{i=1}^{t} y_i\) the set of samples seen until time \(t\), the goal is to provide a mapping \(f_{\theta}(x_t) \to y\) at any given time \(t\) that can accurately predict the label \(y \in Y_t \cup \tilde{y}\) from the input \(x\). \(\tilde{y}\) is an indicator for when the input sample does not belong to any of the seen labels.

This definition does not impose any constraints on the size of the label set (it can grow arbitrarily), the structure and the order of seen inputs and labels, or the resources available. As solving this general problem has proved to be extremely difficult, most of the work in the continual learning space uses a simplified formulation by making some assumptions. In what comes next, popular assumptions, along with their drawbacks, are explained.

**2.11.1 Disjoint task formulation**

This formulation assumes that the data stream can be split into certain intervals of time, during each the data stream will bring samples belonging only to certain class(es), in a predefined order of classes. In the general formulation, samples could come in any order and the distribution
of classes at any duration of time could be unknown. Here, however, the order of classes, and the intervals that each class data is seen is predefined as a disjoint set of tasks. For example, the popular MNIST dataset can be split into five disjoint sets, each containing two consecutive digits \{0, 1\}, \{2, 3\}, ..., \{8, 9\}. This assumption simplifies the general formulation, because the unknown growing nature of possible labels is now known and constrained. The computation and space can also be more easily allocated since each task and its dataset can be identified. Following the majority of previous work, the methods in this thesis make this assumption.

2.11.2 Task vs. Class vs. Domain Incremental

The Task-Incremental formulation of continual learning builds upon the disjoint task assumption and presumes that with each data sample, task information or id is also provided. As a result, instead of only \((x, y)\), a three-tuple of \((x, y, tid)\) is given, with tid denoting the task information or id. This assumption greatly simplifies the general formulation as the label space for each task becomes only a portion of the whole set of labels. If applied to the previous MNIST example, for the first task each sample could only belong to class 0 or 1, resulting in a null accuracy (i.e. accuracy when always predicting the class with most samples) of at least 50 percent, while the total number of classes is 10 and the null accuracy would generally be 10 percent (number of samples belonging to each class is approximately equal). The Class-Incremental formulation makes no assumption on the availability of the task information and proceeds assuming it is not provided. More concretely, in the Class-Incremental setting, the learner makes predictions based on the input \((x, y)\) only. The disjoint task assumption, however, is usually considered and test scenarios consist of disjoint task datasets appearing in the data stream sequentially.

An example can better illustrate the difference between task and class incremental settings. The MNIST dataset can be split into 5 (sub)datasets, each holding two classes. The first dataset will include images of digits 0 and 1, the second dataset will include images of digits 2 and 3, and so on. In the task incremental setting, during training and inference, the network will be given the task id. For example, when training on the second dataset, the model also takes \(tid = 2\) as input. This will allow the model to process the inputs \((x, y)\) differently according to the tid, for example by using a task-specific set of parameters for making predictions. At inference time, the same tid will be provided to the model, allowing to use the task-specific set of parameters. Moreover, these task-specific sets of parameters can take the form of a classification head, with a node for each label in the task. For example, for the first task, the only possible labels are 0 and 1 and the classification head can include only these two labels. Thus, when predicting inputs \((x, y)\) that the model knows belong to \(tid = 1\), the network has less uncertainty and a higher null accuracy. In class incremental setting, the tid is not available in either of training or inference times. Consequently, the algorithm can not process the inputs differently based on which tasks they belong to. Inputs coming from the second dataset will be used by model the same way the first task inputs were processed. In this thesis, the more difficult class incremental setting is assumed.

It is also useful to know about a practical setting called Domain-Incremental. While the distribution of each task’s dataset is assumed to stay the same as the training progresses in both Task-Incremental and Class-Incremental scenarios, the Domain-Incremental setting makes no
such assumption. The set of labels in the Domain-Incremental formulation is usually predefined and does not change, while data distribution for each class changes with time and new tasks.

Table 2.11.2 shows a summary of different datasets used in Continual Learning and the settings they can be used in.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Task/Class-Incremental</th>
<th>Domain-Incremental</th>
<th>Used in</th>
<th>Construction Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permuted MNIST</td>
<td>✓</td>
<td>✓</td>
<td>[43, 58, 98]</td>
<td>Each task is a random permutation of the original dataset, with all the classes</td>
</tr>
<tr>
<td>Rotated MNIST</td>
<td>✓</td>
<td>✓</td>
<td>[58, 13]</td>
<td>Each task is a random rotation of the original dataset, with all the classes</td>
</tr>
<tr>
<td>SplitMNIST</td>
<td>✓</td>
<td>✓</td>
<td>[98, 13]</td>
<td>Each task is a subset of classes from the original dataset</td>
</tr>
<tr>
<td>SplitCIFAR10/100</td>
<td>✓</td>
<td>✓</td>
<td>[58, 72, 98, 13]</td>
<td>Each task is a subset of classes from the original dataset</td>
</tr>
<tr>
<td>SplitTinyImageNet</td>
<td>✓</td>
<td>✓</td>
<td>[13]</td>
<td>Each task is a subset of classes from the original dataset</td>
</tr>
<tr>
<td>SplitOmniglot</td>
<td>✓</td>
<td>✓</td>
<td>[39, 6]</td>
<td>Each task is a subset of classes from the original dataset</td>
</tr>
<tr>
<td>CORe50 [56]</td>
<td>✓</td>
<td>✓</td>
<td>[56]</td>
<td>Each task involves both new classes and different perspectives of previous classes</td>
</tr>
<tr>
<td>CLEAR [53]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Each task involves a time-varied version of the classes e.g. bus from 1990 and 2000s.</td>
</tr>
</tbody>
</table>

### 2.11.3 Online vs. Offline CL

In the general CL formulation, the learning is assumed to not have sufficient storage for all of the data; however, the learner can store some samples based on its space budget. The learner can then revisit samples and update its parameters. Nevertheless, there can be two different settings when it comes to the time allowed to process the streaming data. In the *online* setting, the learner is not allowed to use a data sample for parameter update twice, unless it is stored in memory. In the *offline* setting, however, the learner has unconstrained access to the entire current task dataset, as well as samples stored in memory. The learner can revisit samples (current task and memory) as many times as it chooses and perform arbitrary number of parameter updates. The online setting is considered to be closer to how biological organisms function as real-life experiences are seldom repeated and learning occurs using only a few examples. On the other hand, the offline setting is also practical in applications where the learner can be updated in the background (by traversing data in more than one epoch), while predictions are being made in real-time.
For technical reasons such as inability to train a large network using only a single pass on the data, this thesis assumes training to be offline and traverses the current task dataset for a dataset-specific number of epochs.

2.11.4 Memory Availability

The general CL formulation assumes access only to the current task data. With this assumption, the class-incremental setting becomes very difficult as the learner should differentiate current task samples from previous task samples, while having access only to the current task’s data. Without access to previous task’s data, the learner usually catastrophically forgets about previous tasks. In contrast, a learner in the task-incremental setting observes very little forgetting as it can use task ids to differentiate labels among tasks. A more practical and biological plausible approach [31, 75, 76, 55] is to add a memory module to store a subset of previous tasks’ data and revisit these samples while training on the current task. This memory module can simply be an allocated space in memory, or it can be a Generative Adversarial Network (GAN) [30] trained to produce samples similar to those of previously seen classes.

In this thesis, it is assumed that a small memory is available to store a subset of previous task samples.

2.12 Representation Learning

Given the recent success of Contrastive Learning, the methods in this thesis also use Contrastive Learning. To properly introduce Contrastive Learning, first the concept of Representation Learning is explained, and then its specific form, Contrastive Learning, will be described.

Representation learning aims to learn useful representations, i.e. mappings from inputs $x$ to feature vectors, that can be transferred to downstream tasks. While the usefulness depends on the domain and specification of the downstream task, it is commonly assumed that representations should create latent features that represent various aspects of the input data on a high level of abstraction. Deep neural networks combine linear and non-linear operations to produce and learn suitable representations for the tasks they are trained to do. In this way, any deep neural network used for a classification task can be thought as an encoder and a classifier. The encoder transforms an input instance to its corresponding representation, while the classifier differentiates between representations that belong to different classes. In the context of representation learning, however, the training process is different. In representation learning, the encoder does not output class probabilities, but it rather maps input data to representations that will be learned directly.

Representation Learning, similar to other fields in deep learning, can be achieved via supervised, unsupervised (self-supervised), and semi-supervised learning. In supervised representation learning, input data are annotated with labels, while in self-supervised representation learning, the labels are not available, and other approaches, often related to compression/reconstruction, are formulated to help the model capture the most out of the available data. Moreover, in semi-supervised learning scenarios, the learner has access to a small set of labelled samples, and a much larger set of unlabelled data. In semi-supervised learning, approaches in supervised and unsupervised learning are concurrently used to exploit the labelled
and unlabelled datasets.

Recently, in Computer Vision, contrastive learning has achieved state-of-the-art performance for image classification tasks. In the next section, a high-level description of contrastive learning is provided.

### 2.12.1 Contrastive Learning

Contrastive Learning is an approach that attempts to learn representations by (1) augmenting each data sample and generating multiple views, (2) computing the representations corresponding to these views, and (3) comparing and contrasting the representations via a contrastive loss. Data augmentation for image data usually involves transformation of the image (e.g., flipping, rotations, and random cropping) such that the content/class does not change. The contrastive loss encourages the representations of samples from the same class to be similar, while simultaneously pushing away the representations of samples from differing classes. This contrastive loss can be self-supervised [16] or supervised [42]. There has been many variants and applications of contrastive learning in Computer Vision, as well as domains like audio, video, language, and graphs, among others [48, 46].

### 2.13 Neuromodulation

In this and the following two sections, main inspirations for the methods presented in this thesis are explored. It is good to note that the methods are by no means a replica of the processes seen in the brain, but rather been loosely inspired by them.

Biological neurons are much more complex than the simple artificial neuron implemented in artificial neural networks [28, 8], to the extent that each biological neuron requires a neural network of 5-8 layers to be well approximated [8]. This does not come as a surprise, since neuromodulatory neurons not only receive, perform computation, and output signals based on the inputs, but they communicate on various spatio-temporal scales with other neurons using neurotransmitters. Acting as chemical messengers, these neuromodulators play various roles in behavioral adaptation. For example, in hippocampus, a brain area that plays a significant role in learning and memory, a neuromodulator called acetylcholine (ACh) works with another neuromodulator called serotonin (5-HT) in coordination to make way for important cognitive and consciousness-related functioning [65, 78, 62]. Noradrenaline (NA) is another neuromodulator that has been attributed to arousal and attention, as well as novelty and surprise [20]. Moreover, another neuromodulator called dopamine (DA) is believed to encode a reward prediction error signal [82]. Overall, with the biological organisms performing well in adaptation and continual learning, simulating the activity and functions of neuromodulators not inherently accessible to artificial neural networks can guide research in mitigating catastrophic forgetting and learning generalizable representations.
2.14 Neuroplasticity

Biological neuronal networks have the ability to rewire, reshape, and grow with new experiences. Known as Neuroplasticity, this ability enables biological brains to learn new functions by shaping new neuronal pathways [18]. In this thesis, this ability will be referred to as the plasticity of biological neurons and will be viewed as one of the main biological functions that may play a significant role in the continual learning of new skills.

2.15 Top-Down Visual Feedback

In everyday tasks, we look around and use our visual sensory inputs. These visual inputs play a significant role in our behaviour and how we respond to different environments. There has been a long standing debate on how we select the objects we attend to [90]. One view suggests that this selection is based on how salient the objects are, in an automatic bottom-up fashion starting from neurons encoding simple patterns and moving on to those responding to more complex and abstract features ([11] for example), while a contrasting view claims that the attention to select objects occurs voluntarily according to our behavioral goals, in a top-down fashion [25]. There is evidence that a neuromodulatory top-down feedback based on dopamine (DA) [87, 81, 85] and acetylcholine (ACh) [5, 79, 10, 103] exists, and a change in activity of lower areas in the human visual system based on the top-down feedback has been observed [23]. The so called top-down attention or selection signal can prove to be useful in modulating an artificial neural network when it attempts to continually learn visual tasks. An attention signal can help the learner identify which aspects of itself should be modulated to be more plastic and which parts should be preserved. As a result, this neuromodulatory feedback mechanism can help guide the learner in adapting to new experiences. A few novel approaches for simulating this feedback mechanism are provided in the methods section of this thesis and evaluated on popular Computer Vision datasets.
Chapter 3

Literature Survey

This chapter reviews the literature on continual learning in the context of visual tasks, identifying established and state-of-the-art results relevant to this thesis. Section 3.3 reviews architectures used in continual learning, and Section 3.2 reviews established datasets used to develop and evaluate continual learning methods.

3.1 Continual Learning Desiderata

In the previous chapter, the general formulation and various settings for continual learning were described. While the mentioned settings are meant to represent real-life continual learning scenarios visited in practice, it is useful to always remember what the practical desiderata of continual learning are, and what abilities a continual learning agent should showcase when deployed in real-life scenarios. For example, Hadsell [31] imagines a hypothetical robot that is tasked with performing any household chore in any home. The robot can not be simply pre-programmed in the factory, since the house chores may change over time. Moreover, it should be able to learn new skills (e.g. washing the dishes, tidying, doing laundry) and learn the variations within each task. For example, in order to do the laundry task, it should first separate different clothes, then wash according to each cloth type, then dry using appropriate settings for each cloth type, and finally sort and maybe iron some of the clothes. In order to do all of these tasks properly, the robot needs to adapt quickly to learn new tasks and their underlying variations, while remembering previous tasks. Forgetting may be allowed only if it is limited and recovery is fast. Moreover, the robot should perform better on future tasks after learning each task (positive forward transfer) and also transfer the knowledge acquired by learning the current task to previous tasks and perform better on them (positive backward transfer). It is also practical to assume that the robot is limited in storing and accessing previous tasks’ memories, increasing the model size, and time-available to perform each task (i.e. processing time).

If we put the expected features and requirements of a real-life continual learner together, we can define the following desiderata [31]:

- **Limited access to previous tasks’ data.** The available storage is limited and only a portion of previous experiences can be stored. As a result, the agent can not have unlimited interaction (learning) with previous tasks.
• **Limited increase in model size and compute.** The available computation resources are limited in a realistic agent. As a result, the continual learning approach should be scalable: The computational resource demands can not increase linearly with the number of tasks or dataset size.

• **Minimal catastrophic forgetting and interference.** Learning new tasks should not significantly degrade performance on previous tasks.

• **Fast adaptation and knowledge recovery.** The model should be able to quickly adapt to novel tasks and/or recover prior knowledge from previous tasks.

• **Sustained learning ability and plasticity.** The model’s ability to learn should be sustained after training on some tasks. It should be capable of adapting to a new task at any time.

• **Maximized forward and backward transfer.** The knowledge acquired by learning the current task should transfer to both past and future tasks, to improve performance and learning efficiency.

• **Task-agnostic learning.** There is no oracle helping with task labels in the real-world, and the model should not rely on task labels to perform well.

As can be seen, a continual learning agent needs to make compromises between various objectives as some objectives go against each other. For example, it is impossible for a fixed-capacity model to learn an arbitrarily large number of tasks without forgetting. Making compromises when needed can take different forms. For example, one continual learner may choose to forget previous tasks to some extent, adapt to the current task and when asked to perform previous tasks again, demonstrate quick recovery and show good performance. Another continual learner may choose to adapt less to new tasks (decrease model capacity by fixing some parameters which may result in worse performance in the current tasks) in an attempt to keep performing well on previous tasks. Before describing each continual learning approach and their compromises, the datasets commonly used to evaluate continual learning approaches are described.

### 3.2 Continual Learning Datasets

#### 3.2.1 Split-MNIST

MNIST [50] is a dataset of handwritten English digits, namely 0 to 9. It consists of a training set of 60000 samples and a test set of 10000 samples. Each sample is a $28 \times 28$ gray-scale image showcasing a handwritten digit. While this dataset has been used as a whole to benchmark various image classification algorithms [71], for evaluation of continual learning approaches this dataset gets broken into multiple chunks, with each one representing a task. The continual learning approach is then trained on each task sequentially and the performance (using the performance metric and protocol of choice) is evaluated. The splitting for task-incremental and class-incremental continual learning scenarios is usually done by classes, i.e. each task
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will be discrimination of a subset of digits in \{0, 1, ..., 9\}. For example, the 10 digits present in the dataset can be split into 5 tasks or chunks, with the first task to discriminate between 0 and 1, the second task to discriminate between 2 and 3, and so on. For the domain-incremental setting where the set of possible class labels remains the same across tasks while the distribution of data changes, the split takes place across samples, i.e. the set of samples for each digit is split into multiple chunks, and the first chunk of all digits is considered to be the first task, while the second chunk of all digits is going to be the second task and so on.

3.2.2 Split-CIFAR10/100

CIFAR-10 and CIFAR-100 (also mentioned interchangeably as CIFAR10 and CIFAR100, or CIFAR10/100 to refer to both) are labelled datasets of objects, scenes, animals, and people. These datasets are subsets of the 80 million tiny images dataset (that was taken down). CIFAR10 has 10 classes namely airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck. It consists of a training set of 50000 samples and a test set of 10000 samples, with 5000 and 1000 samples for each class in the training and test sets respectively. Each sample is a colored (RGB) $32 \times 32$ image belonging to one of the mentioned classes.

Similarly, CIFAR100 is a dataset of 100 classes and consists of training and tests sets that comprise 50000 and 10000 samples respectively. The dataset is also balanced as there are 500 training and 100 test samples assigned to each class. Each sample is a $32 \times 32$ RGB image belonging to one of the 100 classes. It is also useful to note the 100 classes in this dataset can be grouped into 20 super-classes.

CIFAR10/100 has been used to benchmark a wide range computer vision tasks [71]. For continual learning, however, it needs to be split into multiple tasks first to evaluate how a continual learner performs when trained on a number of tasks sequentially. Similar to Split-MNIST, the splitting process can take place across classes for task-incremental and class-incremental scenarios and across samples for domain-incremental settings. For example, in a class-incremental setting, the first task can be learning to discriminate the classes airplane and frog, while the second task is learning to distinguish automobile and bird from each other and from classes seen previously, with the rest of the tasks defined in a similar way. If the considered setting was task-incremental, at each task the model needed only to distinguish between the given classes (e.g. automobile and bird) and it did not need to discriminate between the classes in the task and classes seen in previous tasks. The domain-incremental setting can also be applied to this dataset by splitting each class’s data into multiple chunks and assigning each chunk of all classes to each task.

3.2.3 Split-TinyImageNet

TinyImageNet is a dataset used for image classification. It was first provided as part of the cs231n course at Stanford. It consists of 200 classes, with 500 training, 50 validation, and 50 test images assigned to each class, summing up to 600 images per class, and 100000 train, 100000 validation, and 10000 test samples in total. Each sample is a $64 \times 64$ colored image.

The TinyImageNet dataset has been on of the popular computer vision benchmarks [27]. Similar to MNIST and CIFAR10/100, it can be used to evaluate continual learning approaches by splitting the dataset into multiple tasks. The splitting can take place across classes (for
task-incremental and class-incremental settings) and across samples (for domain-incremental settings).

### 3.3 Architectures

Since datasets used in continual learning are usually small (relatively low number of samples and resolution), the architectures used to train on these datasets are also relatively small. Specifically, for the MNIST dataset, a simple Convolutional Neural Network (CNN) [49] or a feed-forward neural network with 2 or 3 layers is used [58, 98, 74]. For CIFAR10/100 and TinyImageNet datasets, however, a deeper CNN such as the ResNet-18 [35] or a reduced version of it [58] is used.

### 3.4 Attribution

In order to preserve knowledge of past tasks that is both essential to maintain performance on past tasks and likely to perform well on upcoming tasks, we need a means to attribute the performance of a neural network to its parameters. A similar body of work to this problem falls under the name of Attribution. In this section, the connection between the Attribution problem and what comes later in methods (chapter 4) for identifying salient parameters is explained.

As DNNs were being employed more and more into operational workflows, it was important to know why these networks make the predictions that they do, regardless of being correct or wrong. The attribution problem attempts to attribute the output of a model to its input features. For example, given an image and a classification prediction of “dog”, the attribution problem wants to know which pixels were most decisive in the particular prediction of “dog”. Attribution has useful applications, such as

- Debugging incorrect network predictions.
- Providing an explanation of why the network made that prediction.
- Analysis of how robust a network is.
- Deciding prediction confidence.

among others [88].

There has been a large body of literature addressing the attribution problem (see [1] for a review). The purpose of using attribution in this thesis, however, is different. Here, we would like to attribute the performance of a network to its parameters instead. While this problem is different in essence to the attribution problem, the methods and techniques employed in the original attribution problem can still work. For example, a naïve approach to the attribution problem is to drop an input feature (set it to zero) and assess the change in the predictions. This same naïve approach can similarly be applied to the performance attribution problem: Drop a parameter and measure the change in performance. It is useful to note that assessing performance can be done simply by using any performance measure of choice, like accuracy, recall, or f1-score.
Among the popular attribution methods, **Excitation Backpropagation**[99] was chosen to be used in this thesis for its biological plausibility and easier adaptation to the performance attribution problem.

### 3.4.1 Excitation Backpropagation

Excitation backpropagation aims to attribute predictions to and measure contribution of all neurons (not just the input) via a top-down neural attention process. In this method, a forward bottom-up pass is first performed to compute unit activations. Then, using an attention vector on the output layer as input, a top-down attention signal is computed layer-by-layer, iteratively.

Formally, a generic feedforward neural network model and a prior distribution $P(A_0)$ on the output units is considered. Assuming $N$ to be the set of all neurons, and $A_i$ to denote the selected neurons on $i$th layer from the top, the distribution over the activation of the neurons in each layer is computed recursively based a conditional winning probability $P(A_t|A_{t-1})$ where $A_t, A_{t-1} \in N$. Formulating attribution of a neuron as the probability of being selected as a winning neuron, a Marginal Winning Probability (MWP) $P(a_j)$ needs to be computed for each neuron $a_j \in N$. The MWP $P(a_j)$ can be written as:

$$P(a_j) = \sum_{a_i \in \mathcal{P}_j} P(a_j|a_i)P(a_i)$$

(3.1)

with $\mathcal{P}_j$ denoting the parent neuron set of $a_j$ in top-down order (layer closer to the output layer). As a result, given MWP$s$ for each layer, the probabilities for being selected as a winning neuron can be computed iteratively.

Considering an input of $a_i$, a weight of $w_{ji}$, a bias of $b_j$, and a non-linear activation function of $\phi$, the computation performed by a neuron can be written as $\hat{a}_i = \phi(\sum_j w_{ji}\hat{a}_j + b_j)$. The excitation backprop framework makes the following two assumptions:

1. The activation value of a neuron is non-negative.

2. A neuron responds to certain visual patterns, and its activation is positively correlated with the confidence of detecting that pattern.

The first assumption is usually satisfied as neural networks mostly use the Rectified Linear Unit (ReLU) activation function. The second assumption has also been verified empirically in various computer vision works and literature ([101] for example beside many others). Given these two assumptions, it follows that the negative weights in will only decrease activation values:

$$\hat{a}_i = \phi\left(\sum_{j,w_{ji}\geq 0} w_{ji}\hat{a}_j + \sum_{j,w_{ji}<0} w_{ji}\hat{a}_j + b_j\right)$$

$$\leq \phi\left(\sum_{j,w_{ji}\geq 0} w_{ji}\hat{a}_j + b_j\right) \quad \text{if} \quad \hat{a}_j \geq 0$$

(3.2)

The connections in the network can then be labelled as *excitatory* and *inhibitory*. Those connections with positive weights can increase a neurons activation value and will be *excitatory,*
while those with negative weights will only decrease the activation values and thus will be inhibitory. The excitation backprop works by sending a top-down signal only through the excitatory connections. Setting \( C_i \) to be the child node set of \( a_i \) in the top-down order (layer closer to the input layer), for each \( a_j \in C_i \) the MWP \( P(a_j | a_i) \) is defined as:

\[
P(a_j | a_i) = \begin{cases} 
Z_i \hat{a}_j w_{ji} & \text{if } w_{ji} \geq 0, \\
0 & \text{otherwise}. 
\end{cases}
\]  

(3.3)

\( Z_i \) is just a normalization factor to make sure \( \sum_{a_j \in C_i} P(a_j | a_i) = 1 \), so

\[
Z_i = \frac{1}{\sum_{j, w_{ji} \geq 0} \hat{a}_j w_{ji}}
\]  

(3.4)

In the case of denominator in 3.4 being zero, \( Z_i \) will be set to zero. With the MWP of each layer defined in 3.3, the top-down attention or excitation signal can be propagated iteratively by simply computing MWPs and using 3.1 to compute the selection or winning probability of each neuron. As a result, given an input sample and a prior distribution over the output nodes, this framework can attribute the prior distribution to the networks neurons. Note that there is no assumption on what the prior distribution over the output layer neurons should be. It can be used to denote a prediction’s confidence as seen usually in the computer vision literature, or, as will be seen later in the methods section, the performance of the network.

Furthermore, a contrastive variant of excitation backpropagation (c-EB) is defined as well. Normally, a single pass of excitation backprop can generate attention maps over the network layers. The contrastive variant adds another pass, with the weights of the last layer of the network negated this time. This second pass will identify the neurons contributing most for inhibiting a certain output. For example, if the target label is “elephant”, negating the last layer weights and producing attention maps with excitation backprop will identify the neurons most influential for predicting “not elephant”. Subtracting the attention maps for “not elephant” from attention maps for “elephant” will then better identify neurons used to predict “elephant”, as the neurons contributing to both “elephant” and “not elephant” will be cancelled out and those that are most discriminative will be selected more prominently.

### 3.5 Approaches to Continual Learning

In this section, a representative subset of previous work that related to this thesis is described and reviewed.

#### 3.5.1 Knowledge Distillation

One of the main approaches to preserve knowledge from past tasks is called Knowledge Distillation. In this method, a neural network’s output is regularized to be similar to a second neural network’s output, enabling the network parameters to change as long as they are producing the same output. In the context of Continual Learning, this first neural network is simply the neural network that is being trained on the current task, while the second neural network is a snapshot of the neural network at the end of training on previous task.
### Learning Without Forgetting (LwF)

Learning without Forgetting (LwF) [52] attempts to solve the task-incremental continual learning setting by adding a new classification head for each task. Each classification head is essentially a one-layer neural network that projects to an output layer with number of nodes equal to the number of target labels. In other words, LwF operates on a multi-head architecture. An important assumption of LwF is that when training on a new task, there is no access to previous tasks’ data.

LwF divides the network into 3 portions:

1. Feature extractor with parameters $\theta_s$ that are shared for all tasks.
2. Previous tasks’ classifications heads, with parameters $\theta_o$.
3. New added classification head for the training of the current task, with parameters $\theta_n$.

The output of each classification head is going to be a probability distribution over the potential labels for each task.

Before starting training on a new task, LwF records the responses of all previous task heads using all of the training data, resulting in a set of probability distributions for each previous task for each training sample. Next, when training on a new task $(x, y)$, LwF first trains the network by freezing $\theta_s$ and $\theta_o$ as a warm-up stage. Then, the network is jointly trained (all parameters) using a loss for the new tasks, and a distillation loss for previous tasks. The new task loss is simply a multinomial logistic loss:

$$\ell_{\text{new}}(y_n, \hat{y}_n) = -y_n \log(\hat{y}_n) \quad (3.5)$$

where $\hat{y}_n$ is the network prediction using the new task classification head, and $y_n$ is the one-hot ground truth label vector. The distillation loss is a modified cross-entropy with increased weights for smaller probabilities:

$$\ell_{\text{old}}(y_o, \hat{y}_o) = -H(y_o', \hat{y}_o') = -\sum_{i=1}^{l} y_o^{(i)} \log(\hat{y}_o^{(i)}) \quad (3.6)$$

with $l$ denoting the number of labels and $y_o^{(i)}$ and $\hat{y}_o^{(i)}$ representing the modified versions of recorded and newly computed probabilities respectively:

$$y_o^{(i)} = \frac{(y_o^{(i)})^{1/T}}{\sum_j (y_o^{(j)})^{1/T}}, \quad \hat{y}_o^{(i)} = \frac{\hat{y}_o^{(i)})^{1/T}}{\sum_j (\hat{y}_o^{(j)})^{1/T}} \quad (3.7)$$

The parameter $T$ controls how much more weight is put towards smaller probabilities [37], with $T > 1$ increasing the weight of smaller logits and encouraging the network to better predict class similarities. The loss is then summed over all previous tasks and all labels.

LwF allows forward and backward transfer, does not store previous task examples in a memory, and shows competitive performance when compared to other methods. There are, however, some limitations:
1. LwF works on a task-incremental setting, and needs task descriptors at evaluation time.

2. LwF assumes access to all of a tasks’ data in the beginning of training on that task.

3. The performance of LwF generally depends on how similar the tasks are. If tasks are dissimilar, the performance decreases.

An unexplained and inherent assumption with the usual knowledge distillation approach is that all of the neurons in the output of the neural network are of equal importance. However, this is generally not true, as some of the neurons may be more discriminative than others. Moreover, it is assumed that all of the knowledge captured in the snapshot neural network and its output is worth preserving, while parts of the output may be features that are overfitted to previous tasks and should not be used for regularization. In this thesis, we will use knowledge distillation as one of the knowledge preservation methods while trying to address the mentioned limitations.

### 3.5.2 Parameter Isolation and Regularization

While knowledge distillation attempts to preserve knowledge by regularizing the output of a neural network and does not impose any restrictions on individual network parameters explicitly, a group of methods in Continual Learning identify parameters important to previous tasks and either freeze them or regularize them. A representative part of the literature using these methods will be explained in this section.

**Elastic Weight Consolidation (EWC)**

The Elastic Weight Consolidation (EWC) method [43] cites recent evidence that shows when a mouse learns a new skill, some of the excitatory synapses are strengthened as the volume of dendritic spines of these neurons increases. These dendritic spines remain enlarged even after subsequent learning, and account for retained performance several months later [97]. Following this evidence in biological neurons, EWC tries to identify and retain parameters important for each task when training on subsequent tasks.

Assuming \( \theta \) represents a network’s parameters, due to what EWC identifies as a common overparameterization of neural networks, it finds it likely that there exists \( \theta_B^* \), parameters optimized for task B, that are close to \( \theta_A^* \), parameters optimized for task A, when training on task B after task A. EWC attempts to keep the network parameters close to \( \theta_A^* \) while training on task B via quadratic regularization. The regularization weights for different parameters are, however, not the same. The parameters that are identified to be more important for task A will be regularized more with larger weights.

From a Bayesian view, optimizing network parameters \( \theta \) is equivalent to maximizing their probability given the input dataset \( \mathcal{D} \). Using the Bayes rule, this probability can be computed from the prior probability of parameters and the probability of the dataset given the network parameters:

\[
\log p(\theta|\mathcal{D}) = \log p(\mathcal{D}|\theta) + \log p(\theta) - \log p(\mathcal{D})
\] (3.8)

The log probability of the dataset given network parameters (log \( p(\mathcal{D}|\theta) \)) is essentially the negative of the loss function regarding the current task \(-\ell(\theta)\). Considering a second task B and
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naming the first task A, the dataset $\mathcal{D}$ can be split into two portions: Task A’s dataset $\mathcal{D}_A$ and task B’s dataset $\mathcal{D}_B$. Rewriting equation 3.8 then gives:

$$\log p(\theta|\mathcal{D}) = \log p(\mathcal{D}_B|\theta) + \log p(\theta|\mathcal{D}_A) - \log p(\mathcal{D}_B)$$  \hspace{1cm} (3.9)

where the probability of the dataset given the parameters ($\log p(\mathcal{D}|\theta)$) is now turned into $\log p(\mathcal{D}_B|\theta)$ since only the new task’s data is available and the prior probability of parameters ($p(\theta)$) has now become $p(\theta|\mathcal{D}_A)$ as the parameters now have been trained on task A. Assuming there is no access to previous tasks’ data, EWC notes that the posterior probability $p(\theta|\mathcal{D}_A)$ should now contain all the information about task A and which parameters are more important. Since this probability is intractable, EWC approximates this posterior as a Gaussian distribution with mean $\theta^*_{A}$ and a diagonal precision given by the Fisher information matrix $F$. With this approximation, the new loss function becomes:

$$\ell(\theta) = \ell_B(\theta) + \sum_i \frac{\lambda}{2} F_i (\theta_i - \theta^*_{A,i})^2$$  \hspace{1cm} (3.10)

where $\ell_B$ is the loss for task B, $\lambda$ controls the importance of the previous task compared to the new one, and $i$ traverses the network parameters. The loss in 3.10 applies only when training on a second task. When there are more tasks, EWC stores optimized parameters after training on each task (for example $\theta^*_C$ for task C) and adds a similar quadratic penalty to the loss.

EWC has been one of the main benchmarks for task-incremental continual learning since introduction. It works well to prevent forgetting, enables forward transfer, and it does not need to store previous task examples. Nevertheless, there are a few drawbacks to how it works:

1. It is hard to scale to many tasks.
2. The required storage grows with the number of tasks as it stores the optimized parameters and a Fisher information matrix for each task.
3. While backward transfer can happen, it is not directly encouraged, as the only direct incentive is to keep parameters important for previous tasks from changing too much and shaping new, better, and more generalizable features is not considered.

While there has been a prior work termed Online EWC [83] that addresses the second drawback and computational scalability by keeping only the latest parameters and one Fisher information matrix, the other two drawbacks, mainly the absence of backward transfer and scalability to a large number of tasks, remain unsolved. It is also good to note that there is no attempt of measuring the importance of parameters using an alias of how likely they are to transfer to future tasks. Given the difficulty this method has to scale to many tasks, it shows that probably a significant portion of parameters that end up being regularized are those that are overfitted to previous tasks and do not generalize to next tasks.

**Synaptic Intelligence (SI)**

Similar to EWC, Synaptic Intelligence (SI) observes that biological synapses are involved in complex molecular interactions that can modulate plasticity at different spatio-temporal scales.
In an effort to increase the complexity of neurons and identify important parameters to regularize, SI adds a local measure of importance to each neuron. Assuming $\theta$ represents the network parameters, SI introduces an importance measure $\omega^\mu_k$ that tracks the importance of parameter $\theta_k$ for task $\mu$ based on its contributions to decrease the task loss $\ell^\mu$.

SI characterizes the training process of neural network as a trajectory $\theta(t)$ in the parameter space. The change in loss when taking an optimization step $\delta(t)$ at time $t$ can be written as:

$$\ell(\theta(t) + \delta(t)) - \ell(\theta(t)) \approx \sum_k g_k(t) \sigma_k(t)$$

which shows that a parameter change of $\delta_k(t) = \theta'_k(t)$ contributes $g_k(t) \delta_k(t)$ to the change in the loss. A path integral would then compute the total contributions to the loss over the training trajectory from the start time $t_0$ to the final time $t_1$:

$$\int_{C} g(\theta(t)) d\theta = \int_{t_0}^{t_1} g(\theta(t)) \theta'(t) dt$$

Note that gradient is a conservative field, and the value of integral is going to be equal to the change in loss from the start point to the end point: $\ell(\theta(t_1)) - \ell(\theta(t_0))$. Equation 3.12 can be rewritten in terms of individual parameters, where the importance measure is going to be defined:

$$\int_{\mu-1}^{\mu} g(\theta(t)) \theta'(t) dt = \sum_k \int_{\mu-1}^{\mu} g_k(\theta(t)) \theta'_k(t) dt$$

$$\equiv \sum_k \omega^\mu_k$$

The importance measure $\omega^\mu_k$ can in practice be approximated by computing the running sum of the product of the gradient $g_k(t) = \frac{\partial \ell}{\partial \theta_k}$ and the change in parameter $\theta'_k(t) = \frac{\partial \theta_k}{\partial t}$.

With the importance measure for each parameter defined, SI introduces a regularization term to the loss that penalizes parameters that strain too far away from their initial value when training on a task began. The new loss, augmented with regularization, is as follows:

$$\tilde{\ell}^\mu = \ell^\mu + c \sum_k \Omega^\mu_k (\tilde{\theta}_k - \theta_k)$$

where $c$ is a strength parameter that controls how much regularization is introduced, $\tilde{\theta}_k = \theta_k(\mu^{\mu-1})$ is the value of a parameter at the end of the previous task’s training, and $\Omega^\mu_k$ is the parameter-specific regularization weight:

$$\Omega^\mu_k = \sum_{\nu<\mu} \frac{\omega^\nu_k}{(\Delta^\nu_k)^2 + \xi}$$

The parameter $\Delta^\nu_k = \theta_k(t^\nu) - \theta_k(t^{\nu-1})$ measures the amount of total change in a parameter over the course of training of a task, and the parameter $\xi$ is for stability as $\Delta^\nu_k$ may get very small. Consequently, the regularization weight depends on:

1. The contribution of a parameter to the decrease in loss, and
2. The amount of change seen in that parameter.

Similar to EWC, SI works by regularizing parameters that it deems to be important for the performance of the network on previous tasks. While providing performance that slightly outperforms EWC, SI suffers from the same drawbacks of EWC:

1. It is hard to scale to a large number of tasks,
2. Requires the storage of importance parameters per task, which makes the storage requirement to grow linearly with the number of tasks.
3. While backward transfer can happen, it is not directly encouraged.

PackNet

PackNet [60] is a parameter isolation method that draws from network pruning techniques [33, 32] to propose a continual learning algorithm. The PackNet algorithm uses weight-based pruning techniques to free up weights that are less important in the network for future learning, while keeping the remaining weights frozen.

The pruning technique removes (set to zero) a fixed portion of weights in each convolutional or fully-connected layer. The weights in a layer are sorted by their value, and the weights sitting at the bottom with the smallest values are removed. Pruning is performed specific to a task, meaning only those weights that were used for a task are considered, and weights frozen for previous tasks are ignored.

Specifically, considering three tasks, PackNet works as follows:

1. Uses a pre-trained network or simply trains the network on task 1.
2. Runs the pruning process and removes a fixed portion of weights in each layer. The pruned weights $\theta^{(p)}_1$ are frozen for now.
3. Trains the remaining weights $\theta^{(r)}_1$ on task 1 for fewer epochs to get a network with relatively sparse weights. The trained weights $\theta^{(r)}_1$ are frozen hereafter and remembered for use at inference time.
4. The pruned weights of previous task $\theta_2 = \theta^{(p)}_1$ are unfrozen and trained on task 2.
5. Runs a pruning process on $\theta_2$ and freezes the pruned weights $\theta^{(p)}_2$.
6. The remaining weights $\theta^{(r)}_2$ are retrained on task 2 for fewer epochs and then frozen hereafter. These weights are also remembered for inference.
7. The pruned weights of previous task $\theta_3 = \theta^{(p)}_2$ are unfrozen and trained on task 3.
8. Runs a pruning process on $\theta_3$ and freezes the pruned weights $\theta^{(p)}_3$.
9. The remaining weights $\theta^{(r)}_3$ are retrained on task 3, frozen hereafter, and remembered for inference.
The process then continues similarly for more tasks, until tasks end or there is no parameter left to train the task on. At inference time, using remembered weights for each task (task descriptor is needed to know which weights to use), predictions are computed. Each weight is going to be used for the task it was trained for (for example task K) and subsequent tasks. As a result, for each task only a binary mask needs to be stored, and the storage overhead is small.

PackNet was able to outperform methods like LwF [52], while enabling forward transfer, avoiding catastrophic forgetting, and adding a small storage overhead. There are, however, some drawbacks:

1. Can only be used for task-incremental continual learning settings (needs task id at inference time).
2. The number of tasks that can be trained on can be very limited depending on the network capacity.
3. Prioritizes tasks that come first over tasks seen later.

This method can be thought of an extreme case of the regularization-based Continual Learning approaches. Given the fact that parameters to isolate are identified based on their performance on past tasks, the problem with regularization approaches still remains: The parameters deemed to be important may be overfitted to previous tasks and are not likely to generalize to future tasks.

**Attention-based Selective Plasticity**

Attention-based selective plasticity [44] is inspired by neuromodulatory mechanisms in the brain, where bottom-up stimulus-driven and top-down goal-driven attention helps to put the focus more on task-specific stimuli and less on distractions [4, 67]. Overall, it uses the contrastive Excitation Backpropagation (c-EB) framework to selectively modulate the plasticity of network weights and regularize parameters it deems to be important for each task. Similar to [43, 98], synaptic importance parameters are computed for each network weight and a quadratic regularization term is added to the loss to avoid important parameters from straying too far from their initial values when training on a task started.

Assume \( f_i^{(l)} \) denotes the \( i \)th neuron in the layer \( l \) of a neural network, \( P_c(f_i^{(l)}) \) represents parameter contributions measured by the c-EB framework, and \( \gamma_{ji}^{(l)} \) denotes the synaptic importance parameter for the weight between \( f_{j}^{(l-1)} \) and \( f_i^{(l)} \). While an optimization step for a neural network would typically involve a forward pass to make predictions and a backward pass to compute gradients, in this work the forward pass is followed by a backward pass that computes parameter contributions using the c-EB framework. After the c-EB pass, synaptic importance parameters are updated using Hebbian learning [36] and Oja’s rule [66]:

\[
\gamma_{ji}^{(l)} = \gamma_{ji}^{(l)} + \epsilon \left( P_c(f_i^{(l)})P_c(f_{j}^{(l-1)}) - P_c(f_i^{(l)})^2 \gamma_{ji}^{(l)} \right)
\]

(3.16)

where \( \epsilon \) is the rate of Oja’s learning rule. Note that synaptic importance parameters are task-specific, and a new \( \gamma_{ji}^{(l)} \) is computed and stored for each task. The synaptic importance parameters are initialized to zero at the beginning of training on each task. Next, using the computed
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synaptic importance parameters, the loss is updated to incorporate a regularization term for parameters that are important for previous tasks. The loss is the same as the one used EWC [43] 3.10, with the regularization weights now set to the computed task-specific synaptic importance parameters. Specifically, in the case of two tasks, the loss when training on task $B$ can be written as:

$$\tilde{\ell}(\theta) = \ell(\theta) + \lambda \sum_k \gamma_{A,k}(\theta_k - \theta^*_A)^2$$

where $\theta$ represents the network parameters, $k$ iterates over individual network parameters, $\gamma_{A,k}$ is synaptic importance for the $k$th parameter specific to task $A$, and $\theta^*_A,k$ denotes the network parameters after being optimized on task $A$. For subsequent tasks, a similar regularization term can be added to the loss. After the modification to the loss, a backward pass for computation of gradients is performed and an optimization step is taken.

The proposed neuromodulation-inspired approach performs on par with EWC [43] and Synaptic Intelligence (SI) [98] without extensive hyperparameter tuning. It is similar to SI as synaptic importance parameters are computed in an online manner, in contrast to EWC where they are computed after the training on each task. Nevertheless, it suffers from a few drawbacks:

1. Difficult to scale to many tasks.
2. During training, it needs to store synaptic importance parameters for each task.
3. While backward transfer can happen, it is not directly encouraged.

While this method can be thought to be a regularization-based Continual Learning approach similar to EWC and SI having the same limitations, it proves a notable point: Identifying important parameters using Excitation Backprop is possible and demonstrates competitive performance. As a result, this method fits nicely with our goal of identifying important parameters using Attribution methods and encourages us to follow a similar approach.

3.5.3 Meta-Learning

Here we will briefly review a few Meta-Learning approaches used to solve the Continual Learning problem and explain why we chose not to adopt this approach.

Online Meta Learning (OML)

The Online Meta Learning (OML) [39] algorithm suggests a meta-learning approach to continual learning that trains two neural networks, namely a feature extractor that takes in the input and produces representations, and a predictor that takes in the representations and makes the final predictions. Leveraging meta-learning, OML meta-learns the feature extractor to produce representations for a predictor that gets trained on each task, while the feature extractor is frozen. The goal is for the feature extractor to produce representations that are robust such that using them, the predictor can be trained on any task quickly (in a few optimization steps) and show good performance in the end.
OML considers each task to be defined by a stream of samples $T = (x_1, y_1), (x_2, y_2), \ldots, (x_t, y_t), \ldots$ with $x$ being the input and $y$ the labels, sampled from sets $X$ and $Y$. Assuming a marginal distribution $\mu : X \to [0, \infty]$ that describes the observation frequency of each input, individual $x_i$’s can potentially depend on previous samples $x_{t-1}$ and $x_{t-2}$. Labels $y_i$, on the other hand, depend only on their respective $x_i$. OML defines trajectory $S_k$ of length $k$ to be a random sequence of samples $(x_{j+1}, y_{j+1}), (x_{j+2}, y_{j+2}), \ldots, (x_{j+k}, y_{j+k})$ from task $T$, with $p(S_k|T)$ representing the distribution of all length-$k$ trajectories that can be sampled for task $T$. OML aims to learn a function $f_{W,\theta}$ predicting $y_i$ from $x_i$ that optimizes the following objective for each task $T$:

$$\ell_T(W, \theta) = \mathbb{E}(\ell(f_{W,\theta}(X), Y)) = \int \left[ \int \ell(f_{W,\theta}(x), y)p(y|x)dy \right] \mu(x)dx$$

(3.18)

where $W$ and $\theta$ represent the network weights, and $\ell$ is a chosen loss function (e.g. Cross Entropy). Each training session involves only a trajectory $S_k$ sampled from $p(S_k|T)$, and the network should be able to optimize 3.18 from this trajectory alone.

OML proposes two networks, a feature extractor with slow weights $\theta$, and a predictor network with fast weights $W$. The slow weights $\theta$ are trained using the meta-objective of 3.18 and fixed during inference time, whereas the fast weights $W$ are trained for each task using a single trajectory $S$ with the chosen loss function. Assuming a distribution over tasks of $p(T)$, the overall OML objective can then be written as:

$$\min_{W,\theta} \sum_{T \sim p(T)} \text{OML}(W, \theta) = \sum_{T \sim p(T)} \sum_{S_k \sim p(S_k|T)} \ell_T(U(W, \theta, S^k_j))$$

(3.19)

where $S^j_k$ is a trajectory of length $k$ sampled from the $j$th task’s dataset, and $U(W_t, \theta, S^j_k) = (W_{t+k}, \theta)$ is the inner-loop optimization function with $W_{t+k}$ representing the weights after $k$ optimization steps. Specifically, the $j$th optimization step updates weights $W_{t+j-1}$ using $(x_{t+j}, y_{t+j})$ of the corresponding task to get $W_{t+j}$. The OML algorithm is described in algorithm 1. Since it will be computationally expensive to evaluate the learned weights on all tasks’ data from $p(T)$, OML approximates the objective in 3.19 by evaluating the network on a trajectory of the same task it was trained on, as well as a random sample of the available tasks. Essentially, this encourages the network to learn a new task rapidly, while still performing well on previously learned tasks. Also note that in the algorithm 1, it is impractical to randomly reinitialize all of the weights $W$, as the predictor will lose the knowledge acquired from previous tasks, and will not be able to perform well on previous tasks when trained only on the current tasks. Only the weights leading to nodes essential for prediction of the current task (the classes being trained on, or regression output nodes) are reinitialized with random values, and the remaining weights are left untouched.

In evaluation time, the slow weights $\theta$ are frozen and the fast weights $W$ are trained and fine-tuned on the each incoming task. OML not only provides a feature extractor with representations that could be used for any task from $p(T)$, it also provides an algorithm that can adapt quickly to a given task, with few available training examples. The training procedure explained acts as a pre-training stage to OML, building a good feature extractor applicable to an arbitrary (in-distribution) task. OML does not provide forward or backward transfer (as the slow weights remain unchanged in meta test/inference time), but it makes up for it by being able to quickly learn a predictor network. It does not need a memory to revisit old samples and
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Algorithm 1 OML Meta-Learning Algorithm

Require: $p(T)$, the distribution of task datasets
Require: $\alpha$ and $\beta$, step size hyperparameters
Initialize the slow weights $\theta$ randomly

while not done do
    Initialize the fast weights $W$ randomly
    Sample a task $T_i \sim p(T)$
    Sample a trajectory $S_i$ from $p(S_i|T_i)$
    Set $W_0 \leftarrow W$
    for $j = 1, 2, \ldots, k$ do
        $(x_j, y_j) \leftarrow S_i[j]
        W_j \leftarrow W_{j-1} - \alpha \nabla W_{j-1} \ell_i(f_{\theta, W_{j-1}}(x_j), y_j)
    end for
    Sample a test trajectory $S_{i,\text{test}} \sim p(S_k, T_i)$
    $\theta \leftarrow \theta - \beta \nabla \theta \ell_i(f_{\theta, W_{k}}(S_{i,\text{test}}), S_{i,\text{test}})$
end while

the computational requirements do not grow. While OML offers interesting features, it has a few drawbacks:

1. Does not provide forward transfer.
2. Does not provide backward transfer.
3. Needs a dataset of tasks for pre-training.
4. Computationally expensive to train on large datasets.

It is also good to note that the objective of OML (to quickly adapt to a new task with robust representations), while useful and effective, differs from the objective of continual learning. While fast adaptations is one of the key aspects of biological brains, the ability to accumulate knowledge to improve performance on past and future tasks is also essential. Since the slow weights $\theta$ are frozen at inference time, if a task that is slightly out of the distribution of $p(T)$ is encountered, the trained network will not be able to adapt, as it relies on representations given by the fixed feature extractor. A continual learner agent should, however, be able to find similarities between the tasks it was trained on and the new (slightly) out of the distribution task, to learn generic features that are effective for both tasks, as if the network was trained on them jointly.

A Neuromodulated Meta-Learning Algorithm (ANML)

A Neuromodulated Meta-Learning Algorithm (ANML) introduced in the paper “learning to continually learn” [6], leverages the objective introduced in OML [39] with a novel neuromodulation-inspired architecture. While OML uses a feature extractor with slow meta-learned weights followed by predictor network with fast weights, ANML utilizes a neuromodulatory network
with slow meta-learned weights that gates the last layer activations of a predictor neural network (with fast weights). The two networks have the same architecture, except for the last layer of the predictor, which includes a linear map for classification/regression.

The last layer activations of the predictor network are multiplied (scalar) by the output of the neuromodulatory network. With this operation, the neuromodulatory network can control what kind of information is passed through in the last layer, and as a result, gradients are modulated as well. Consequently, the neuromodulatory network can in theory guide the activations and (indirectly) gradients to avoid catastrophic forgetting. This assembly of two networks is optimized using the OML objective 3.19 with the same algorithm as in 1.

At inference time, all the network parameters (neuromodulatory and predictor network) are frozen, with the exception of the last layer of the predictor network. The last layer is fine-tuned on each task encountered.

The architecture change in ANML improves the performance of OML, as it can learn more than 600 tasks in sequence, using a few samples for each task, without catastrophic forgetting. It is not clear, however, that which aspects of the new architecture can the improved performance be attributed to. Compared to OML [39], ANML uses CNNs for both the neuromodulatory and predictor networks, whereas OML uses 6 convolutional layers for the feature extractor and 2 fully-connected layers for the predictor. While the number of parameters used is comparable, whether this architecture difference is the source of improved performance is not ruled out.

All in all, ANML illustrates how simple neurmodulation-inspired design can achieve high performance in continual learning. The drawbacks in meta-learning approaches like OML, however, remain:

1. Does not provide forward transfer.
2. Does not provide backward transfer.
3. Needs a dataset of tasks for pre-training.
4. Computationally expensive to train on large datasets.
5. Problem with learning and accumulating knowledge from out of distribution tasks.

### 3.5.4 Representation Learning

In this section, a class of Continual Learning approaches that learn and update representations as the training on new tasks progresses is explained. As will be seen, Representation Learning allows us to build upon high performing previous work. Moreover, the recently popular contrastive loss can be employed when working in the context of Representation Learning.

**Incremental Classifier and Representation Learning (iCaRL)**

Incremental Classifier and Representation Learning or iCaRL [72], is one of the relatively early works in continual learning. iCaRL is based on *rehearsal* of past samples, representation learning, and regularization using a distillation loss. It leverages representation learning and a nearest class mean classifier (NCMC) to learn tasks in the class-incremental setting. iCaRL
has three components: The feature extractor network $\phi$ with parameters $\theta$, the NCMC, and an exemplar management system.

Training of the network is essentially fine-tuning on the current task with two additions. First, each batch is augmented with a number of past task exemplars to help prevent forgetting. Second, a distillation loss is added to ensure that the produced representations do not stray too far away from their initial values.

The exemplar management system stores new samples from the current task and discards samples from previous tasks to ensure the number of exemplars stored does not exceed a predefined limit. As a result, two routines are provided to control the storing and deletion of exemplars. The storing routine iterative selects and adds an exemplar to the memory until the limit for a class’s memory is reached. At each step, a sample of the current class training set that makes the average representation of samples in the memory best approximate the average of all class samples’ representation is added to the memory. The storing routine enables the second routine, namely the deletion of memory samples, to become relatively easy. In order to remove $k$ samples for a class’s memory, it simply removes the last $k$ samples that were added, as the addition of samples to the memory has been done in a sorted manner, with the most representative samples added first. The algorithms for storing and discarding samples are illustrated in 2 and 3 respectively.

---

Algorithm 2 iCaRL: ConstructExemplarSet

Require: Exemplar set $X = \{x_1, x_2, \ldots, x_n\}$ belonging to class $y$

Require: $m$ the limit for number of samples of class $y$ in memory

Require: $\phi$ the feature extractor function

\[ \mu \leftarrow \frac{1}{n} \sum_{x \in X} \phi(x) \]  
\[ \text{proto}_k \leftarrow \arg \min_{x \in X} \| \mu - \frac{1}{k} [\phi(x) + \sum_{j=1}^{k-1} \phi(\text{proto}_j)] \| \]

end for

$P \leftarrow (\text{proto}_1, \text{proto}_2, \ldots, \text{proto}_m)$

return $P$

---

Algorithm 3 iCaRL: ReduceExemplarSet

Require: Current exemplar memory $P = (\text{proto}_1, \text{proto}_2, \ldots, \text{proto}_n)$

Require: $m$ the limit for number of samples

return $P = (\text{proto}_1, \text{proto}_2, \ldots, \text{proto}_m)$

---

The NCMC works by computing class means from samples in the memory. Specifically, samples for each class are fed into the feature extractor to get representations, which then are averaged to become class prototypes. For evaluation and classification of a sample $x$, the class label with the most similar prototype is returned:

\[ y^* = \arg \min_{y=1,\ldots,t} ||\phi(x) - \mu_y|| \]  \hspace{1cm} (3.20)

where $t$ denotes the number of classes seen so far. The network output (for training and defining
the loss) are produced by a function $g$ and a set of vectors $w_1, w_2, \ldots, w_t$:

$$g_y(x) = \frac{1}{1 + \exp(-a_y(x))} \quad \text{where} \quad a_y(x) = w_y^T \phi(x) \quad (3.21)$$

In order to train a task and update the feature extractor, first a dataset $D$ is constructed by augmenting current task data (of classes $s$ to $t$, $X^s, \ldots, X^t$) with exemplar sets $P = (P_1, P_2, \ldots, P_{s-1})$ from memory:

$$D = \bigcup_{y=s}^{t} \{(x, y) : x \in X^y\} \bigcup \bigcup_{y=1}^{s-1} \{(x, y) : x \in P^y\} \quad (3.22)$$

For distillation, before the start of training on the current task, the network outputs are stored. Specifically, the network output of the $i$th sample from class $y$ is recorded in $q_y^i$. The loss can then be defined as:

$$\ell(\theta) = -\sum_{(x,y) \in D} \left[ \sum_{y=s}^{t} \delta_{y=y} \log(g_y(x_i)) + \delta_{y \neq y} \log(1 - g_y(x_i)) + \sum_{y=1}^{s-1} q_y^i \log(g_y(x_i)) + (1 - q_y^i) \log(1 - g_y(x_i)) \right] \quad (3.23)$$

After updating the feature extractor using the loss function of 3.23, the memory is updated by first discarding samples to make room for new class samples according to algorithm 3, such that the memory is divided equally between classes. New samples are then added to memory according the storing procedure in algorithm 2.

iCaRL, while working in the class-incremental setting, was able to outperform methods such as Learning without Forgetting (LwF) \[52\] that were designed to solve the easier problem of task-incremental continual learning. Leveraging representation learning, iCaRL is able to update class representations as it encounters new classes and tasks, allows forward and backward transfer, and does not put any limits on the number of classes it can learn. Nevertheless, iCaRL has a few drawbacks:

1. It needs to store samples for each class, and the performance relies on the size of the memory.
2. The performance on large scale datasets can be better.

Due to flexibility and good performance of iCaRL, we will adopt a similar Representation Learning approach towards solving the Continual Learning problem. However, the loss function will be set similar to Contrastive Learning as described in subsequent sections.

**Contrastive Learning of Visual Representations (SimCLR)**

SimCLR \[16\] introduces a framework for self-supervised learning of visual representations, by simplifying the previously proposed contrastive self-supervised algorithms. SimCLR explores various design choices systematically, and provides settings where self-supervising representation would lead to then state-of-the-art performance on large scale image classification datasets. Specifically, SimCLR shows
1. Combining image data augmentation variants is essential to defining contrastive prediction tasks, with stronger augmentations needed compared to supervised methods.

2. Adding a projection network for a non-linear transformation of representations to embeddings in a space where the loss is defined considerably improves performance.

3. Contrastive loss defined on normalized embeddings (the output of the projection network) enhances representation learning.

4. Larger batch sizes and longer training times help contrastive learning more than supervised learning, while deeper and wider (with more channels in each layer) networks similarly benefit both contrastive and supervised learning algorithms.

For a complete analysis of what role each of the described components play in the performance of SimCLR, see [16]. Here we only describe how the components in the SimCLR framework work.

The are four modules at the core of SimCLR. A data augmentation module takes each sample \( x \) in the mini-batch and generates two augmented samples \( \tilde{x}_i \) and \( \tilde{x}_j \) using a stochastic image augmentation operation. Each of the augmented images are called to be views of the original image. The augmentation operations typically involve

- A random crop of the image that is then resized to the original image size.
- A random color jitter that distorts colors of the original image.
- Adding Gaussian noise to the image.
- Turning an image to grayscale.
- Flipping the image horizontally or vertically, if suitable.
- Rotation by a random degree, if suitable.

The second module is a neural network termed base encoder and denoted by \( f(\cdot) \). The base encoder takes in the input images and generates representation vectors. The encoder used in SimCLR is simply a ResNet [35]. The representation of augmented images can then be computed by taking the output of the average pooling layer:

\[
h_i = f(\tilde{x}_i) = \text{ResNet}(\tilde{x}_i)
\]

The third module is called the projection head, a neural network denoted by \( g(\cdot) \) that transforms the representations \( h \) to embeddings \( z \) in a space where the contrastive loss is applied. In SimCLR, a simple Multi-Layer Perceptron (MLP) is used as the projection head:

\[
z_i = g(h_i) = W^2 \sigma(W^1 h_i)
\]

where \( \sigma \) is an activation function (ReLU was used).

The fourth and final module is the contrastive loss. For each mini-batch of size \( N \), each image is augmented twice to get two views and each view is fed to the encoder and projection networks. This will result in \( 2N \) embeddings, two for each image. For each image, the two views generated from it are considered positive samples and the remaining \( 2(N - 1) \) images are defined to be negative samples. The similarity of two samples can be defined as the dot product of their \( \ell_2 \) normalized embeddings \( u \) and \( v \):

\[
sim(u, v) = \frac{u^T v}{\|u\|\|v\|}
\]

(3.24)
The contrastive loss for a positive pair \((i, j)\) can then be defined as:

\[
\ell_{i,j} = -\log \frac{\exp(\text{sim}(z_i, z_j) / \tau)}{\sum_{k=1}^{2N} 1[k=i] \exp(\text{sim}(z_i, z_k) / \tau)}
\]

where \(1[k=i] \in \{0, 1\}\) is equal to 1 iff \(k = i\), and 0 otherwise. The \(\tau\) parameter is known as the **temperature**, controlling the sharpness of \(\exp(\text{sim}(i, j))\). The overall contrastive loss is computed by summing up \(\ell_{i,j}\) for all positive pairs \((i, j)\) (as well as \((j, i)\)) in the mini-batch. The training then proceeds with computing and backpropagating the contrastive loss and taking an optimization step.

Intuitively, the loss in 3.25 encourages representations of different views of the same image to be as similar as possible (with a chosen definition of similarity, here the dot product of their embeddings), while pushing away embeddings extracted from views of different images. Overall, it will end up training the encoder and projection networks to assign representations that will be similar for similar images, effectively learning and encoding visual representations.

Learning representations in a self-supervised manner, SimCLR has demonstrated state-of-the-art performance in self-supervised image classification tasks. Its impressive performance raised the question of whether the SimCLR framework can be applied to supervised learning settings, and whether it was possible to leverage available labels as well.

**Supervised Contrastive Learning (SupCon)**

In a work called "Supervised Contrastive Learning" [42], inspired by the appealing performance gains of SimCLR, a similar contrastive loss for supervised learning scenarios was introduced. The proposed loss is essentially an extension of the contrastive loss used in SimCLR. The authors examined two versions of the supervised contrastive loss (SupCon) and reported back the version that performed better. Here, the proposed loss is reviewed without in-depth analysis, and the reader is referred to [42] for a more complete analysis of the SupCon loss.

Assuming the same modules of SimCLR [16], namely the data augmentation module, the base encoder \(f(.)\), and the projection network \(g(.)\), the only different component in Supervised Contrastive Learning is the loss. Augmenting each image in a mini-batch twice to get corresponding views, a set of size \(2N\) can be constructed. Let \(I = \{1, 2, ..., 2N\}\) denote the index of this multi-viewed mini-batch. Also let \(A(i)\) represent \(I\) minus the \(i\)th sample, namely the view \(\tilde{x}_i\). The set \(P(i) = \{p \in A(i) : y_p = y_i\}\) is used to denote the set of positive samples, i.e. samples other than \(i\) sharing the same label \(y_i\). With \(z_i = g(f(\tilde{x}_i))\) representing the embedding resulted from passing the view \(\tilde{x}_i\) to the encoder and projection networks, the SupCon loss is defined as:

\[
\ell_{\text{SupCon}} = -\sum_{i \in I} \frac{1}{||P(i)||} \sum_{p \in P(i)} \log \frac{\exp(\text{sim}(z_i, z_p) / \tau)}{\sum_{a \in A(i)} \exp(\text{sim}(z_i, z_a) / \tau)}
\]

where \(\tau\) is the temperature parameter similar to SimCLR [16].

Intuitively, the loss in 3.26 encourages positive samples, those in the same class or sharing the same label, to have similar representations, while simultaneously pushing away negative samples, those with a different class or label. The difference to SimCLR loss in 3.25 is on how the positive and negative view are defined. In SimCLR, positive views were those originating from the same image, while in SupCon, positive samples are defined as samples with the same label.
SupCon has the following features:

1. It results in representations that are more robust to noise than then cross-entropy loss,
2. Encourages learning from hard positive and negative samples,
3. Is less sensitive to the choice of hyperparameters and optimizers, compared to the cross-entropy loss.

Networks trained using SupCon were able to achieve state-of-the-art performance on a variety of supervised image classification datasets. In practice, however, training a network using SupCon can be tricky as the training process is dependent on the batch size, and in case of using a large batch size (batch size \( \geq 512 \)), a warmup procedure (i.e., starting out with a small learning rate and gradually increasing it, for the first few epochs of training) should be used.

**Contrastive Continual Learning (Co\(^2\)L)**

Inspired from recent advances in contrastive representation learning, Co\(^2\)L [13] asks whether contrastively learned representation would also help learning tasks sequentially. In the paper “Contrastive Continual Learning” authors note that forgetting does not only come from restricted access to past examples, but it rises from limited access to future tasks as well, since learning features and representations that transfer to future tasks is as important as preserving knowledge acquired from previous tasks. In order to learn representations that transfer to future tasks better, Co\(^2\)L uses the Supervised Contrastive Learning (SupCon) framework [42] and makes an important observation: Representations learned by the SupCon framework suffer considerably less forgetting compared to those learned using cross-entropy loss.

Co\(^2\)L proposes a modified version of the SupCon loss and a new distillation loss to continually learn representations and preserve them. It uses a decoupled encoder-classifier architecture: An encoder \( f(.) \) and a projection network \( g(.) \) are used for training, while at evaluation time, a linear classifier \( w(.) \) is trained, taking in representations produced by the encoder \( f(.) \) and predicting class probabilities.

Co\(^2\)L uses rehearsal via a memory buffer to help mitigate forgetting, as every mini-batch of the current task samples is augmented with some samples from a memory. Co\(^2\)L calls its proposed loss ”Asynchronous SupCon”. While in SupCon the loss is summed across all samples in the mini-batch, in the proposed Asynch SupCon the loss is only summed up for current task samples. Using the same terminology as described for SupCon, let \( S \subset \{1, 2, \ldots, 2N\} \) denote the index of samples for the current task (excluding memory samples). The modified loss can then be written as:

\[
\ell^\text{SupCon}_{\text{Asynch}} = -\sum_{i \in S} \frac{1}{||P(i)||} \sum_{p \in P(i)} \log \frac{\exp(\text{sim}(z_i, z_p)/\tau)}{\sum_{a \in A(i)} \exp(\text{sim}(z_i, z_a)/\tau)}
\]  

The purpose of this modification is to prevent the network from overfitting to a sample subset of previous task samples from memory. In the experiments, it is empirically shown that this actually is the case, and the modified loss improves performance.
For distillation and preserving learned representations, Co$^2$L introduces the Instance-wise Relation Distillation (IRD) loss. Commonly used for distillation, before training of the current task, the weights of the encoder network at the end of the training of the previous task are stored ($\theta^*$). At training, for each multi-viewed mini-batch, two sets of representations are computed, one with the stored weights $\theta^*$, denoted as $z_{\text{past}}^i$ and the other with current weights $\theta$, denoted as $z_i$. For each view $x_i$ in the mini-batch of representation, a vector $p$, termed the instance-wise similarity vector is computed:

$$p(x_i) = [p_{i,1}, p_{i,2}, \ldots, p_{i,i-1}, p_{i,i+1}, \ldots, p_{i,2N}]$$ \hspace{1cm} (3.28)

where $p_{i,j}$ is the normalized instance-wise similarity:

$$p_{i,j} = \frac{\exp(\text{sim}(z_i, z_j)/\kappa)}{\sum_{k\neq i} \exp(\text{sim}(z_i, z_k)/\kappa)}$$ \hspace{1cm} (3.29)

$\kappa$ is yet another temperature parameter. The IRD loss can then be defined as:

$$\ell_{\text{IRD}} = \sum_{i=1}^{2N} -p(z_{\text{past}}^i) \log(p(z))$$ \hspace{1cm} (3.30)

The overall training loss can then be written as:

$$\ell = \ell_{\text{SupCon}} + \lambda \ell_{\text{IRD}}$$ \hspace{1cm} (3.31)

with $\lambda$ controlling the weight of distillation.

For managing the samples in the memory, whenever the memory becomes full and space needs to be freed, a sample is randomly pushed out to make way for new class samples. This will keep the memory divided (approximately) equally between classes.

Co$^2$L demonstrates state-of-the-art performance for various computer vision datasets, and in all of the task-incremental, class-incremental, and domain-incremental settings. It offers forward and backward transfer as the encoder can learn new features by contrasting new task data against previous tasks, is successful in mitigating forgetting, and uses fixed computational resources and memory. The only drawback to this method is that the adaptation power of the network decreases over time. While the network can achieve near perfect accuracy on the first task, by the time it gets trained on the fifth task, there seems to be a limit on the accuracy on the new task that the network is unable to go beyond. While the contrastive loss (SupCon) can partially be responsible for this effect, it is more likely that it arises from the distillation loss, as it introduces a regularization to the entirety of the representation vectors, while parts of the representation vectors may not be contributing to preserving the previously acquired knowledge. While Co$^2$L enjoys performance gains resulting from Contrastive Learning, it still suffers from drawbacks seen in previous Continual Learning approaches such as EWC [43], SI [98], and LwF [52]. Regularization of representations is done via distillation loss and according to previous tasks only, with no measure of how likely these representation are to transfer to next upcoming tasks. Although representations learned via Contrastive Learning may be more transferable, contribution from different parts of the representations towards generalizability performance may not be equal. The distillation loss in Co$^2$L implicitly assumes equal contribution and regularizes the whole representations, even parts that may be overfitted.
3.6 Neural Similarity Learning

Finally, in this section, a work that acts as building block in this thesis towards identifying important parts of representations in the Representation Learning context is reviewed. In Convolutional Neural Networks (CNN), each convolution operation takes in inputs $\tilde{X}$ and multiplies them by a set of kernels with weights $\tilde{W}$, where each kernel is multiplied to the input in different positions, similar to a sliding window. Assuming a kernel of size $C \times H \times V$ with $C$ denoting channels, $H$ height, and $V$ the width, and assuming a portion of the inputs with same size as the kernel (getting multiplied by it), one can flatten the inputs to get $X$ and the kernel to get $W$. As a result, $X$ and $W$ will be 1-D vectors holding inputs and the kernel weights respectively. The convolution operation can then be thought as a dot product between these two 1-D vectors ($W^TX$), similar to what a simple neuron computes in feed-forward neural networks. In a work named “Neural Similarity Learning” [54], authors propose to generalize the dot product formulation by adding a bilinear similarity matrix:

$$f_M(W, X) = W^T MX$$ (3.32)

where $f$ is the convolution operation parameterized by $M$, the bilinear similarity matrix. While it is not necessary to constrain $M$, in order to be more parameter efficient and avoid imposing a large computational overhead, the authors suggest to let $M$ be a block-diagonal matrix with $C$ shared blocks:

$$f_M(W, X) = W^T \begin{bmatrix} M_s & \cdots & \cdots \\ \vdots & \ddots & \vdots \\ \vdots & \cdots & M_s \end{bmatrix} X$$ (3.33)

where $M = \text{diag}(M_s, \ldots, M_s)$ and $M_s$ is of size $HV \times HV$. $M_s$ can be constrained to be a diagonal matrix (diagonal neural similarity or DNS), effectively computing a weighted dot product, or left unconstrained to be more flexible at the cost of more parameters to train (unconstrained neural similarity or UNS).

There can be two variants to neural similarity learning, namely static and dynamic. In static neural similarity learning, the matrix $M_s$ is learned jointly with the rest of the network parameters using backpropagation in an end-to-end fashion. At inference time, the bilinear similarity matrix can be incorporated into weights $W$ and there is no need to store additional parameters. Static neural similarity learning is quite similar to matrix factorization, as the weights in dot product $W^TX$ can now be seen as a factorized $M^TW$.

While the static variant of neural similarity learning can generalize the convolution operation, the bilinear similarity matrix will be learned during training time and maintain its effect regardless of the inputs. Dynamic neural similarity learning, on the other hand, attempts to learn a small network that generates $M$, rather than learning it directly. Specifically, the matrix $M$ will be constructed by blocks $M_s$ that are generated with a neural network $M_{\theta}(\cdot)$, parameterized by $\theta$. Similar to static neural similarity learning, both the network parameters $W$ and $\theta$ can be learned jointly using backpropagation.

Moreover, the bilinear similarity matrix $M$ can be regularized, either via imposing a certain structure (e.g. block-diagonal with shared blocks), or by encouraging it to be sparse (with $\ell_1$ norm penalty).
Neural similarity networks (NSN) can be constructed by changing each convolutional layer with one equipped with neural similarity learning (bilinear similarity matrix). In order to reduce the number of additional parameters, authors suggest all convolutional kernels in the same convolution layer to share the bilinear similarity matrix. If all convolution operations are changed with the static (dynamic) variant of neural similarity learning, the resulting network will be a static (dynamic) NSN.

Results in this work showed that the dynamic variant generally outperforms the static variants of NSNs. Additionally, both variants outperform a baseline CNN with the same number of parameters and normal unchanged convolutions. Using unconstrained neural similarity (UNS) matrices, however, performed on par with the diagonal neural similarity (DNS) matrices, showing that DNS matrices are flexible enough for performance gains in image recognition tasks. Overall, neural similarity learning can improve a network’s performance by making the convolution (or feed-forward) operations more flexible and enabling adaptation of kernels to inputs.
Chapter 4

Methods

As seen in the Literature Survey chapter, a common approach to continual learning is to find a way to identify parameters that are playing a crucial role in the performance of the DNN on previous tasks. There is, however, a very limiting assumption in both task-incremental and class-incremental settings about the transition to a new task. For task-incremental learning, it is assumed when training on a new task starts, there is no access to previous tasks data, unless it is a few samples stored in the memory. Similarly, in the class-incremental setting, it is assumed that when new classes of data are coming in as a new task, the access to all but a few samples of previous tasks’ data in the memory are lost. The same limiting assumption applies to the next tasks’ data as well. When training on the current task, it is assumed that no data from the next task is available. This strict assumption limits a learner’s ability to contrast new data against previous tasks’ data. While moving on from a task A to learn task B, there is limited access either to task A, or B, since at any time, either A is considered a previous task, or B is considered a next task. A more appropriate and practical setting considers a stream of incoming samples \{((x_1, y_1), \ldots, (x_t, y_t)), \ldots\}. Assuming a limited (hardware) memory to store samples from this data stream, the data available to the learner can be seen as a sliding window on this stream. For example, at time \( t \), the learner has access to samples \((x_t, y_t), \ldots, (x_{t+w}, y_{t+w})\) where \( w \) is the length of the window. In this setting and with the disjoint task assumption, when task A’s data ends and is succeeded by task B’s data, the window will see not only task A’s data, but some of task B’s data samples as well.

![Diagram of sliding window](image.png)

Figure 4.1: The new proposed setting: Data comes in as a stream and access is defined by a sliding window.

Inspired by this observation and the role of neuromodulatory processes in the brain for learning, here we propose a new setting for continual learning that more closely mimics the data access patterns we have in practice, along with three novel methods for knowledge preservation in this new setting: Selective Distillation, Gradient Modulation, and Half-Network. As
stepping stones to create the three new methods, we also introduce two methods to compute and use saliency information to improve continual learning performance. These are \textit{Salient Representative Selection}, and \textit{Salient Excitation Backprop}.

The new setting has a more practical view towards access to next task’s upcoming data. Normally, it is assumed that when training on a task begins, the data comes in as batches, rather than being available in its entirety. Given the sliding window formulation, this assumption is too limiting. At a point in time when training on a task begins (named current task), there is very limited access to previous tasks’ data, as well as current task data, which is not usual in practice. In this work, we take a small step towards this new setting. It is now assumed that when training on a task begins, we have access to a number of samples from the current task (a \textit{predictive batch}). These samples are a \textit{subset} of the first batch of new task data, so \textit{there is no need to have additional access to current task data}, although the new setting allows it. Using the network that has been trained on previous tasks and has not seen the current task data yet, this predictive batch allows us to define the importance of network parameters based on how generalizable and transferable they are, as well as how much they contribute to previous tasks. By evaluating a network on a small sample of current task’s data before training on it begins, it is possible to attribute performance on past data and the predictive batch of current task data to each individual network parameter, and try to retain the transferable knowledge acquired by the network. To achieve this goal, we first define and compute on the last layer neurons a measure of generalizability using previous tasks’ data in memory and the predictive batch of the new upcoming data. Further, we extend the Excitation Backprop (EB) framework \cite{99} to work with our choice of representation learning and to attribute the computed performance measure, rather than a specific output neuron’s activation, to every network parameter. We call our approach ”Look-Ahead Selective Plasticity”, as it leverages a predictive batch of new upcoming data to selectively modulate the plasticity of network weights.

This work can be seen as a motivation towards adopting the proposed setting. Here, we will show that using a small subset of new task’s data as the predictive batch can improve continual learning performance, which will in turn suggest that using a larger subset of current task’s data can improve performance further. Access to a larger number of samples from a task before training on it begins, however, is not granted in the typical continual learning setting, emphasizing on the plausibility of the proposed setting.

\section{4.1 Saliency Methods}

Here we introduce two new methods for computing and using saliency.

\subsection*{4.1.1 Salient Representative Selection}

While the previous work used a form of regularization on the entirety of the output of the network to preserve knowledge of past tasks, here we aim to find certain parts of the output that are essential to performing well on previous tasks and are likely to perform well on future tasks. After this process, one can either regularize the parts of the output that are found to be important, or find a way to attribute performance of those parts to individual network parameters. In subsequent sections, we will propose methods for both.
4.1. Saliency Methods

Similar to an interesting previous work called Neural Similarity Learning [54], taking in the feature extractor $f_\theta$, we learn a minimal selection mask that identifies a portion of the produced representation (e.g. first half: representation[:middle]) that works equally well or better than the complete representations. Assessing “working well” here is done by calculating accuracy.

![Image of Representation, mask, normalize, and loss](image)

**Figure 4.2:** Salient Representative Selection: Identifying parts of the representations that transfer well.

First a dataset $\mathcal{D}$ is formed by combining past samples in the memory and a predictive batch of new upcoming data. The number of samples taken from memory is 100, unless the memory size is less than 100, in which case all of the memory samples will be added to this dataset. The number of samples in the predictive batch is also 100. Assuming $r^{[d]} \in \mathbb{R}^d$ denotes a $d$-dimensional representation produced by the feature extractor, we aim to learn a $d$-dimensional mask $m^{[d]} \in \{0, 1\}^d$ that selects a minimal part of $r^{[d]}$ that classifies representations well. The selection process takes out a portion of the original representations and thus, the selected representations are going to have lower dimensions. Both the original and new representations are divided by their $\ell_2$ norm to lie on a unit hypersphere. Letting $s^{(k)}$ to denote the selected representation where $k$ is the number of new dimensions, the selected representation can formally be computed as:

$$s^{(k)} = \frac{r^{[d]}[m = 1]}{\|r^{[d]}[m = 1]\|_2} \quad (4.1)$$

In order to define a loss, class means need to be computed first. The mean of class $c$ can be written as:

$$a_c = \frac{\sum_{r_{i,y_i=c} s_i^{[k]}}}{\|s_i^{[k]} : y_i = c\|} \quad (4.2)$$

where $y_i$ is the $i$th sample’s label, $a_c$ is the mean of class $c$ selected representations, and $s_i^{[k]}$ is the $k$-dimensional selected representation of sample $i$ (produced by $f_\theta(x_i)$). The similarity of a selected representation $s_i^{[k]}$ to a class mean $a_c$ is defined as their normalized dot product (cosine distance):

$$\text{sim}(s_i^{[k]}, a_c) = \frac{s_i^{[k]} \cdot a_c}{\|s_i^{[k]}\| \|a_c\|} \quad (4.3)$$
For a sample \((x_i, y_i)\), the cross entropy loss can be defined as:

\[
\ell_i = -\log \frac{\exp(\text{sim}(s_{k_i}^i, a_{y_i}))}{\sum_{c=1}^{C} \text{sim}(s_{c_i}^i, a_{c_i})}
\]  

(4.4)

where \(C\) is total number of classes. The total cross entropy loss can either be the sum or the mean of the cross entropy loss for each sample. A simplified nearest class mean (NCM) loss can also be defined:

\[
\ell_i = -\text{sim}(s_{k_i}^i, a_{y_i})
\]  

(4.5)

which tries to maximize the similarity of each sample with its corresponding class mean. The total NCM loss is then calculated as the sum of the loss for each sample.

While keeping the computed representations \(R = \{r_{[d]}^i = f(x_i) \forall x_i \in D\}\) frozen and treating the mask \(m_{[d]}^i\) as the only trainable vector, one of the above mentioned losses can be optimized to find a mask that selects a portion of the representation that classifies the samples best. Moreover, in order to encourage the selecting mask \(m_{[d]}^i\) to be sparse and minimal (i.e. minimize \(k\) in \(s_{k_i}^i\)), an \(\ell_1\) norm loss is added. The total loss will be:

\[
\ell_{\text{total}} = \ell_{\text{classification}} + \lambda \|m_{[d]}^i\|_1
\]  

(4.6)

where \(\lambda\) controls the trade-off between classification performance and the sparsity of the mask.

Optimizing for \(m_{[d]}^i\), a portion of the original representation will be selected. We will call the selected output neurons to be the salient ones. However, there needs to be a quantitative measure of salience. If the original representations were not classifying the samples well in the first place, there is little chance that this selected portion outperforms the original representations by a large margin. To define the salience more quantitatively, the salience of selected neurons will be set to be their nearest class mean accuracy on dataset \(D\). As a result, the salience of the \(i\)th output neuron can be defined as:

\[
\hat{s}_i = \begin{cases} 
0 & m[i] = 0 \\
\text{NCM accuracy} & m[i] = 1
\end{cases}
\]  

(4.7)

\(\hat{s}\) will be the output of this Salient Representative Selection process, where salient output nodes that are representative of the original representations are selected. \(\hat{s}\) will be used as an input to the extended EB framework to compute the salience of all network weights.

### 4.1.2 Salient Excitation Backprop

Given a prior distribution on the output neurons of a neural network, the EB framework is able to attribute that prior distribution to all of the neurons in the network, but not the weights between them (recall that in the EB a neuron is defined as \(\hat{a}_i = \phi(\sum_j w_{ji}\hat{a}_j + b_j)\), and the prior distribution is attributed to \(a_i\)s). Moreover, the EB framework backpropagates the top-down attention signal only through the positive weights [99]. In the feature extractor, the EB framework will attribute the given prior distribution to neurons with the ReLU activation function properly, as expected. However, for the last fully-connected layer in a ResNet [35] this does not hold, since representation learning via a contrastive loss objective is being performed,
and neurons in the second to last layer can play a significant role even if they are connected to the output layer with a negative weight, as long as the output node is salient. Formally, assuming \( a_j \) to be a neuron in the second to last layer, \( a_i \) to be a salient neuron in the last (output) layer (according to the Salient Representative Selection), and \( w_{ji} \) the weight connecting these two neurons, we propose to modify the Marginal Wining Probability (MWP) calculation in the EB framework only for the last year as follows:

\[
P(a_j|a_i) = Z_i \hat{a}_j \abs{w_{ji}} \quad (4.8)
\]

where \( Z_i \) is just a normalization factor \( Z_i = \frac{1}{\sum_j \hat{a}_j \abs{w_{ji}}} \). The MWP calculation will remain the same for all other network layers, where \( a_j \) is in the child node set \( C_i \) of \( a_i \) in top-down order:

\[
P(a_j|a_i) = \begin{cases} 
Z_i \hat{a}_j w_{ji} & \text{if} \ w_{ji} \geq 0, \\
0 & \text{otherwise}.
\end{cases} \quad (4.9)
\]

As a result, a neuron in the second to last layer can be salient even if it is connected to a salient node with a negative weight.

Furthermore, to attribute salience to network weights, similar to Oja’s rule [66], we set the salience of a weight (i.e. connection) to be the geometric mean of the salience of neurons on its two ends. Formally, considering \( w_{ji} \) as the weight between neuron \( a_i \) and \( a_j \), and denoting the salience of these two neurons with \( P(a_i) \) and \( P(a_j) \), the salience of the weight \( w_{ji} \) can be defined as:

\[
P(w_{ji}) = \sqrt{P(a_i)P(a_j)} \quad (4.10)
\]

With this extension of the EB framework, given the salient neurons \( \hat{s} \) in the output layer, the importance (salience) of each weight can be computed using an additional backward pass. Using these computed salience values, three novel techniques to retain a network’s (transferable) knowledge of past tasks are introduced.

### 4.2 Knowledge Preservation Methods

Based on the two saliency methods described above, we introduce three different methods for knowledge preservation which we will evaluate and compare.

#### 4.2.1 Selective Distillation

This method does not require the extended EB framework to compute weight salience. It only needs the salience map on the output layer of the feature extractor (representations). While works such as \( C_{o^2L} \) [13] and LWF [52] use knowledge distillation on the entirety of the output of the network, here we propose to distill only the part of the representation that is identified to be salient. This method aims to allow the network more freedom in learning new tasks while ensuring at minimal yet salient part of the representation is regularized to work well on previous tasks as well. Compared to previous work, there are two main contributions:

- The distillation loss is defined on a portion of the produced representations, in contrast to all of it, allowing more learning freedom.
• The criteria for choosing this portion is the portion’s performance on previous tasks, as well as a predictive batch of the upcoming new task, encouraging the network to preserve representations that transfer.

![Diagram of Selective Distillation](image)

**Figure 4.3:** Selective Distillation: Knowledge Distillation only on parts found to be salient.

To add this distillation loss, before the start of training on a new task, feature extractor weights $\theta^*$ are saved. Next, at training time, assuming the network weights to be denoted by $\theta$, the following distillation loss is added to the SupCon loss:

$$
\ell_{\text{distill}} \left( \sum_{x_i \in \text{minibatch}} \left( \frac{f_\theta(x_i) \odot \hat{s}}{||f_\theta(x_i) \odot \hat{s}||_2} - \frac{f_{\theta^*}(x_i) \odot \hat{s}}{||f_{\theta^*}(x_i) \odot \hat{s}||_2} \right)^2 \right) / |\text{minibatch}| \quad (4.11)
$$

where $\odot$ denotes element-wise product.

This loss ensures that the selected salient parts of the representations are preserved when new representations are being learned. The total loss will then become:

$$
\ell_{\text{total}} = \ell_{\text{SupCon}} + \lambda \ell_{\text{distill}} \quad (4.12)
$$

### 4.2.2 Gradient Modulation

For this method, before the start of training on a task, using the Salient Representative Selection process, the salient output nodes performing well on the previous tasks and the predictive batch
of new upcoming data are identified. Next, EEB is employed to compute the salience of each feature extractor parameter/weight. This method is then applied in each iteration of the current task’s training.

Specifically, after backpropagating the loss back to the feature extractor weights $\theta$, the gradients are modified according to each weight’s salience. Assuming $g_{w_{ji}}$ to be the gradient with respect to weight $w_{ji}$ and $P(w_{ji})$ to be the weight’s importance, the gradient is modulated as follows:

$$g_{w_{ji}} = g_{w_{ji}} \times (1 - \min(1, P(w_{ji})))$$  \hspace{1cm} (4.13)

As a result, the more salient a weight is, the smaller the gradients become. In the extreme case that a weight’s importance is $P(w_{ji}) \geq 1$, the weight will not change for the duration of training on a task. In the other extreme, if a weight’s importance is near zero, it will be trained by the loss with no limitation/regularization. Similar to how neuromodulator processes in the brain can modulate the plasticity of a neuron, this process attempts to retain the important network weights by limiting change (plasticity) while allowing the less important weights to be learned via the loss and the normal training process.

### 4.2.3 Half-Network

In addition to previous methods, a half-network approach is introduced. While the gradient modulation method can retain important weights, there is concern for the case that the gradient modulation method deems a large portion of network weights to be important and limits the network too much. In order to examine this scenario, the half-network approach regularizes half of the network weights in each layer, leaving the other half to be trained normally. Specifically, in each convolutional layer, weights are averaged in each channel to get an overall channel importance. Assuming $P(c_{l,i})$ to denote the importance of the $i$th channel (kernel) in the $l$th layer, for each layer the channels are sorted according to their salience. The weights residing in the top-half channels with the largest importance are then regularized based on their initial value before training on the current task started.

Specifically, before the training on a task begins, a snapshot $\theta^*$ of the feature extractor weights are taken. A set $I$ of the index of the important weights is then formed by identifying the weights residing in the important channels. By definition, the size of $I$ will be at most half of the network parameters ($|I| \leq |\theta|/2$). At each training iteration, a regularization loss is added to the SupCon loss:

$$\ell_{hn-reg} = \frac{\sum_{i \in I} (w_i - w_i^*)^2}{|I|}$$  \hspace{1cm} (4.14)

where $w_i^*$ is the weight stored in $\theta^*$ corresponding to the current weight $w_i \in \theta$. The total loss then becomes:

$$\ell_{total} = \ell_{SupCon} + \lambda \ell_{hn-reg}$$  \hspace{1cm} (4.15)

where $\lambda$ controls the degree of regularization.

### 4.2.4 Baselines

To evaluate how each method performs, experiments with a baseline setting were also conducted. The baseline setting simply uses the SupCon loss and a memory module without any
other additions (no supplementary method). As a result, this setting will enable the comparison and evaluation of each method with the baseline setting where it was not present. Additionally, a second baseline named simultaneous training is added to show the result when training was performed on the entire dataset (MNIST, CIFAR10, or TinyImageNet) on all classes simultaneously. The simultaneous training baseline usually shows an upperbound on the performance of the continual learner, as it had access to the entirety of each the dataset during training, and was trained on all classes at the same time.

### 4.3 Training Procedure

We have chosen to work on the class-incremental setting, as it is more challenging and more useful in practice, and the task ids/descriptions are not usually available. To learn and evaluate in this setting, we divide each dataset (MNIST, CIFAR10, and TinyImageNet) into 5 tasks, with equal number of classes in each task. For example, the dataset for the first task of MNIST involves digits 0 and 1, while for SplitTinyImageNet, the first task’s dataset includes the first forty classes.

Most of the training process is based on $Co^2L$ [13]. The architecture, similar to $Co^2L$ is a decoupled encoder-classifier. The term feature extractor will also be used to refer to the encoder. For larger datasets of SplitCIFAR10 and SplitTinyImageNet, a reduced version of ResNet-18 as in [58] is used for the feature extractor to produce representations (extracted from the output of the fully-connected layer), followed by a single hidden-layer MLP to produce embeddings. For MNIST, a simple 3-layer CNN (16 channels in each convolutional layer, 32 neurons in the fully-connected layer, and a representation size of 32) is used without any projection head, hence the representations and embeddings are in the same space. The Supervised Contrastive loss (SupCon) [42] is then defined on embeddings, and gradients are computed and backpropagated for the training to proceed.
4.3. Training Procedure

A memory is used to retain a small sample of previous tasks. In each training iteration, the current task mini-batch is augmented with the same number of samples from memory. The memory management is identical to iCaRL [72], with modules for adding and removing examples from the memory, such that the number of samples stored from each class is nearly equal.

The performance measures of precision, recall, and f1-score are computed on each task and observed class after training on each task. While focus will be on f1-score for SplitMNIST as it is slightly unbalanced, for SplitCIFAR10 and SplitTinyImageNet, average accuracy will be used to compared methods with each other and previous work. In order to get predictions, similar to $Co^2L$ [13], after training is finished on a task, a separate classification head with output units the same as the number of classes is jointly trained on the task’s dataset and the samples in the memory. During training of the classification head, the projection head is not present and the feature extractor weights are frozen. This classification head is trained with cross entropy loss. After training of the classification head, it can be used to transform representations to class probabilities and compute the mentioned metrics.

The described methods (selective distillation, gradient modulation, and half-network) will be applied after training on the current task finishes and before moving on to the training of the next task.

For easier comparison and accumulation of results, each performance metric (measured and reported after training on each task was finished) was computed and averaged over seen classes (for precision, recall, and f1-score) and seen tasks (for average accuracy). It is good to note that NaN values were discarded for computing the average. Specifically, precision for a class can be undefined/NaN if there were no samples that were predicted to be in that class. Moreover, if precision and recall on a class are zero, then the f1-score will be undefined. The average operator (as well as standard deviation computation) did not consider NaN values, and
reported the results using only the valid measurements.

4.4 Experimental Settings

Most of the hyperparameters are set according to $Co^2L$ [13]. There are, however, some differences. First and foremost, the loss used here is the normal supervised contrastive SupCon loss, not the asynchronous version used in $Co^2L$ [13]. Moreover, a smaller batch size is used for the training of the network on MNIST and CIFAR10, while a large batch size is employed for SplitTinyImageNet. For implementation of the mentioned approaches, the PyTorch (1.12.1) [69] and Avalanche (0.2.1) libraries [57] were employed. All architectures are implemented and trained from scratch. The extension of the excitation backprop was implemented based on the TorchRay library (2.0.01) [26]. Visualizations were made using the seaborn [96] and matplotlib libraries.

Each experiment on SplitMNIST and SplitCIFAR10 was repeated independently 10 times with random seeds, while each experiment on SplitTinyImageNet was repeated 5 times, due to time constraints. Each experiment (one repetition) took 5 minutes on SplitMNIST, 5 hours on SplitCIFAR10, and 20 hours on SplitTinyImageNet using an Nvidia RTX 3090 GPU. Over the course of this thesis, more than 170 experiments were conducted, verified and clear results of which will be presented in the next chapter.

A list of the hyperparameters are provided in table 4.1:
### Table 4.1: Look-Ahead Selective Plasticity Hyperparameters

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Learning Rate</th>
<th>Batch Size</th>
<th>Memory size</th>
<th>Projection head embedding size</th>
<th>SupCon loss temperature</th>
<th>λ</th>
<th>Start epochs (first task)</th>
<th>Epochs (except first task)</th>
<th>Augmentations</th>
</tr>
</thead>
<tbody>
<tr>
<td>SplitTinyImageNet</td>
<td>0.5</td>
<td>512</td>
<td>200</td>
<td>128</td>
<td>0.07</td>
<td>1</td>
<td>300</td>
<td>250</td>
<td>TorchVision transforms: RandomResizedCrop(scale=0.2), RandomHorizontalFlip(p=0.5), RandomColorJitter(0.4, 0.4, 0.1) with p=0.8, RandomGrayScale(p=0.2)</td>
</tr>
<tr>
<td>SplitCIFAR10</td>
<td>0.01</td>
<td>32</td>
<td>200</td>
<td>128</td>
<td>0.07</td>
<td>1</td>
<td>40</td>
<td>30</td>
<td>TorchVision transforms: RandomResizedCrop(scale=0.2), RandomHorizontalFlip(p=0.5), RandomColorJitter(0.4, 0.4, 0.1) with p=0.8, RandomGrayScale(p=0.2)</td>
</tr>
<tr>
<td>SplitMNIST</td>
<td>0.5</td>
<td>16</td>
<td>50</td>
<td>N/A</td>
<td>0.07</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>TorchVision transforms: RandomResizedCrop(scale=0.7) RandomPerspective(distort_scale=0.3, p=0.2)</td>
</tr>
</tbody>
</table>
4.5 Ablation Studies

To better illustrate the effectiveness of proposed ideas and approaches, the following ablations studies were conducted:

4.5.1 Effect of the Using the Predictive Batch

Here the effect of the predictive batch is studied. In order to see whether the network’s performance benefits from a predictive batch of upcoming new data, additional experiments with the methods of selective distillation, half-network, and gradient modulation were performed. In these experiments, the salient parts of the representation and salient parameters are identified based on 200 samples (or memory size, whichever is less) from memory alone, instead of the original setting were 100 samples from memory and 100 samples from upcoming data (the predictive batch) were used. By comparing the network’s performance for each method with its corresponding variant where predictive batch was not realized, the improvements that are a direct result of the predictive batch can be measured. The results of this ablation study are provided in the results chapter 5.

4.5.2 Effect of Memory Size

Continual Learning methods that leverage a rehearsal memory show varying performance when the size of the memory changes ([13] for example). To examine the effect of memory size, additional experiments with a larger memory were conducted. Specifically, for each method of selective distillation, half-network, and gradient modulation, a corresponding variant with a larger memory of size 100 was trained on SplitMNIST, as well as a corresponding variant with a larger memory of size 1000 for SplitTinyImageNet. All other hyperparameters and settings were kept the same. Comparing performance metrics resulting from these additional variants, it is possible to examine how much a larger memory can benefit a network’s performance, and how this improvement varies in different methods. The results of these additional variants are also provided in the results chapter 5.
Chapter 5

Results

In this chapter, the results of experiments using each introduced method (selective distillation, gradient modulation, half-network, and the baseline) are presented. As described in Chapter 4, the baseline is essentially sequential training of a network (that is chosen according to the dataset) using rehearsal of memory samples and supervised contrastive loss, without any additional components. The simultaneous training baseline is the training of the network on the entirety of a dataset (no splitting) and all of the classes simultaneously. Selective distillation adds a distillation loss on a portion of representations that are computed to be most important. The half-network method regularizes the top half of the most important parameters in each layer. Finally, gradient modulation multiplies the gradient of each weight by an importance measure to ensure important network parameters see less change.

The architectures used in experiments are a reduced version of ResNet-18 and a simple 3-layer CNN. The ResNet-18 network is used for SplitCIFAR10 and SplitTinyImageNet datasets, while the simple CNN network is used for the SplitMNIST dataset. Each original dataset (MNIST, CIFAR10, TinyImageNet) is divided across classes to 5 equal groups to make up SplitMNIST, SplitCIFAR10, and SplitTinyImageNet respectively. The training procedure involves training the corresponding network on each task of the dataset sequentially: The network is trained on the first task, then the performance metrics on seen classes are evaluated, then it is trained on the second task and performance metrics on all seen classes are computed, and so on.

Moreover, the results for the two ablation studies mentioned in Chapter 4 are described here. These two ablation studies investigate the effect of rehearsal memory size and the predictive batch.

In order to obtain the results, each of the introduced methods is tested on each dataset using the architecture corresponding to that dataset. For each of the mentioned approaches, the metrics precision, recall, and f1-score of the network are evaluated after the training on each task finishes. For brevity and clearer assessment of an approach’s performance, the reported measures are averaged across classes. For example, the reported recall metric after training on the first task of SplitMNIST that includes classes 0 and 1 is essentially the average of recalls of classes 0 and 1. Moreover, these metrics are accompanied by confusion matrices computed after the training of each task. These confusion matrices grow in the sense that a confusion matrix for a task seen after another contains more classes (rows and columns) as the network has seen and been trained on more classes. It is good to note the metrics reported
at the end of training on all tasks hold more value, as they assess the end result of a model trained sequentially on a set of tasks. For comparison to previous work, the metric of average accuracy will be reported to compared different methods when testing on SplitCIFAR10 and SplitTinyImageNet.

Furthermore, for a better comparison of different methods against each other, each of the metrics of precision, recall, and f1-score are plotted across tasks. These plots will capture the change in metric values across tasks better, and compare this change across proposed methods. This will also illustrate different forgetting trends for different methods and tasks/classes.

5.1 Experimental Results on SplitMNIST

Here the performance metrics of a three layer CNN trained on a splitted MNIST dataset are presented. The performance metrics are reported on a held out test set. There are a total of 5 tasks for SplitMNIST, with the first task including classes 0 and 1, the second task including classes 2 and 3, and so on. Since SplitMNIST is slightly unbalanced, F1-score will be used to compared methods.

5.1.1 Measured F1-Scores

The mean and std of f1-scores after training the network on each task can be seen in table 5.1. For the first task, there is no difference between the methods since the regularization and distillation methods are only introduced from the second task onwards and during the training of the first task there is no prior knowledge to preserve. As expected, performance metrics are similar for different methods. Task 2 is trained immediately after task 1, and there has not been much time for the network to forget task 1. Moreover, all of the samples in the memory are from task 1 when network is being trained on task 2, leading to revisiting of past samples with a higher diversity (more samples). Nevertheless, the two methods that work better on this dataset, namely gradient modulation and selective distillation show slight improvement compared to the baseline. The half-network method, however, has slightly decreased the performance of the baseline method. For the third task, all of the proposed methods, gradient modulation, selective distillation, and half-network improve the performance over the baseline on the f1-score metric. Gradient modulation and selective distillation, however, provide a more significant increase compared to the half-network approach. In the fourth task, the network has had reasonable time to forgo changes that result in forgetting about previous tasks. But even the baseline still performs well. This can be attributed to the use of a memory module (although small), and the SupCon [42] loss’s robustness against forgetting in small networks. Similar to previous task results, all of the proposed methods outperform the baseline, where selective distillation demonstrates the best performance, the gradient-modulation method a close second, and the half-network approach providing the least amount of improvement among these three methods. The performance metrics for the fifth and final task are shown in last column of table 5.1. The selective distillation method shows to be the most effective in preventing forgetting and has the best overall performance in terms of the f1-score. The gradient modulation method also benefits the network with a better performance but the gain in performance metrics is less than
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selective distillation. Lastly, the half-network method fails to improve upon the baseline and degrades performance.

<table>
<thead>
<tr>
<th>method</th>
<th>Task 1 f1-score</th>
<th>Task 2 f1-score</th>
<th>Task 3 f1-score</th>
<th>Task 4 f1-score</th>
<th>Task 5 f1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>simultaneous training</td>
<td>0.9908 (0.0051)</td>
<td>0.9869 (0.0092)</td>
<td>0.9845 (0.0145)</td>
<td>0.9843 (0.0135)</td>
<td>0.9823 (0.0161)</td>
</tr>
<tr>
<td>baseline</td>
<td>0.9988 (0.0011)</td>
<td>0.983 (0.0102)</td>
<td>0.9596 (0.0219)</td>
<td>0.9338 (0.0232)</td>
<td>0.8837 (0.0198)</td>
</tr>
<tr>
<td>gradient-modulation</td>
<td>0.999 (0.0007)</td>
<td><strong>0.9879 (0.0039)</strong></td>
<td><strong>0.9621 (0.0097)</strong></td>
<td>0.9404 (0.0147)</td>
<td>0.8905 (0.021)</td>
</tr>
<tr>
<td>half-network</td>
<td>0.9993 (0.0007)</td>
<td>0.9739 (0.02)</td>
<td>0.9604 (0.0163)</td>
<td>0.9383 (0.022)</td>
<td>0.8799 (0.0269)</td>
</tr>
<tr>
<td>selective distillation</td>
<td>0.9994 (0.0005)</td>
<td>0.9829 (0.0133)</td>
<td>0.962 (0.0156)</td>
<td><strong>0.9497 (0.0038)</strong></td>
<td><strong>0.9073 (0.0155)</strong></td>
</tr>
</tbody>
</table>

5.1.2 Confusion Matrices

In what follows (figures 5.1 to 5.5), mean and std of confusion matrices for each run is depicted. These figures generally help to identify which classes are being miss classified with each other and provide insight for further enhancing the proposed methods. For SplitMNIST, these matrices generally are diagonal which is near ideal.

Figure 5.1: SplitMNIST: Task 1 Confusion Matrix
Figure 5.2: SplitMNIST: Task 2 Confusion Matrix

Figure 5.3: SplitMNIST: Task 3 Confusion Matrix
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Figure 5.4: SplitMNIST: Task 4 Confusion Matrix

Figure 5.5: SplitMNIST: Task 5 Confusion Matrix
5.1.3 Metric Plots

In this section, for each class the metrics of precision, recall, and f1-score are plotted against the tasks (experiences). These figures show more specifically how each method performed in comparison to other methods. Note that the selective distillation method usually has higher or equal performance measures compared to other methods.

Figure 5.6: SplitMNIST: Precision, recall, and f1-score of class 0 across tasks for different implemented methods.

Figure 5.7: SplitMNIST: Precision, recall, and f1-score of class 1 across tasks for different implemented methods.
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Figure 5.8: SplitMNIST: Precision, recall, and f1-score of class 2 across tasks for different implemented methods.

Figure 5.9: SplitMNIST: Precision, recall, and f1-score of class 3 across tasks for different implemented methods.
Figure 5.10: SplitMNIST: Precision, recall, and f1-score of class 4 across tasks for different implemented methods.

Figure 5.11: SplitMNIST: Precision, recall, and f1-score of class 5 across tasks for different implemented methods.
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Figure 5.12: SplitMNIST: Precision, recall, and f1-score of class 6 across tasks for different implemented methods.

Figure 5.13: SplitMNIST: Precision, recall, and f1-score of class 7 across tasks for different implemented methods.
Figure 5.14: SplitMNIST: Precision, recall, and f1-score of class 8 across tasks for different implemented methods.

Figure 5.15: SplitMNIST: Precision, recall, and f1-score of class 9 across tasks for different implemented methods.
5.2 Experimental Results on SplitCIFAR10

The results for experiments on SplitCIFAR10 are presented in this section. SplitCIFAR10 is formed by splitting the dataset by classes into 5 equal groups, with the first group comprising the first two classes, the second group comprising the second two classes, and so on. A reduced ResNet-18 was used as the feature extractor, with a single hidden layer MLP as the projector. The network is then trained on each task sequentially, and performance metrics are evaluated as training on each task finishes.

5.2.1 Average Accuracy Evaluated After Each Task

Average accuracy over seen classes after training on the first task of the SplitCIFAR10 dataset is captured the first column of table 5.2 for each method. There is no difference among methods during the training of the first task, and the resulting recorded accuracy are similar, as expected. Note that the simultaneous training method achieves lower performance metrics for classes in the first task. The reason is that in simultaneous training the network is trained on all classes to solve more difficult problem of discriminating between 10 classes, while other methods solve an easier problem of discriminating between two classes. Average accuracy after training on task 2 are provided in the second column of table 5.2. There is a considerable amount of forgetting observed across various methods. This decrease in performance, however, is not equal. While of the proposed methods outperform the baseline, the gradient modulation suffers less from forgetting and shows the highest accuracy. Moving on to performance metrics measured after task 3, more forgetting is observed. The third column of table 5.2 shows the performance measures after task 3. Gradient modulation and half-network methods outperform the baseline, while selective distillation achieves similar performance. The gradient modulation method achieves highest average accuracy compared to other methods. Column 4 of table 5.2 shows average accuracy of seen classes after training on task 4. While all methods suffer more from forgetting, the gradient modulation and half-network methods remain to be outperforming the baseline, while selective-distillation has a lower average accuracy than the baseline. Similar to previous tasks, gradient modulation method achieves highest average accuracy compared to other methods. Column 5 of table 5.2 shows the measured average accuracy of different methods after training on the fifth and final task. None of the methods manage to outperform the baseline in terms of the average accuracy. The gradient modulation and half-network methods, however, achieve a very close average accuracy while selective distillation shows the lowest performance among the methods.

Overall, the gradient modulation method shows the best performance over the course of training and competitive accuracy after training in the last task. Compared to the half-network method, gradient modulation shows better performance after all tasks, indicating that the original hypothesis where gradient-modulation could be regularizing too many parameters can be rejected.
Table 5.2: SplitCIFAR10: Task mean (std) accuracy on the test set

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>simultaneous training</td>
<td>0.9174 (0.0103)</td>
<td>0.7964 (0.0149)</td>
<td>0.7867 (0.0105)</td>
<td>0.8194 (0.0074)</td>
<td>0.8394 (0.0059)</td>
</tr>
<tr>
<td>baseline</td>
<td>0.9802 (0.0015)</td>
<td>0.773 (0.0116)</td>
<td>0.5657 (0.0176)</td>
<td>0.4757 (0.0096)</td>
<td>0.4735 (0.0133)</td>
</tr>
<tr>
<td>gradient-modulation</td>
<td>0.9814 (0.0029)</td>
<td>0.7953 (0.008)</td>
<td>0.591 (0.0096)</td>
<td>0.4904 (0.01)</td>
<td>0.4639 (0.0127)</td>
</tr>
<tr>
<td>half-network</td>
<td>0.9804 (0.002)</td>
<td>0.7869 (0.0075)</td>
<td>0.5865 (0.011)</td>
<td>0.4795 (0.01)</td>
<td>0.4638 (0.0124)</td>
</tr>
<tr>
<td>selective distillation</td>
<td>0.9811 (0.002)</td>
<td>0.78 (0.0113)</td>
<td>0.5654 (0.0119)</td>
<td>0.4503 (0.0102)</td>
<td>0.4335 (0.012)</td>
</tr>
</tbody>
</table>

5.2.2 Confusion Matrices

The confusion matrices for the classes seen up until each task are shown in what follows (figures 5.16-5.20). As can be seen, classes are usually misclassified for classes that were present in the most recent task, resulting in higher values in rightmost columns compared to the leftmost ones. This forgetting is observed across all methods, but it is difficult to see which classes observe more forgetting for each method. The plots in the next section show precision, recall, and f1-score of each class over the course of training and allow the comparison of the amount of forgetting in each method for each class.

Figure 5.16: SplitCIFAR10: Task 1 Confusion Matrix
Figure 5.17: SplitCIFAR10: Task 2 Confusion Matrix

Figure 5.18: SplitCIFAR10: Task 3 Confusion Matrix
Figure 5.19: SplitCIFAR10: Task 4 Confusion Matrix

Figure 5.20: SplitCIFAR10: Task 5 Confusion Matrix
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5.2.3 Metric Plots

For each class in CIFAR10, each metric of precision, recall, and f1-score was evaluated across tasks. The following plots (figures 5.21 - 5.30) show how each method performs compared to the baseline, simultaneous training, and other methods, grouped by each class. For the first two classes, the gradient modulation method clearly outperforms other approaches in terms of the f1-score. For the remaining classes, however, the baseline method seems to be generally superior in terms of the f1-score, while the gradient-modulation method follows closely. Moreover, the forgetting measure for any metric of choice varies for different classes. While the decrease in performance is more gradual for the first two classes (present in the first task), there is more sudden and abrupt loss of performance measure for the remaining classes. It is also good to note some recovery of performance takes place after training on the fifth task. The f1-score of classes 2 to 9 generally increases from task task 4 to task 5, while the decrease of f1-score continues in the final task for the first two classes. This recovery can be attributed to the use of supervised contrastive loss and the memory module. While most of the samples given to the network are from the current task, the rehearsal of previous task data allows the supervised contrastive loss to separate previous class representations from the current ones, even when the number of training samples is very limited.

Figure 5.21: SplitCIFAR10: Precision, recall, and f1-score of class 0 across tasks for different implemented methods.
Figure 5.22: SplitCIFAR10: Precision, recall, and f1-score of class 1 across tasks for different implemented methods.

Figure 5.23: SplitCIFAR10: Precision, recall, and f1-score of class 2 across tasks for different implemented methods.
Figure 5.24: SplitCIFAR10: Precision, recall, and f1-score of class 3 across tasks for different implemented methods.

Figure 5.25: SplitCIFAR10: Precision, recall, and f1-score of class 4 across tasks for different implemented methods.
Figure 5.26: SplitCIFAR10: Precision, recall, and f1-score of class 5 across tasks for different implemented methods.

Figure 5.27: SplitCIFAR10: Precision, recall, and f1-score of class 6 across tasks for different implemented methods.
Figure 5.28: SplitCIFAR10: Precision, recall, and f1-score of class 7 across tasks for different implemented methods.

Figure 5.29: SplitCIFAR10: Precision, recall, and f1-score of class 8 across tasks for different implemented methods.
Figure 5.30: SplitCIFAR10: Precision, recall, and f1-score of class 9 across tasks for different implemented methods.
5.3 Experimental Results on SplitTinyImageNet

The TinyImageNet dataset was split into 5 groups, each including 40 classes (out of 200). The first task will be discriminating between the first 40 classes, the second task will be discriminating the second 40 classes and so on. Similar to experiments on the SplitCIFAR10 dataset, the feature extractor was a reduced ResNet-18, while the projector network was a single hidden layer MLP. Each performance metric of precision, recall, and f1-score was computed after training of each task finished. Each performance metric was averaged across seen classes, and provided in the following section. The main metric for comparing methods, however, is average accuracy. For the results in this section, each method was trained in 5 independent runs, compared to SplitCIFAR10 and SplitMNIST’s 10.

5.3.1 Average Accuracy Evaluated After Each Task

The average accuracy measured after training on the first task are shown in the first column of table 5.3. None of the methods of gradient modulation, half-network, or selective distillation have taken effect in the first task, and results should be similar (note the high std of gradient modulation method). Training using a larger batch size on SplitTinyImageNet generally led to high variance for results. Also note the relatively low accuracy of the simultaneous training on the first task, showing the difficulty of this dataset. Average accuracy on the first two tasks after training of the second task are recorded in the second column of table 5.3. While the gradient modulation method resulted in lowest average accuracy among different methods and the baseline after task 1, it achieved the highest average accuracy after task 2, showing how promising the use of gradient modulation can be in order to prevent forgetting and preserve knowledge. The methods of half-network and selective-distillation, however, did not surpass the baseline’s average accuracy. Overall, significant forgetting is observed for all methods when compared to the first task’s accuracy. The average accuracy evaluated after task 3 are provided in the third column of table 5.3. None of the proposed methods manage to outperform the baseline in terms of average accuracy after this task. The forgetting trend continues and around 10 percent loss of accuracy is seen across the methods. Among the proposed methods, gradient modulation shows competitive performance compared to the baseline while significantly outperforming half-network and selective distillation methods. After training on Task 4, average accuracy was recorded and provided in the fourth column of table 5.3. Similar to the third task, none of the proposed methods manage to outperform the baseline in terms of average accuracy. Gradient modulation method follows the baseline closely while half-network and selective-distillation remain to be show lower accuracy. Significant forgetting is observed in general and the recorded average accuracy are very low. Finally, average accuracy after training on the fifth task are provided in last column of table 5.3. The performance measure after this task is very informative as all 200 classes in the dataset have now been observed and trained on. The gradient modulation method outperforms the baseline and other methods while achieving state of the art average accuracy (see [13]). While the results on the SplitTinyImageNet were promising, the variation was large, and there is still a large gap between the proposed methods and the simultaneous training benchmark. Interestingly, while after task 5 there are more classes to predict and the expectation for the average accuracy is to continue the trend and decrease, the network’s average accuracy sees an increase for all methods. Since this effect is
seen in all of the methods, it probably results from the use of supervised contrastive loss and a memory module to rehearse past task samples. Moreover, there is a chance the fourth task included difficult classes to learn from, and the network needed more time and training epochs to learn them.

Comparison with state-of-the-art method in continual learning will be provided later in this chapter, after the ablation studies are described.

Table 5.3: SplitTinyImageNet: Task mean (std) accuracy on the test set

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>simultaneous training</td>
<td>0.3832 (0.038)</td>
<td>0.4114 (0.0429)</td>
<td>0.3944 (0.0395)</td>
<td>0.3852 (0.0398)</td>
<td>0.3802 (0.0377)</td>
</tr>
<tr>
<td>baseline</td>
<td>0.6234 (0.0051)</td>
<td>0.369 (0.0036)</td>
<td>0.2691 (0.0066)</td>
<td>0.0955 (0.0031)</td>
<td>0.1423 (0.0081)</td>
</tr>
<tr>
<td>gradient-modulation</td>
<td>0.5865 (0.086)</td>
<td>0.3697 (0.0237)</td>
<td>0.2655 (0.019)</td>
<td>0.0922 (0.013)</td>
<td>0.1427 (0.0082)</td>
</tr>
<tr>
<td>half-network</td>
<td>0.6171 (0.0135)</td>
<td>0.2941 (0.0045)</td>
<td>0.2089 (0.0064)</td>
<td>0.0833 (0.0074)</td>
<td>0.1163 (0.0051)</td>
</tr>
<tr>
<td>selective distillation</td>
<td>0.6101 (0.0377)</td>
<td>0.3392 (0.0087)</td>
<td>0.2385 (0.0164)</td>
<td>0.086 (0.0095)</td>
<td>0.1356 (0.0027)</td>
</tr>
</tbody>
</table>

5.3.2 Confusion Matrices

The confusion matrices for the classes seen up until each task are shown in what follows (figures 5.31 - 5.35). Similar to experiments on SplitCIFAR10, previous task classes get misclassified mostly with classes present in the most recent task. Notably, the confusion matrices are diagonal near the last 40 classes (last task the model was trained on) while being scrambled and less diagonal for classes of the past tasks. This shows that forgetting is not specific to some of the classes in previous tasks, but affects all of them significantly.
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Figure 5.31: SplitTinyImageNet: Task 1 Confusion Matrix

Figure 5.32: SplitTinyImageNet: Task 2 Confusion Matrix
Figure 5.33: SplitTinyImageNet: Task 3 Confusion Matrix

Figure 5.34: SplitTinyImageNet: Task 4 Confusion Matrix
5.3. Experimental Results on SplitTinyImageNet

Figure 5.35: SplitTinyImageNet: Task 5 Confusion Matrix
Furthermore, the confusion matrix resulting from training on the entire dataset (all classes at once, simultaneously) is shown in figure 5.36. As can be seen, when training on all classes the confusion matrix is near diagonal, in contrast to continually learning tasks that results in earlier classes being misclassified as classes in the last seen task. This confusion matrix, however, is not perfectly diagonal because of the difficulty of this classification of this dataset.

![Simultaneous All Classes CM Mean](image1)

![Simultaneous All Classes CM STD](image2)

Figure 5.36: SplitTinyImageNet: Simultaneous Training Confusion Matrix

### 5.3.3 Metric Plots

Each of the following figures (5.37 - 5.41) plots each of performance metrics computed on a task across tasks that model was trained after. Interestingly, the gradient modulation method generally (and marginally) performs better than the baseline in multiple metrics, and in multiple tasks. One can identify the reason why overall average accuracy reported in 5.3 increased from task 4 to task 5. Apparently, the network found it difficult to learn classes in the fourth task while showing better performance on the classes in task 5, and there is no performance recovery similar to those seen in SplitCIFAR10 results. Compared to performance on SplitCIFAR10, however, the decrease in performance metrics is more gradual.
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Figure 5.37: SplitTinyImageNet: Precision, recall, and f1-score of task 1 across tasks for different implemented methods.

Figure 5.38: SplitTinyImageNet: Precision, recall, and f1-score of task 2 across tasks for different implemented methods.
Figure 5.39: SplitTinyImageNet: Precision, recall, and f1-score of task 3 across tasks for different implemented methods.

Figure 5.40: SplitTinyImageNet: Precision, recall, and f1-score of task 4 across tasks for different implemented methods.
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Figure 5.41: SplitTinyImageNet: Precision, recall, and f1-score of task 5 across tasks for different implemented methods.
5.4 Ablation Studies

In order to study the effect of the predictive batch and investigate how the size of rehearsal memory affects performance, additional experiments with SplitMNIST (representative of a small and relatively easy to learn dataset) and SplitTinyImageNet (representative of a larger and harder to learn dataset) datasets were conducted. In these experiments, the size of memory and the use of the predictive batch were manipulated and the resulting performance metrics were calculated. The results are described in the following sections.

5.4.1 Effect of the Predictive Batch

In an effort to examine whether identifying salient network parameters using the predictive batch provides improvements in performance, for each method (selective distillation, half-network, and gradient modulation) and the SplitMNIST and the SplitTinyImageNet datasets, an additional experiment where the salient parameters and parts of representations were chosen only based on the performance on a memory of previous tasks was conducted. The f1-score of each variant is shown in table 5.4 for SplitMNIST. For SplitTinyImageNet, the average accuracy of each variant is shown in table 5.5.

Experimental results on SplitMNIST

Table 5.4 summarizes each method's performance compared to its corresponding variant where the predictive batch was not used. There is, however, only one baseline (no salience computation in general, so not using the predictive batch is irrelevant for the baseline).

Comparing each method to its no-predictive-batch variant, gradient modulation achieves higher accuracy without using the predictive batch, while the half-network and selective distillation methods generally perform better when the predictive batch is leveraged for computing the salience of parameters/representations.

Comparing methods with each other, gradient modulation outperforms without using the predictive batch other methods after training on task 2 and 3, while selective distillation shows the highest f1-score after training on task 4 and 5 when using the predictive batch.
Table 5.4: SplitMNIST: Mean (std) of class f1-score on the test set after each task for variants using and not using the predictive batch. Variants that do not use the predictive batch are marked with *.

<table>
<thead>
<tr>
<th>method</th>
<th>Task 1 f1-score</th>
<th>Task 2 f1-score</th>
<th>Task 3 f1-score</th>
<th>Task 4 f1-score</th>
<th>Task 5 f1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>0.9988 (0.0011)</td>
<td>0.983 (0.0102)</td>
<td>0.9596 (0.0219)</td>
<td>0.9338 (0.0232)</td>
<td>0.8837 (0.0198)</td>
</tr>
<tr>
<td>gradient-modulation</td>
<td>0.999 (0.0007)</td>
<td>0.9879 (0.0039)</td>
<td>0.9621 (0.0097)</td>
<td>0.9404 (0.0147)</td>
<td>0.8905 (0.021)</td>
</tr>
<tr>
<td>gradient-modulation*</td>
<td>0.999 (0.001)</td>
<td>0.9893 (0.0036)</td>
<td>0.9637 (0.0123)</td>
<td>0.945 (0.0111)</td>
<td>0.8945 (0.0193)</td>
</tr>
<tr>
<td>half-network</td>
<td>0.9993 (0.0007)</td>
<td>0.9739 (0.02)</td>
<td>0.9604 (0.0163)</td>
<td>0.9383 (0.022)</td>
<td>0.8799 (0.0269)</td>
</tr>
<tr>
<td>half-network*</td>
<td>0.9996 (0.0004)</td>
<td>0.9717 (0.0115)</td>
<td>0.9556 (0.0203)</td>
<td>0.9335 (0.0208)</td>
<td>0.8817 (0.0287)</td>
</tr>
<tr>
<td>selective distillation</td>
<td>0.9994 (0.0005)</td>
<td>0.9829 (0.0133)</td>
<td>0.962 (0.0156)</td>
<td><strong>0.9497 (0.0038)</strong></td>
<td><strong>0.9073 (0.0155)</strong></td>
</tr>
<tr>
<td>selective distillation*</td>
<td>0.9993 (0.0005)</td>
<td>0.9826 (0.0059)</td>
<td>0.9587 (0.0184)</td>
<td>0.9436 (0.0182)</td>
<td>0.8751 (0.0336)</td>
</tr>
<tr>
<td>simultaneous training</td>
<td>0.9908 (0.0051)</td>
<td>0.9869 (0.0092)</td>
<td>0.9845 (0.0145)</td>
<td>0.9843 (0.0135)</td>
<td>0.9823 (0.0161)</td>
</tr>
</tbody>
</table>

Experimental results on SplitTinyImageNet

Table 5.5 summarizes each method’s performance compared to its corresponding variant where the predictive batch was not used. There is, however, only one baseline (no variant where the predictive batch is not used), as it does not originally compute salience for any parameters/representations and using/not using the predictive batch is irrelevant.

The variant of each method that uses the predictive batch generally outperforms the variant that does not use the predictive batch in all tasks (with the exception of gradient modulation method in the final task). This, alongside results from SplitMNIST, shows that the using the predictive batch to compute salience of parameters/representations generally provides gains for knowledge preservation, both in small experiments (small architecture and datasets) and larger-scale experiments (with deeper architectures and larger datasets).

Comparing each method and variant with each other, both variants of the gradient modulation method outperform the selective distillation and half-network methods. The gradient modulation method also outperforms the baseline after task 2 and task 5, while no method manages to achieve a higher accuracy than the baseline after tasks 3 and 4.
Table 5.5: SplitTinyImageNet: Task mean (std) accuracy on the test set after each task for variants using and not using the predictive batch. Variants that do not use the predictive batch are marked with *.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>0.6234 (0.0051)</td>
<td>0.369 (0.0036)</td>
<td><strong>0.2691 (0.0066)</strong></td>
<td><strong>0.0955 (0.0031)</strong></td>
<td>0.1423 (0.0081)</td>
</tr>
<tr>
<td>gradient-modulation</td>
<td>0.5865 (0.086)</td>
<td><strong>0.3697 (0.0237)</strong></td>
<td>0.2655 (0.019)</td>
<td>0.0922 (0.013)</td>
<td>0.1427 (0.0082)</td>
</tr>
<tr>
<td>gradient-modulation*</td>
<td>0.5962 (0.055)</td>
<td>0.3638 (0.0132)</td>
<td>0.2622 (0.0125)</td>
<td>0.0918 (0.0128)</td>
<td><strong>0.1452 (0.0058)</strong></td>
</tr>
<tr>
<td>half-network</td>
<td>0.6171 (0.0135)</td>
<td>0.2941 (0.0045)</td>
<td>0.2089 (0.0064)</td>
<td>0.0833 (0.0074)</td>
<td>0.1163 (0.0051)</td>
</tr>
<tr>
<td>half-network*</td>
<td>0.5769 (0.0996)</td>
<td>0.2546 (0.0846)</td>
<td>0.1827 (0.0555)</td>
<td>0.0716 (0.0331)</td>
<td>0.1043 (0.0302)</td>
</tr>
<tr>
<td>selective distillation</td>
<td>0.6101 (0.0377)</td>
<td>0.3392 (0.0087)</td>
<td>0.2385 (0.0164)</td>
<td>0.086 (0.0095)</td>
<td>0.1356 (0.0027)</td>
</tr>
<tr>
<td>selective distillation*</td>
<td>0.5618 (0.1187)</td>
<td>0.3311 (0.0099)</td>
<td>0.234 (0.0141)</td>
<td>0.0784 (0.015)</td>
<td>0.1321 (0.0069)</td>
</tr>
<tr>
<td>simultaneous training</td>
<td>0.3832 (0.038)</td>
<td>0.4114 (0.0429)</td>
<td>0.3944 (0.0395)</td>
<td>0.3852 (0.0398)</td>
<td>0.3802 (0.0377)</td>
</tr>
</tbody>
</table>

5.4.2 Effect of Memory Size

In this ablation study, the effect of memory size is investigated. To this end, for each introduced method (selective distillation, half-network, and gradient modulation), an additional experiment was conducted with a larger memory to see the effect on performance. Specifically, while the memory size for training on the SplitMNIST dataset was originally 50, in the new experiments the memory size was set to 100. Similarly, for training on SplitTinyImageNet, memory size was set to 1000, in contrast to the original memory size of 200. The network architecture is also chosen according to the dataset, with a simple three layer CNN used for SplitMNIST while a reduced ResNet-18 was used for SplitTinyImageNet. In what follows the experimental results with a larger memory are compared to results with a small memory:

Experimental Results on SplitMNIST

Same as before, f1-score of seen classes after training on each task concludes are averaged and reported, for both the small and larger memory. These results are provided in the table 5.6. Generally, a larger memory leads to better performance (higher f1-score) for each method. The difference is going to be in how methods with a larger memory compare to each other.

When using a small memory of size 50, the gradient modulation and selective distillation methods outperform the baseline and manage to get the highest f1-score at different points in time. Using a larger memory of size 100, however, none of the methods achieve a higher f1-score than the baseline in the last two tasks. The gradient modulation and selective distillation methods outperform the baseline after task 2 with the former showing the highest f1-score. Measuring f1-score after task 3, only selective distillation achieves a higher f1-score compared to the baseline.
Table 5.6: SplitMNIST: Mean (std) of class f1-score on the test set after each task

<table>
<thead>
<tr>
<th>Mem</th>
<th>method</th>
<th>Task 1 f1-score</th>
<th>Task 2 f1-score</th>
<th>Task 3 f1-score</th>
<th>Task 4 f1-score</th>
<th>Task 5 f1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>simultaneous training</td>
<td>0.9908 (0.0051)</td>
<td>0.9869 (0.0092)</td>
<td>0.9845 (0.0145)</td>
<td>0.9843 (0.0135)</td>
<td>0.9823 (0.0161)</td>
</tr>
<tr>
<td></td>
<td>baseline</td>
<td>0.9988 (0.0011)</td>
<td>0.983 (0.0102)</td>
<td>0.9596 (0.0219)</td>
<td>0.9338 (0.0232)</td>
<td>0.8837 (0.0198)</td>
</tr>
<tr>
<td>50</td>
<td>gradient-modulation</td>
<td>0.999 (0.0007)</td>
<td><strong>0.9879 (0.0039)</strong></td>
<td><strong>0.9621 (0.0097)</strong></td>
<td>0.9404 (0.0147)</td>
<td>0.8905 (0.021)</td>
</tr>
<tr>
<td></td>
<td>half-network</td>
<td>0.9993 (0.0007)</td>
<td>0.9739 (0.02)</td>
<td>0.9604 (0.0163)</td>
<td>0.9383 (0.022)</td>
<td>0.8799 (0.0269)</td>
</tr>
<tr>
<td>50</td>
<td>selective distillation</td>
<td>0.9994 (0.0005)</td>
<td>0.9829 (0.0133)</td>
<td>0.962 (0.0156)</td>
<td><strong>0.9497 (0.0038)</strong></td>
<td><strong>0.9073 (0.0155)</strong></td>
</tr>
<tr>
<td>100</td>
<td>baseline</td>
<td>0.999 (0.0014)</td>
<td>0.9859 (0.0128)</td>
<td>0.9768 (0.011)</td>
<td><strong>0.9683 (0.0077)</strong></td>
<td><strong>0.9421 (0.0073)</strong></td>
</tr>
<tr>
<td>100</td>
<td>gradient-modulation</td>
<td>0.9995 (0.0004)</td>
<td><strong>0.9904 (0.003)</strong></td>
<td>0.9764 (0.0091)</td>
<td>0.9671 (0.0068)</td>
<td>0.9385 (0.0066)</td>
</tr>
<tr>
<td>100</td>
<td>half-network</td>
<td>0.9993 (0.0015)</td>
<td>0.9146 (0.1062)</td>
<td>0.937 (0.0404)</td>
<td>0.9302 (0.0453)</td>
<td>0.9075 (0.0358)</td>
</tr>
<tr>
<td>100</td>
<td>selective distillation</td>
<td>0.9993 (0.0005)</td>
<td>0.9889 (0.0031)</td>
<td>0.9805 (0.0039)</td>
<td>0.9648 (0.0071)</td>
<td>0.9361 (0.0134)</td>
</tr>
</tbody>
</table>

Assessing performance for two different memory sizes provides an important insight: The proposed methods’ effects are more significant when access to previous task samples is very limited (smaller memory). Overall, supervised contrastive learning with a larger memory appears to very robust and difficult to outperform.

The following figures (5.42-5.51) describe how each task’s performance metrics change over time as the network gets trained on new tasks and allow comparison of each introduced method with other methods provided. While the baseline manages to provide better performance (precision, recall, and f1-score), it can be seen in the plots that the gradient modulation and selective distillation methods follow very closely.
Figure 5.42: SplitMNIST: Precision, recall, and f1-score of class 0 across tasks for different implemented methods with a larger memory of size 100.

Figure 5.43: SplitMNIST: Precision, recall, and f1-score of class 1 across tasks for different implemented methods with a larger memory of size 100.
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Figure 5.44: SplitMNIST: Precision, recall, and f1-score of class 2 across tasks for different implemented methods with a larger memory of size 100.

Figure 5.45: SplitMNIST: Precision, recall, and f1-score of class 3 across tasks for different implemented methods with a larger memory of size 100.
Figure 5.46: SplitMNIST: Precision, recall, and f1-score of class 5 across tasks for different implemented methods with a larger memory of size 100.

Figure 5.47: SplitMNIST: Precision, recall, and f1-score of class 5 across tasks for different implemented methods with a larger memory of size 100.
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Figure 5.48: SplitMNIST: Precision, recall, and f1-score of class 6 across classes for different implemented methods with a larger memory of size 100.

Figure 5.49: SplitMNIST: Precision, recall, and f1-score of class 7 across tasks for different implemented methods with a larger memory of size 100.
Figure 5.50: SplitMNIST: Precision, recall, and f1-score of class 8 across tasks for different implemented methods with a larger memory of size 100.

Figure 5.51: SplitMNIST: Precision, recall, and f1-score of class 9 across tasks for different implemented methods with a larger memory of size 100.
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Experimental Results on SplitTinyImageNet

The accuracy on seen tasks is averaged after training on each task concludes. Table 5.7 describes the results evaluated after each task. The larger memory variant of each method naturally observes higher accuracy, in all of the tasks. It is good to note that the selective distillation method sees less improvement than the baseline, gradient modulation, and half-network methods, when comparing each method to its large memory variant. Moreover, comparing methods with each other when a larger memory is employed describes how performance of methods changes when the memory size is altered. While using a small memory, the baseline and gradient modulation methods generally outperformed the half-network and selective-distillation methods, with the gradient modulation method achieving a higher average accuracy after tasks 2 and 5. Similar to when a smaller memory was being used, using a larger memory, the baseline and gradient modulation methods show close performance metrics while outperforming selective distillation and half-network methods. However, when a larger memory is employed, the baseline achieves highest average accuracy after tasks 3, 4, and 5 while gradient modulation outperforms the baseline only after the second task. This follows the results on SplitMNIST: the effects of proposed methods are more significant when access to previous task samples is very limited and the size of the memory is small.

Table 5.7: SplitTinyImageNet: Task mean (std) accuracy on the test set for different memory sizes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>simultaneous Training</td>
<td>0.3832 (0.038)</td>
<td>0.4114 (0.0429)</td>
<td>0.3944 (0.0395)</td>
<td>0.3852 (0.0398)</td>
<td>0.3802 (0.0377)</td>
</tr>
<tr>
<td>200</td>
<td>baseline</td>
<td>0.6234 (0.0051)</td>
<td>0.369 (0.0036)</td>
<td><strong>0.2691 (0.0066)</strong></td>
<td><strong>0.0955 (0.0031)</strong></td>
<td><strong>0.1423 (0.0081)</strong></td>
</tr>
<tr>
<td></td>
<td>gradient-modulation</td>
<td>0.5865 (0.086)</td>
<td><strong>0.3697 (0.0237)</strong></td>
<td>0.2655 (0.019)</td>
<td>0.0922 (0.013)</td>
<td><strong>0.1427 (0.0082)</strong></td>
</tr>
<tr>
<td></td>
<td>half-network</td>
<td>0.6171 (0.0135)</td>
<td>0.2941 (0.0045)</td>
<td>0.2089 (0.0064)</td>
<td>0.0833 (0.0074)</td>
<td>0.1163 (0.0051)</td>
</tr>
<tr>
<td></td>
<td>selective distillation</td>
<td>0.6101 (0.0377)</td>
<td>0.3392 (0.0087)</td>
<td>0.2385 (0.0164)</td>
<td>0.086 (0.0095)</td>
<td>0.1356 (0.0027)</td>
</tr>
<tr>
<td>1000</td>
<td>baseline</td>
<td>0.6157 (0.0239)</td>
<td>0.4239 (0.0077)</td>
<td><strong>0.3193 (0.0052)</strong></td>
<td><strong>0.1478 (0.0049)</strong></td>
<td><strong>0.1626 (0.0054)</strong></td>
</tr>
<tr>
<td></td>
<td>gradient-modulation</td>
<td>0.6222 (0.011)</td>
<td><strong>0.428 (0.0047)</strong></td>
<td>0.314 (0.0095)</td>
<td>0.1448 (0.0073)</td>
<td>0.16 (0.0062)</td>
</tr>
<tr>
<td></td>
<td>half-network</td>
<td>0.6163 (0.027)</td>
<td>0.3545 (0.0182)</td>
<td>0.262 (0.0157)</td>
<td>0.1399 (0.0073)</td>
<td>0.1458 (0.0095)</td>
</tr>
<tr>
<td></td>
<td>selective distillation</td>
<td>0.5249 (0.1717)</td>
<td>0.3441 (0.071)</td>
<td>0.2613 (0.0392)</td>
<td>0.1188 (0.0289)</td>
<td>0.1398 (0.0195)</td>
</tr>
</tbody>
</table>

Lastly, in what follows plots of performance metrics on a task across current and next tasks are illustrated (figures 5.52-5.56). Similar to before, these plots show how each performance metric on a task changes over time as the network gets trained on new tasks. These plots show how closely the gradient modulation method follows the baseline in different metrics.
Figure 5.52: SplitTinyImageNet: Precision, recall, and f1-score of task 1 across tasks for different implemented methods with a larger memory of 1000.

Figure 5.53: SplitTinyImageNet: Precision, recall, and f1-score of task 2 across tasks for different implemented methods with a larger memory of 1000.
Figure 5.54: SplitTinyImageNet: Precision, recall, and f1-score of task 3 across tasks for different implemented methods with a larger memory of 1000.

Figure 5.55: SplitTinyImageNet: Precision, recall, and f1-score of task 4 across tasks for different implemented methods with a larger memory of 1000.
Figure 5.56: SplitTinyImageNet: Precision, recall, and f1-score of task 5 across tasks for different implemented methods with a larger memory of 1000.
5.5 Comparison of Proposed Methods to State-of-the-Art

While experiments on SplitMNIST were to show preliminary results on small scale datasets, it is good to compared the performance of proposed methods with previous state-of-the-art. However, doing so requires experimenting in identical or very similar settings. Here, we chose to experiment with SplitCIFAR10 and SplitTinyImageNet datasets in the class-incremental setting only. Moreover, only a memory size of 200 was tested, while previous work also experimented with a larger memory size of 500. It should also be noted that the network architecture being used for the proposed methods is a reduced version of ResNet-18, while previous work employed the original full-size ResNet-18. Table 5.8 shows the average accuracy of proposed methods accompanied by results of previous state-of-the-art continual learning approaches. The results of previous state-of-the-art are extracted from [13] and [12].

Table 5.8: Comparison of proposed methods with previous state-of-the-art continual learning approaches: average (std) accuracy over all tasks are reported. State-of-the-art results are measured over 10 independent trials. The best performance are marked with bold. '-' denotes that results were not recorded because of incompatibility issues or intractable training time.

<table>
<thead>
<tr>
<th>dataset method</th>
<th>SplitCIFAR10</th>
<th>SplitTinyImageNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>ER [74]</td>
<td>44.79 (1.86)</td>
<td>8.49 (0.16)</td>
</tr>
<tr>
<td>GEM [58]</td>
<td>25.54 (0.76)</td>
<td>-</td>
</tr>
<tr>
<td>A-GEM [15]</td>
<td>20.04 (0.34)</td>
<td>8.07 (0.08)</td>
</tr>
<tr>
<td>iCaRL [72]</td>
<td>49.02 (3.20)</td>
<td>7.53 (0.79)</td>
</tr>
<tr>
<td>FDR [9]</td>
<td>30.91 (2.74)</td>
<td>8.70 (0.19)</td>
</tr>
<tr>
<td>GSS [2]</td>
<td>39.07 (5.59)</td>
<td>-</td>
</tr>
<tr>
<td>HAL [14]</td>
<td>32.36 (2.70)</td>
<td>-</td>
</tr>
<tr>
<td>DER [12]</td>
<td>61.93 (1.79)</td>
<td>11.87 (0.78)</td>
</tr>
<tr>
<td>DER++ [12]</td>
<td>64.88 (1.17)</td>
<td>10.96 (1.17)</td>
</tr>
<tr>
<td>Co2L[13]</td>
<td><strong>65.57 (1.37)</strong></td>
<td><strong>13.88 (0.40)</strong></td>
</tr>
<tr>
<td>LASP: gradient-modulation (ours)</td>
<td>46.39 (1.27)</td>
<td><strong>14.27 (0.82)</strong></td>
</tr>
<tr>
<td>LASP: half-network (ours)</td>
<td>46.38 (1.24)</td>
<td>11.63 (0.51)</td>
</tr>
<tr>
<td>LASP: selective distillation (ours)</td>
<td>43.35 (1.20)</td>
<td>13.56 (0.27)</td>
</tr>
<tr>
<td>baseline (ours)</td>
<td>47.35 (1.33)</td>
<td>14.23 (0.81)</td>
</tr>
<tr>
<td>simultaneous training (upper bound)</td>
<td>83.94 (0.59)</td>
<td>38.02 (3.77)</td>
</tr>
</tbody>
</table>

The proposed gradient modulation method achieves state-of-the-art average accuracy on the SplitTinyImageNet dataset (class-incremental, memory size of 200) while using a smaller architecture and fewer number of parameters. For SplitCIFAR10, however, none of the proposed methods achieve a higher accuracy than previous state-of-the-art. This can be in part attributed to unstable training when using larger batch sizes like Co2L for SplitCIFAR10 and inability to reproduce results close to Co2L with our implementation.
Chapter 6

Discussion and Conclusion

In this thesis, the general continual learning problem and its different settings was described. A representative set of previous work in the field was also explained and their limitations were identified. Marking the limitations by previous work, a new continual learning setting was proposed. In the new setting, it is possible to access a part of the upcoming dataset at once, allowing the network to be evaluated on new unseen data. Moreover, inspired by the neuro-modulatory processes in the brain, two main and novel approaches were presented that assess which parts of a representation generated by a feature extractor are more salient and backpropagate the computed salience to each network parameter. Consequently, network parameters that hold the knowledge of past tasks and are likely to transfer to future tasks were identified. Three novel methods were also introduced to preserve the knowledge acquired by the network using the computed salience values for network parameters and representations.

The results presented in chapter 5 show that each of the proposed methods can be helpful in different circumstances. For example, selective distillation was able to achieve highest f1-score among others for SplitMNIST, while not being able to outperform the baseline for SplitCIFAR10. While the results explain in which conditions (memory size, with/without using the predictive batch, dataset) each proposed method appears to work best, additional experiments are required to understand why some of the proposed methods are unable to outperform the baseline.

For SplitCIFAR10, the decrease in recall over the course of training on tasks is large. After the steep decrease to around 0.2, however, there is no more decrease, and in some of the classes (2, 3, 4, and 5) there is an increase in recall after training on the fifth and final task. This shows that the network can recover some of the lost performance and knowledge by revisiting a small sample of each task’s data and training the subsequent tasks. While this backward transfer effect is not very large, it is promising as in the longer sequence of tasks, this may provide a solution to the catastrophic forgetting problem by slowly recovering performance.

The training process on the SplitTinyImageNet and SplitCIFAR10 datasets was unstable when a large batch size was being used: The network had issues converging in some runs. There was no reported instability or convergence problems in [42]. However, a collapse (and a dimensional collapse) problem has been identified as one of the main issues with contrastive loss [40], where the network outputs a constant embedding for all inputs, or outputs embeddings lying in a lower dimensional space compared to the actual dimensions of the embedding vector. Training with the right learning rate scheduling and warm up strategies could mitigate
this problem (see [91]). Making the supervised contrastive loss more stable and finding better training strategies (including for this thesis) remains an open problem and a valid future direction of work.

The effect of memory and the predictive batch was also studied. The proposed methods generally perform better (according to precision, recall, f1-score, and average accuracy) when equipped with a larger memory. However, methods perform differently compared to each other given the size of the memory: While the proposed methods demonstrate a better performance compared to the baseline when a small memory is used, they are unable to outperform the baseline when a larger memory is incorporated. The employed memory strategy can be playing a significant part in these behaviour changes. While in this thesis iCaRL’s [72] herding strategy was used for managing the memory, other memory strategies like reservoir sampling [74, 94] could lead to better performance when a large memory is being used. The resulting behaviours of the proposed methods could also get affected by this choice of memory management strategy. The use of the predictive batch also proved to be useful in many instances, showing how measuring a network’s performance on new unseen data and attributing it to the network parameters can help evaluate whether they would generally transfer or not. A specific and detailed answer to whether the network would generate representations that transfer to downstream tasks, however, depends on the specific properties of downstream tasks and requires further examination.

The implementation used for this study is different from the one used for Co²L [13], although extra care was taken to replicate all of its details. While Co²L achieves much better accuracy for CIFAR10, the implementation here was not able to replicate the results of Co²L with the same hyperparameters and model details. Further experiments using the available implementation for Co²L is required to test the methods proposed in this thesis.

While the methods introduced in this study have the following advantages,

1. They allow and encourage forward and backward transfer, via selecting and preserving neurons that perform well on past, current, and (a predictive batch of) future task.
2. They require limited computational resources.
3. They work in the class-incremental continual learning setting, and there is no theoretical limit to the number of classes they can learn.

they have a few drawbacks:

1. The performance on preventing catastrophic forgetting could be better.
2. For larger datasets like SplitCIFAR10 and SplitTinyImageNet, they require multiple passes through the data to perform well. On the SplitMNIST, however, they can be trained with only two passes (nearly online).

Given the promising results presented in this thesis, there is room for significant improvement with a more stable training process and a more detailed identification (and possibly guidance) of salient network parameters in the future.
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