
Western University Western University 

Scholarship@Western Scholarship@Western 

Electronic Thesis and Dissertation Repository 

3-13-2023 12:45 PM 

AI Applications on Planetary Rovers AI Applications on Planetary Rovers 

Alexis David Pascual, The University of Western Ontario 

Supervisor: McIsaac, Ken, The University of Western Ontario 

Co-Supervisor: Osinski, Gordon, The University of Western Ontario 

A thesis submitted in partial fulfillment of the requirements for the Doctor of Philosophy degree 

in Electrical and Computer Engineering 

© Alexis David Pascual 2023 

Follow this and additional works at: https://ir.lib.uwo.ca/etd 

 Part of the Artificial Intelligence and Robotics Commons, Robotics Commons, and the Software 

Engineering Commons 

Recommended Citation Recommended Citation 
Pascual, Alexis David, "AI Applications on Planetary Rovers" (2023). Electronic Thesis and Dissertation 
Repository. 9153. 
https://ir.lib.uwo.ca/etd/9153 

This Dissertation/Thesis is brought to you for free and open access by Scholarship@Western. It has been accepted 
for inclusion in Electronic Thesis and Dissertation Repository by an authorized administrator of 
Scholarship@Western. For more information, please contact wlswadmin@uwo.ca. 







2.3. Deep Learning Algorithms 31

2.3.3 Autoencoders

Autoencoders are a special class of CNNs composed of an encoder and decoder. Instead of

outputting a 1-D vector, autoencoders take the feature vector extracted by a CNN (encoder) and

attempts to recreate the original image through a process of de-convolutions and up-sampling

(decoder). This process results in the encoder being able to extract meaningful features such

that the decoder could interpret the features well enough to try and recreate the original image.

A feature of autoencoders is that it is an unsupervised algorithm needing only the input image

to learn. This added benefit makes autoencoders a powerful pre-training step to allow CNNs to

learn meaningful feature extractions from the training dataset in fewer iterations.

Aside from recreating the original image, autoencoders can be used to create a map of

some sort that corresponds to some label with respect to the original input image. For instance,

a segmentation map could be created that highlights which pixels belong to a particular class

in the input image. This concept is often applied in hyper-spectral and multi-spectral satellite

imagery to map different land areas depending on their use (farmland, roads, residential areas,

etc).

Figure 2.15: Pixel-wise classification of hyperspectral images with autoencoders from [23]

Extending this concept, autoencoders could be used to create any map that corresponds
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with the input image. In this dissertation, an autoencoder is used to create a depth map from a

single image (Figure 2.16).

Figure 2.16: Normalized depth map obtained from an autoencoder using the input image on

the left.

Using an autoencoder to produce a map requires a ground truth map, which then turns the

autoencoder into a supervised algorithm instead. Nonetheless, this trade-off is often required

to solve difficult problems in pattern recognition.

Loss functions

The loss function for autoencoders tasked to recreate an image could be as simple as the pixel-

wise Mean Squared Error:

LMSE =

rows, cols∑
i, j

(yi, j − ŷi, j)2 (2.52)

But this can produce poorly recreated images because this assumes that the pixels are in-

dependent from each other. As discussed in an earlier section, neighbouring pixels are highly

correlated. To circumvent this, a Structural Similarity Index (SSIM) could be used instead,

which incorporates comparisons between luminance, contrast, and structure. Formally, the

SSIM loss is defined as follows:

LSSIM = [l(x, y)]δ · [c(x, y)]ϵ · [s(x, y)]ζ (2.53)
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where: l(x, y) = luminance comparison

c(x, y) = contrast comparison

s(x, y) = structure comparison

δ, ϵ, ζ =Weighing constants

The difference in luminance is a comparison of the mean intensity values of two images

given by the following:

l(x, y) =
2µxµy + c
µ2

x + µ
2
y + c

(2.54)

where: µx = Mean pixel value of image x =
1
N

N∑
i=1

wixi

wi = Gaussian weighted window of a predetermined size

c = stabilizing constant in case the denominator is 0

The difference in contrast is a comparison of the the standard deviation of the pixels in the

image:

c(x, y) =
2σxσy + c
σ2

x + σ
2
y + c

(2.55)

where: σx = standard deviation of the pixels in image x = (
N∑

i=1

wi(xi − µx)2)
1
2

The structure comparison is based on the standard deviation of the pixels:

s(x, y) =
σxy + c
σxσy + c

(2.56)

where: σxy =

N∑
i=1

wi(xi − µx)(yi − µy)


