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Abstract
Electroencephalography (EEG) based emotion recognition in affective brain-computer in-

terfaces has advanced significantly in recent years. Unsupervised domain adaptation (UDA)
methods have been successfully used to mitigate the need for large amounts of training data,
which is required due to the inter-subject variability of EEG signals. Typical UDA solutions
require access to raw source data to leverage the knowledge learned from the labelled source
domains (previous subjects) across the target domain (a new subject), raising privacy con-
cerns. To tackle this issue, we propose Attention-based Multi-Source-Free Domain Adaptation
(AMFDA) for EEG emotion recognition. AMFDA attempts to transfer knowledge of source
models to the target domain by aggregating adapted source models based on a set of learnable
weights without accessing the source data. While the classifiers of source models are frozen,
the set of learnable weights and the feature extractors are learned based on information maxi-
mization and a novel self-supervised pseudo-labelling method. A channel-wise attention layer
is also used in the proposed framework to enhance the performance of source models, which
in turn improves the performance of target models. We conducted extensive experiments on
SEED and SEED-IV. The experimental results demonstrate that the proposed AMFDA method
performs comparably to UDA state-of-the-art methods.

Keywords: Electroencephalogram (EEG), Emotion Recognition, Affective Computing,
Brain-Computer Interface, Deep Learning, Self-supervised Learning, Domain Adaptation (DA)
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Summary for Lay Audience
It is important to understand emotions as they are a fundamental part of human communi-

cation and behaviour. Thus, it is crucial to understand how emotions can be interpreted through
physiological signals in human-computer interaction. In general, physiological signals, such
as EEG, can be highly affected by the psychological and physical characteristics of individu-
als, thereby necessitating the collection of large amounts of data. Additionally, EEG signals
contain extensive private information that can be used to identify individuals.

To protect the privacy concerns of subjects and mitigate the need for large datasets, we
introduce a novel approach to recognizing emotions based on EEG. The proposed method
involves transferring knowledge from previous subjects (source domains) to a new one (target
domain). The results of our research have demonstrated that our proposed method performs
as well as those methods that require data from source domains, while also maintaining the
privacy of participants by not utilizing the information of previous participants.

ii
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Chapter 1

Introduction

As technology becomes more advanced and widely used, it must be designed in a way that
is intuitive and easy for people to operate. The study of how people interact with computers
and other technology, known as Human-Computer Interaction (HCI), ensures that technology
is easy to use and can be adopted by a wide range of people, regardless of their abilities, back-
grounds, or expertise levels. As a common mental phenomenon that has a vital role in human
behaviour, action, decision making and communication, emotion analysis has been the subject
of many studies. Even though emotion recognition has other applications beyond the medical
field, it can have significant medical benefits. Using emotion recognition technology, doctors
and nurses could monitor patients’ health more effectively and provide them with more per-
sonalized and effective care based on their emotional state. Moreover, it assists in diagnosing
mental health conditions early, such as autism spectrum disorders, depression [86, 9], and anxi-
ety, allowing patients to receive more appropriate treatment. As a result of emotion recognition
technology, patients with conditions such as autism or dementia could better understand and
interpret others’ emotions, thereby improving their social skills and overall quality of life.

Emotional states are individuals’ subjective feelings in response to internal or external stim-
uli, and they can range in intensity, duration, and valence, encompassing both positive and
negative emotions such as happiness, sadness, anger, fear, excitement, and contentment. These
emotional states have the potential to affect various cognitive processes, including attention,
memory, and decision-making. Positive emotional states have been found to enhance creativ-
ity and problem-solving abilities, while negative emotional states have been shown to impair
cognitive function and increase the likelihood of impulsive decision-making, according to re-
search. Emotions can be expressed primarily through internal (biological) and external (non-
biological) responses. The typical external responses of humans include facial expressions,
gestures or speech, while internal responses can be heart rate, blood pressure, respiration rate,
electroencephalogram (EEG), and magnetoencephalogram (MEG). Research has traditionally
classified emotions using non-physiological indicators like factual expressions[64, 32]. How-
ever, the neuroscience perspective indicates that several major brain cortex regions are closely
related to emotions, such as the orbital frontal cortex, the ventral medial prefrontal cortex, and
the amygdala [8, 21, 53, 47]. Using an electroencephalogram (EEG) to record brain activity is
a popular method as it is non-invasive and relatively inexpensive. Unlike other brain imaging
techniques, such as functional MRI, that require extensive and expensive equipment, EEG uti-
lizes a simple and portable device that can easily be worn on the head. Further, EEG allows for

1



2 Chapter 1. Introduction

real-time monitoring of brain activity and is highly sensitive to changes. Hence, researchers
can develop algorithms to detect and interpret emotions based on the brain activity associated
with them.

Several studies have used manual feature extraction in order to solve time-series problems,
such as emotion recognition using EEG data. These methods are characterized by their sim-
plicity and low computational costs.

In contrast to traditional methods, machine learning approaches offer several advantages
for EEG-based emotion recognition. One of the primary advantages is that machine learning
methods automate the process of feature extraction and classification, eliminating the need for
manual feature engineering. This is particularly critical for EEG data, which can be complex
and difficult to interpret using traditional techniques. Another advantage of machine learning
methods is that they are able to handle complex relationships among variables and extract in-
tricate patterns, which is important for accurately capturing the nuances of emotional states.
Additionally, machine learning techniques are more scalable than traditional time-series solu-
tions, allowing for easy integration of additional training data without the need to manually
adjust thresholds or other parameters. Finally, machine learning algorithms can be very accu-
rate at classification tasks, processing large amounts of data efficiently using multiple GPUs
and CPUs, which is important for achieving high levels of accuracy in EEG-based emotion
recognition.

Many fields, including computer vision, natural language processing, and biomedical signal
processing, have demonstrated that deep learning outperforms traditional machine learning.
As a result, many deep learning-based methods for recognizing emotions using EEG have also
been widely applied. However, deep learning methods for emotion recognition based on EEG
signals face two main challenges. Firstly, deep learning models require a large amount of data
for training, as they have numerous variables that can be learned. Without sufficient labelled
EEG data, the models could end up being overfitted. Secondly, traditional machine learning
algorithms rely on the assumption that training and test data are independent and symmetrical,
which cannot be met using EEG signals. Several factors determine EEG signals, including
the subject’s mental state, electrode impedance, head shape, etc. Additionally, EEG signals
acquired from a single participant in different sessions may also be very biased, resulting in
substantial challenges in developing a practical EEG-based emotion recognition model.

Researchers have developed practical algorithms based on unsupervised domain adapta-
tion (UDA) to overcome these obstacles. Referring to the existing labelled subjects as source
domains, and the unlabelled new data as target domain, UDA methods aim to eliminate the
differences in the distribution of EEG data between the source domain and target domain. Min-
imizing the domain shift between domains allows the model to extract transferable features for
emotion recognition.

1.1 Motivation
The existing DA methods have demonstrated impressive performance in classifying emotions
based on EEG data. Nevertheless, these approaches overlook concerns about data privacy
and commercial copyright. There have been many pre-trained deep learning models released,
but their training data may not be accessible for adapting them to a novel domain. Their
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reasons for not sharing training data may be privacy or copyright concerns. Specifically, EEG
signals contain personal information, including personal preferences, physical characteristics,
and emotional states, many of which are protected under data protection laws.

Instead of using source data for adaptation, we propose to use only the pre-trained source
model directly, which decreases the risk of sharing and storing private information. In addition,
given the discrepancies between the EEG data of different subjects, each subject is treated as a
separate source domain. As a result, the proposed method adapts prior knowledge from various
source models to the target model. The algorithm can be applied to a wide range of setups since
each source model is independent of the data and structure of others.

1.2 Contributions
There are many different ways to approach the task of EEG-based emotion recognition. One
promising approach involves using unsupervised domain adaptation methods. These meth-
ods are particularly effective because they are able to account for the inherent variability in
EEG data between subjects [46]. Despite the impressive performance of state-of-the-art do-
main adaptation methods for emotion recognition, all techniques require access to source data
during the adaptation phase. Therefore, due to the high level of sensitivity of medical data
such as EEG, previously proposed state-of-the-art methods are facing privacy concerns. So,
these methods are limited in their scope of use since many clinics do not allow the sharing
of their subjects’ data. Thus, these methods would be restricted to public datasets, which are
substantially smaller amounts of data than private data. Focusing on the unsupervised do-
main adaptation methods, to fully protect subjects’ data privacy by prohibiting access to the
datapoints, we propose the Attention-based Multi-Source-Free Domain Adaptation for EEG
Emotion Recognition (AMFDA) method. It is a pioneering attempt to capture transferable in-
formation from multiple subject models to promote target prediction without access to source
data. Based on the similarity between source domains and target domain, we introduce a self-
supervised pseudo-labelling method for unlabeled target data. To improve the robustness of the
target model in emotion classification, a contrastive learning approach was used in the adap-
tation phase, relying on a random channel-weakening augmentation method. Additionally, we
developed an attention module that improves emotion classification by extracting channel-wise
features from EEG data.

Following is a summary of our main contributions:

• Developing an Attention-based Multi-Source-Free Domain Adaptation for EEG Emotion
Recognition (AMFDA) model to transfer knowledge from multiple source domains to
enhance target prediction without access to source data, only by using pre-trained source
models. To the best of our knowledge, this is the first paper to explore multi-source-free
domain adaptation in the field of EEG-based emotion recognition

• Evaluating the performance implications of contrastive learning with channel-wise aug-
mented data in source-free adaptation for EEG-based Emotion Recognition

• Enhancing the performance of the emotion classification model by applying a novel
channel-wise attention module to extract the frequency representation of EEG signals.
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• Performing extensive experiments and comparing our method to several domain adapta-
tion baselines. This study also shows that our approach preserves subjects’ privacy while
obtaining comparable results to state-of-the-art UDA methods

• Conducting a detailed ablation study to assess the impact of each component and the
effectiveness of using learnable weights to aggregate source models.

1.3 Thesis Outline
The remainder of this thesis is organized as follows: Section 2 discusses related works on
domain adaptation in general and EEG-based emotion recognition in particular. Section 3
presents the general framework and the mathematical description of our method. In Section
4, the experiments and results are presented and analyzed, including an ablation study that
indicates the impact of each component. Finally, the discussion and conclusions of this paper
are given in section 5.



Chapter 2

Backgrouand and Related Work

2.1 Background

2.1.1 Learning Algorithms

There are many different learning algorithms used in machine learning to solve a wide range
of problems. Based on the type of data and the goal of algorithms, learning algorithms can be
classified as Supervised Learning, Unsupervised Learning, Semi-Supervised Learning, Rein-
forcement Learning, and Transfer Learning.

Supervised Learning

Supervised learning algorithms are a type of machine learning algorithm that learns from la-
belled training data where the correct output is provided for each example in the training set.
These algorithms build a model that maps the input data to the corresponding output labels,
and can then use the trained model to predict labels for unseen data. As its name implies, this
type of algorithm is supervised in the sense that it leverages supervision by comparing current
predictions with the grand truth and correcting itself as needed. It is common to use linear
regression, logistic regression, decision trees, support vector machines (SVMs), and neural
networks as supervised learning algorithms.

Some of the applications of supervised learning algorithms include image classification,
speech recognition, natural language processing, and predictive modelling. These algorithms
are commonly used in situations where there is a large amount of labelled training data avail-
able and the goal is to make accurate predictions.

Unsupervised Learning

There are many real-world problems in which the grand truth is not available or requires exten-
sive annotations. In these cases, unsupervised learning algorithms can be used to learn based
on unlabeled data. Unlike supervised learning algorithms, which learn by being given the cor-
rect output for each example in the training set, unsupervised learning algorithms must find
their own way to make sense of the data. The goal of unsupervised learning is to find patterns

5



6 Chapter 2. Backgrouand and RelatedWork

or structures in the data by grouping similar examples together. There are a variety of appli-
cations for unsupervised learning, including clustering (e.g. K-Means), dimension reduction
(e.g. Principal Component Analysis), density estimation, and anomaly detection.

Similarly to unsupervised learning methods which do not require a labelled dataset, Self-
Supervised Learning (SSL) is a machine learning approach in which the model trains itself
by leveraging one part of the data to predict the other part and generate labels accurately.
Ultimately, this method turns an unsupervised learning problem into a supervised one. Self-
supervised learning methods have demonstrated remarkable abilities for solving complex prob-
lems, in different areas. SSL has been used everywhere from app documentation generation to
sentence completion and text suggestions in the Natural Language Processing field.

Semi-Supervised Learning

Semi-supervised learning can be considered a middle ground between Supervised and Unsu-
pervised machine learning. This is different from supervised learning, which employs only la-
belled data, and unsupervised learning, which employs only unlabelled data. Semi-supervised
learning can be useful when there is a large amount of unlabeled data available, but only a
small amount of labelled data. By using both labelled and unlabeled data, semi-supervised
learning can often achieve better performance than either supervised or unsupervised learning
alone. The model uses the labelled data to learn the structure of the data and the unlabeled data
to improve its accuracy and generalization performance.

Reinforcement Learning

As a type of machine learning technique, reinforcement learning trains an agent to make deci-
sions in complex and uncertain environments. Unlike supervised learning, where the answer
key is available, reinforcement learning rewards positive actions and penalties negative actions.
The agent interacts with its environment by taking action and observing the resulting rewards
and state changes. Over time, through trial and error or by using algorithms that learn from
previous experiences, the agent improves its decision-making abilities to determine the optimal
policy, or sequence of actions, that maximizes the total rewards it receives.

Reinforcement learning has been applied to a wide range of problems, including robot
control, game playing, and natural language processing. It has the potential to enable agents to
learn complex behaviours and adapt to changing environments, making it a powerful tool for
solving challenging real-world problems.

Transfer Learning

Transfer learning can be a powerful tool in machine learning, especially when dealing with
limited data or computational resources. In transfer learning, a model trained on one task is
used as the starting point for a model on a related task. This allows the model to transfer
knowledge and features learned from the first task to the second task, reducing the amount of
data and computational resources needed to train the second model.
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2.1.2 Neural Network
A neural network (NN) or Artificial Neural Network is a computational learning system aiming
to map inputs to desired outputs. Inspired by the human brain, NNs were originally introduced
to mimic biological neural networks. It is composed of many interconnected processing nodes,
called neurons, which work together to process information and solve complex computational
problems. The structure of a neural network allows it to learn from and make predictions,
making it a powerful tool for many different applications.

Perceptron

Developed by Frank Rosenblatt in 1958, a perceptron is a single-layer neural network that has
a single neuron that receives inputs from multiple sources. As it is shown in Figure 2.1, after
multiplying all input values and their weights and adding them, the weighted sum will be fed
into a non-linear activation function to obtain the desired output. The weights of a perceptron
are adjusted during the training phase, in which the perceptron is provided with the correct
binary output corresponding to each input data.

Figure 2.1: Perceptron Architecture

In spite of the fact that perceptions are capable of representing simple mappings such as
”AND” and ”OR”, they are unable to find the mapping of more complex functions such as
exclusive OR (XOR).

Multi-layer Perceptron

To mitigate the incapacity of a perceptron to represent non-linear functions, a Multi-layer Per-
ceptron (MLP) was developed. A multi-layer perception is composed of an input layer, one
or more hidden layers, and an output layer, as shown in Figure 2.2. MLP is a feedforward
algorithm, which means that the output of each layer is propagated to the next layer, and there
is no feedback to the previous layer or to the current layer.
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Input Layer Hidden Layer Hidden Layer Output Layer

Figure 2.2: Multi-Layer Perceptron Architecture

To exploit the capacity of MLPs, Backpropagation was developed to update the weights of
nodes. It allows MLPs to iteratively adjust the weights in the network, aiming to minimize the
cost function. The backpropagation method works by propagating the error from the output
layer of the network backwards through the hidden layers and calculating the gradient of the
loss function with respect to each weight in the network. This is done using the chain rule from
calculus, which allows the gradient to be calculated by breaking it down into the product of the
partial derivatives of each layer.

2.1.3 Activation Functions

As discussed in Section 2.1.2, an activation function is a crucial component of a neural network.
A major reason for this is that the activation function introduces non-linearity into each neuron.
In other words, if the neurons do not have any activation function (f(x) = x), we can simplify
all the layers into a single layer, since the combination of linear functions is a linear function.
Moreover, activation functions normalize the output of each node, which helps to stabilize the
learning process and improve the overall performance of the network.

There are many different types of activation functions, and each has its own unique proper-
ties and characteristics. However, to be able to use backpropagation techniques to train NN, we
need to use differentiable functions. Some of the most common activation functions include the
Logistic function, the Hyperbolic Tangent function, the Rectified Linear Unit (ReLU) function,
and Leaky Rectified Linear Unit (LeakyReLU). The choice of activation function can have a
significant impact on the performance of a neural network, and certain activation functions are
better suited to different types of problems.
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Logistic Function

The logistic function has an ”S” shaped curve, which is why it is also called Sigmoid function.
It takes a real-valued input and squashes it into a range between 0 and 1, so it is often used as
the activation function for the output layer of a neural network when the network is being used
for binary classification tasks. The mathematical equation for the sigmoid function is:

σ(x) =
1

1 + e−x (2.1)

The sigmoid function has a number of useful properties. It is differentiable, which means
that the gradient of the function can be calculated, which is necessary for training the network
using backpropagation. It also has a smooth transition between the output of 0 and 1, which
allows the network to make smooth predictions.

Figure 2.3: The Sigmoid Activation Function and its derivative

As it is shown in Figure 2.3, the logistic activation function suffers from the vanishing
gradient problem, which can make training difficult in some cases. As a result, other activation
functions such as the ReLU function are often used in place of the sigmoid function.

Hyperbolic Tangent

The hyperbolic tangent activation function, also known as the tanh activation function, is a
type of non-linear activation function that is often used in neural networks. The mathematical
equation for the tanh function is:

tanh(x) =
ex − e−x

ex + e−x (2.2)

An important property of the tanh function is its smooth transition from outputs of -1 to 1,
which allows the network to predict predictions smoothly.
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Figure 2.4: The tanh Activation Function and its derivative

According to Figure 2.4, the hyperbolic tangent has a broader output spectrum compared
to the logistic function, which can improve the convergence of the backpropagation algorithm.
The tanh function is often used as the activation function for the hidden layers of a neural
network. However, it can also be used in the output layer for regression and multi-class clas-
sification tasks. Like the sigmoid function, it can suffer from the vanishing gradient problem,
which can make training difficult in some cases.

Rectified Linear Unit

ReLU is the most widely used activation function in neural networks because it is computation-
ally efficient, which makes it a popular choice for deep learning networks. The mathematical
definition of the ReLU is as follows:

ReLU(x) =

x, x ≥ 0
0, x < 0

(2.3)

Unlike logistic functions and tanh, ReLU does not suffer from vanishing gradients when
outputs are positive (Figure 2.5). ReLU’s output range is from 0 to infinity, so it cannot nor-
malize nodes’ outputs. So, it is mostly used in the hidden layer rather than the output layer.
However, it can suffer from the problem of the ”dying ReLU” problem, where some neurons
are updated to always output 0, which can make training difficult.

Leaky Rectified Linear Unit

The Leaky ReLU is an extension of the rectified linear unit (ReLU) activation function, de-
signed to alleviate the Dying ReLU issue. The Leaky ReLU function is similar to the regular
ReLU function, but it allows for a small, non-zero gradient when the input value is negative.
As can be seen in Figure 2.6, the Leaky ReLU has a positive slope in the negative area which
is determined before training the model.
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Figure 2.5: The ReLU Activation Function and its derivative

LeakyReLU(x) =

x, x ≥ 0
αx, x < 0

(2.4)

where the slope coefficient, alpha is typically set between 0.01 and 0.1. It has been shown
to outperform the regular ReLU function in some cases, and it is a popular choice for many
different types of neural networks.

Figure 2.6: The Leaky ReLU Activation Function and its derivative
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2.1.4 Loss Functions
A loss function is a criterion showing how well our model works. In other words, it is the
function that computes the distance between the current output and the output that we expect
to have. This distance will then be used as feedback to update the parameters of the model.
Cross-entropy loss and Kullback-Leibler divergence loss will be discussed in the following
sections.

Cross-Entropy Loss

Inspired by information theory, the cross-entropy loss has been used to assess the performance
of a classification model whose output is a probability value between 0 and 1. It is a measure
of the difference between two probability distributions, p and q, for a given random variable or
set of events. The value of cross-entropy can be calculated as follows:

L(p, q) = −
∑
x∈X

p(x) log q(x) (2.5)

Cross-entropy loss increases as the predicted probability diverge from the actual label. It would
be heavily penalized if a model predicted a probability of 0.9 for a class that was actually 0, as
it is very confident in a wrong prediction.

Kullback-Leibler Divergence Loss

The Kullback-Leibler divergence (KL divergence) is a measure that quantifies how a probabil-
ity distribution differs from another probability distribution. Considering the true distribution
P(X) and the prediction distribution Q(X), the KL measures the distance from Q to P as fol-
lows:

DKL(P || Q) =
∑
x∈X

P(x) log
(

P(x)
Q(x)

)
(2.6)

Based on Eq. 2.6, the KL Divergence cannot be used as a distance metric between two distri-
butions since it is not symmetric (DKL(P,Q) , DKL(P,Q)).

2.1.5 Optimizers
To minimize (or maximize) the loss function (cost function), which is highly dependent on the
model’s learnable parameters, we can either try to algebraically derive a closed-form solution
or approximate it using an iterative method. The number of learnable parameters of the model
could be countless, so finding a closed-form solution is not feasible. In this case, optimizer
algorithms are introduced to modify the attributes of the neural network such as weights and
learning to reduce the loss function iteratively. In the following sections, we will discuss two
of the most popular and powerful optimizers.

Gradient Descent

Gradient Descent (GD) is one of the most popular optimization algorithms used in neural
network optimization. It is a first-order iterative algorithm for finding the local minimum of
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a differentiable function (loss function). The idea is to update the model’s parameters in the
opposite direction of the gradient of the loss function w.r.t. to the current parameter values.
Theoretically, we know the opposite direction of the gradient of the loss is the direction of the
steepest descent. As long as the step size (learning rate) is small enough, the loss function
value can be reduced iteratively by moving down the direction, leading to a local minimum.

Mini-Batch Stochastic Gradient Descent

Using gradient descent to approximate the gradient w.r.t. the current parameter values is not
feasible when the number of data points is too large. To mitigate the problem, gradient descent
variants have been introduced. Instead of computing the gradient of the cost function based on
the entire training set or a single example, mini-batch gradient descent uses a small, fixed-sized
subset of the training data (called a mini-batch) to compute the gradient. While choosing the
best batch size might be tricky, overall mini-batch gradient descent is more efficient than all
gradient descent variants.

Adaptive Moment Estimation

Adam[37] or Adaptive Moment Estimation is an extension of stochastic gradient descent that
uses an adaptive learning rate instead of a constant one. The Adam optimizer computes the
exponential moving average of the gradient and the squared gradient to estimate the first and
second moments of the gradient, respectively. It then uses these estimates to compute adaptive
learning rates for each parameter, which are used to update the model’s parameters in the
direction that minimizes the cost function. The Adam optimizer uses adaptive learning rates to
make more efficient updates to the model’s parameters, which often allows it to converge to a
minimum of the cost function faster than other optimization algorithms.

2.1.6 Emotional States

Emotional state refers to the subjective experience of an individual’s emotions at a particular
moment in time. It includes the intensity, valence, and duration of emotions, as well as the
cognitive and physiological responses that accompany them. Emotional states can be positive,
such as happiness or excitement, or negative, such as sadness or anger.

Quantifying emotional states involves measuring and analyzing the different components
of emotions. One approach is to use self-report questionnaires, where individuals rate their
emotional state on a scale, such as the Positive and Negative Affect Schedule (PANAS) [89]
or the Profile of Mood States (POMS) [63]. It is also possible to detect emotional states by
analyzing changes in facial muscle movements and expressions. An alternative approach is
to measure changes in the autonomic nervous system associated with emotional states using
physiological measures, such as electroencephalogram (EEG), electrocardiogram (ECG), or
skin conductance. Based on patterns of brain and physiological activity, machine learning
algorithms can be applied to analyze physiological data and classify emotional states.



14 Chapter 2. Backgrouand and RelatedWork

2.1.7 EEG

EEG stands for Electroencephalogram, a non-invasive technique used to measure the brain’s
electrical activity. To detect and record the electrical signals generated by the brain’s neu-
rons, electrodes are placed on the scalp (Figure 2.7 ). An EEG signal can provide valuable
information about brain functioning, including patterns of neural activity associated with var-
ious cognitive and emotional processes. EEG has many applications in neuroscience, clinical
neurology, and psychology. Neuroscience research uses EEG to study brain function during
different tasks, including perception, attention, and memory. A variety of neurological disor-
ders, such as epilepsy, and brain function after brain injury is diagnosed and monitored with
an EEG in clinical settings. In psychology research, EEG can also be used to study the neural
correlates of emotions, personality characteristics, and other psychological processes. EEG
data can also be analyzed by machine learning algorithms to identify patterns of brain activity
related to cognitive and emotional states.

EEG signals are mixed with various noises from the human body and environment, result-
ing in challenges to the robustness of the recognition algorithm. Consequently, the collected
EEG signals are not directly used to build recognition models and systems. By using Time-
frequency analysis techniques, it is possible to obtain a more detailed and accurate represen-
tation of the EEG signal and extract features that are relevant for different EEG applications
such as sleep analysis, seizure detection, and brain-computer interface. As an example of time-
frequency analysis methods, Short-Time Fourier Transform (STFT) [56] calculates the Fourier
transform of a signal in short overlapping time windows, and produces a series of spectral
estimates that show how the frequency content of the signal changes over time. The STFT is
computed by dividing the signal into short segments, typically using a sliding window function,
and then applying the Fourier transform to each segment, which can be calculated as follows:

X(t, f ) =
∫ ∞

−∞

w(m − t) x(m)e− j2π f mdm (2.7)

where w(m−t) represents the short-time analysis window. In essence, STFT extracts several
frames of the signal to be analyzed by using a window that moves with time. Moreover, in
section 4.1 and 4.2, we will introduce more about our dataset and our preprocessing method
based on STFT.

Figure 2.7: Positions of scalp electrodes in the EEG cap.
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2.2 Related Work

2.2.1 Domain Adaption

The high performance of most existing machine learning models relies heavily on using mas-
sive amounts of annotated training data. Because of the limited number of labels and the time
and money involved in manually annotating data, real-world applications cannot meet such a
requirement. As a result, it is often necessary to transfer knowledge between domains. Do-
main shift can occur when knowledge is transferred from one domain to another. This can be
caused by a variety of factors, including the evolution of the statistical properties of a domain
over time, or the collection of new samples. To overcome this burden, a new research area
in machine learning called Domain Adaptation (DA) has been proposed. Domain adaptation
methods aim to mitigate the domain shift by minimizing the difference between domain distri-
butions. Specifically, Unsupervised Domain Adaptation (UDA) attempts to reduce the discrep-
ancy between the labelled source data and the unlabeled target data so that domain-invariant
representations can be learned in both domains. Unsupervised domain adaptation methods can
be divided into two types: traditional methods and deep learning methods[22, 91].

Transfer component adaptation (TCA)[67] is a traditional domain adaptation method that
minimizes marginal distributions between source and target domains to learn a domain-invariant
feature transformation. Based on the kernel method, Kernel Principal Component Analy-
sis (KPCA) [75] is a nonlinear dimensionality reduction method that maps high-dimensional
space to low-dimensional space in a Reproducing Kernel Hilbert Space (RKHS). Transductive
Parameter Transfer (TPT) [74] involves learning multiple source subject classifiers and then
transferring knowledge about these classifiers to the target individual directly through the use
of these classifiers. In order to achieve the transfer process, a regression function is learned
which maps the data distribution associated with each source subject to the parameters of the
corresponding classifier.

Deep domain adaptation approaches[59, 23], on the other hand, have two main advantages
over traditional domain adaptation methods: the capability to extract the generalized feature
representation of data, and the ability to satisfy practical end-to-end requirements [22, 91].
Deep domain adaptation can generally be organized into the following categories:

Discrepancy-based

One of the most popular deep methods is discrepancy-based domain adaptation, which min-
imizes the difference between source and target domains by using statically defined distance
functions. The most commonly used distance measures in domain adaptation are maximum
mean discrepancy (MMD) [26], Wasserstein metric, correlation alignment (CORAL)[82], Kullback-
Leibler (KL) divergence [40], and contrastive domain discrepancy (CDD) [36]. Deep Adapta-
tion Network (DAN) [59] eliminates domain discrepancies across domains as well as preserves
task-related features by jointly minimizing Multi-Kernel Maximum Mean Discrepancies (MK-
MMDs) and task-related loss. So, it only aligns the marginal distributions and does not consider
the conditional distribution disparity across domains. DCORAL[83] proposed incorporating a
deep architecture into the CORAL[82] mode which aims to align the second-order statistics.
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Figure 2.8: The architecture of a Deep Adaptation Network (DAN) model, consisting of frozen
convolutional layers to extract general features, convolutional layers needed to be fine-tuned,
and fully connected layers (image from [59])

Reconstruction-based

The other category of deep adaptation networks is reconstruction-based domain adaptation,
which mostly uses auto-encoders to align discrepancies between domains while preserving
domain-specific features. The shared encoder learns a domain invariant and transferable repre-
sentation across domains, while domain-specific features are preserved by minimizing recon-
struction error. [87] introduced Stacked Denoising Autoencoders (SDA), aiming to find com-
mon features between both source and target domains via denoising autoencoders. Despite the
model’s impressive results, it suffers from high computational cost and lack of scalability to
high-dimensional features. To mitigate the limitations, Marginal SDA (mSDA) was proposed
to denoise the marginal noise with a closed-form solution without using a stochastic gradient
descent strategy (SGD) [6]. Deep Reconstruction-Classification Network (DRCN) [24] consist
of a convolutional encoder and a deconvolutional decoder network which are trained to be able
to both predict source labels as well as reconstruct the target data.

Adversarial-based

Essentially, GANs[25] are deep-learning models that are divided into two submodels: the gen-
erator model and the discriminator model. The generator’s goal is to produce fake samples that
are as similar to the real samples as possible, while the discriminator’s goal is to differentiate
the real samples from the fake ones. Since they are trained together, the generator must create
plausible examples to fool the discriminator, which results in domain-invariant and transferable
features. Inspired by GANs, Domain-Adversarial Neural Network (DANN) [23] is proposed
in order to integrate domain adaptation into the process of learning representation, so that the
final classification decisions can be made based on features that are both discriminative and
invariant across domains. As Figure 2.9 depicts, DANN is composed of three sub-networks:
a feature extractor, a label predictor that predicts class labels and is used both during training
and at test time, and a domain discriminator that discriminates between the source and the
target domains during training. While the parameters of the label predictor and the domain
discriminator are optimized to minimize their own loss, the parameters of the feature extractor
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Figure 2.9: The architecture of a domain adversarial neural networks (DANN) model, includ-
ing a feature extractor (green), a label predictor (blue), and a domain classifier (pink) (image
from [23])

are adversarially updated to extract discriminative as well as domain-invariance features.

2.2.2 Multi-source Domain Adaptation

Real-world applications often require the transfer of knowledge from multiple sources to a tar-
get domain [98]. The simplest way is to combine all sources into a single source. However,
using multi-source data combined as one domain data for transfer learning is ineffective due
to the inconsistent data distribution between the target domain and the source domains. As
a solution to the mentioned challenges, Multi-source domain adaptation (MSDA) has been
developed to extend the standard UDA setting by incorporating knowledge from multiple
source models [4, 5]. Based on the assumption that the target distribution can be approxi-
mated by a mixture of M source distributions, a weighted combination of source classifiers
has been widely employed [62]. There are two common methods for aligning latent spaces:
discrepancy-based methods and adversarial methods. For aligning the features of different do-
mains, discrepancy-based methods aim to narrow certain discrepancies across domains, such
as maximum mean discrepancy [27, 106], Rényi divergence [30], L2 distance [70], and mo-
ment distance[68]. In addition, adversarial approaches can also align features using a shared
domain discriminator. By optimizing H-divergence[96], generative adversarial loss[93], and
Wasserstein distance[49, 88, 99], the discriminator helps the model achieve indistinguishable
features across multiple domains. Ignoring the fact that each source domain has a different cor-
relation with the target domain would lead to negative transfer, since the target domain might
be aligned with dissimilar source domains. Motivated by the distribution weighted combining
rule in [62], DCTN [93] suggests that the target predictor can be obtained by integrating all
source predictions based on the corresponding source distribution. A major disadvantage of
DCTN is that it has the same number of discriminators and category classifiers as the number
of source domains, which results in linearly increasing network parameters as the number of
source domains increases. ABMSDA [107] proposes a domain recognition model that mea-
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Figure 2.10: SHOT framework consists of a feature extraction module and a classifier module
(hypothesis). The hypothesis is frozen, and the target domain is learned using the feature
learning module. (image from [51])

sures the similarity between source domains and target domains regardless of the number of
source domains, in contrast to DCTN. Consequently, the source and target domains are explic-
itly aligned with obtained domain correlations using Weighted Moment Distance and Attentive
Classification Loss.

2.2.3 Source-free Domain Adaptation

In contrast to normal domain adaptation methods which use source data to transfer source
domain knowledge to the target domain, Source Free Domain Adaptation (SFDA) methods
only use unlabeled target data to distill valuable knowledge from the pre-trained source model.
The SFDA methods can be categorized into the following two categories[58]. In the first group,
target samples are used for self-supervised training, while the second group reconstructs virtual
source data for knowledge transfer.

Self-supervised Training

Self-supervised target training methods are based on generating reliable pseudo labels for un-
labelled target data. Assuming that the pre-trained source model can partially predict some
target samples correctly, it may generate noisy pseudo labels. Using clustering algorithms, the
noisy pseudo labels could then be further categorized. Inspired by a transfer learning setting
known as Hypothesis Transfer Learning (HTL) [41], the Source HypOthesis Transfer (SHOT)
[51] framework was proposed. In this setup, the source classifier (hypothesis) is frozen, and
the feature extractor of the source model is fine-tuned by maximizing the mutual information
between feature representations and outputs of the classifier. However, even though informa-
tion maximization forces feature representations to match the hypothesis well, it may still align
target feature representations with the wrong source hypothesis. To avoid this, they suggest a
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pseudo-labelling approach using weighted k-means clustering[10]. Inspired by SHOT many
methods have been proposed to investigate source-free domain adaptation. SHOT++[52] has
developed a new labelling transfer strategy. Based on the confidence of predictions, it divides
the target data into two parts, and then utilizes semi-supervised learning to increase the ac-
curacy of predictions in the target domain that are less confident. Moreover, DECISION [2]
proposes a method for adapting multi-source models to the target domain without access to the
source data by combining the source models with appropriate weights. Through source Distri-
bution Estimation, SFDA-DE [17] addresses the SFDA task. A spherical K-means clustering
algorithm is used to calculate robust pseudo-labels for target data after initializing class vectors
with weight vectors (anchors) learned by the pretrained model’s classifier. By exploiting target
data and anchors, they propose to estimate the class-conditioned feature distribution of source
domains. As a final step, they sample surrogate features from the estimated distribution and
then minimize a contrastive adaptation loss function to align two domains.

Virtual Source Knowledge Transfer

In virtual source knowledge transfer methods, the source model is used to synthesize some
source impressions. Alternatively, the target data is converted into source style to replace the
source data. Using synthetic source data, source knowledge can be distilled from pre-trained
models, which can then be transferred to target models to prevent source knowledge from being
forgotten. As an example, based on conditional GAN, 3C-GAN [44] creates labelled target-
style training images. Besides the pre-trained prediction model, 3C-GAN consists of two com-
ponents: a discriminator that matches target distributions and a generator that produces valid
target-style training samples conditioned on randomly sampled labels. Pre-trained prediction
models perform better in the target domain when they incorporate generated data, which in
turn can promote the generator. To address the semantic segmentation problem, a generative
model is used by [57] to model the distribution of target data by generating target-style images.

2.2.4 EEG-based Emotion Recognition
Emotion recognition from EEG has been an area of research since 1997 [65], and in recent
years, it has received increasing attention. Numerous machine learning and signal processing
techniques have been proposed over the past few decades to address the challenge of recogniz-
ing emotions from EEG [1].

Typically, EEG emotion recognition methods consist of two main components [79]: the
extraction of discriminative EEG features and the classification of emotions. The feature
extractors can broadly be categorized based on the type of their data into two categories:
frequency-domain features and time-domain features. Time-domain features such as the Hjorth
feature[29], fractal dimension feature[55], and higher order crossing feature [69] capture the
temporal information in EEG signals. On the other hand, frequency-domain features are ob-
tained by decomposing the EEG signal into several frequency bands and extracting specific
features including differential entropy (DE) and power spectral density (PSD) from each band
[19], [104].

Additionally, there are two categories of classification methods: linear and nonlinear. Lin-
ear tools are machine learning algorithms that assume a linear relationship between input fea-
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tures and output classes. Some examples of linear tools include Support Vector Machines
(SVM), Linear Discriminant Analysis (LDA), and Artificial Neural Networks (ANN). On the
other hand, non-linear methods can handle much more complex relationships between input
features and output classes that cannot be modeled effectively by linear methods. Therefore,
non-linear methods like fractal dimension [80], sample entropy [35], and nonstationary in-
dex [39] have shown better performance than linear methods [81], however, at the expense of
requiring high computation.

In [85], one of the non-linear analysis tool, Symbolic Time Analysis (STSA), is employed
to overcome the issue by reducing the computational cost. Symbolic Analysis of a signal is
an approach in which continuous signals are converted to symbol sequences using partitioning
of the continuous signal domain. Using cosine similarity, each test EEG emotional symbolic
sequence is compared with symbolic indexes (one for each emotion), and then an emotion class
is assigned to the test data.

With the emergence of deep learning methods, a significant amount of attention has been
devoted to using these methods, specifically for emotion recognition based on EEG signals[46].
Unlike the first group of emotion recognition methods, machine learning-based methods are
capable of extracting much more complex patterns due to their large number of parameters.
Various deep models have been used to recognize emotions because of their high capacity to
learn representations of signals, such as recurrent neural networks and convolutional layers[73,
94, 45, 84]. For instance, multi-channel EEG data is split and stacked along the third dimension
in [73]. A 3D CNN is then fed by the reshaped signal to detect emotions. STRNN [94]
proposes integrating feature learning with both spatial and temporal information multichannel
EEG signals. Combining CNNs and RNNs, C-RNN[45] extracts inter-channel task-related
features from preprocessed multi-channel EEG signals. In a similar manner to C-RNN and
STRNN, ACRNN [84] proposes an attention-based convolutional recurrent neural network that
considers spatial information, temporal information and attentive information in EEG signals.

Graph representation approaches are also widely used in EEG emotion classification[79,
105]. As an example, in [79], the intrinsic inter-channel relation of electroencephalogram
(EEG) signals is learned as an adjacency matrix, resulting in more discriminative feature ex-
traction.

Additionally, EEG emotion recognition tasks can also be carried out using GAN-based
methods[95, 61, 60]. GANSER [95] utilizes adversarial training to generate EEG data that is
as similar to real EEG data as possible, and self-supervised learning to generalize the classifier
to the augmented sample space. In order to capture the spatiotemporal features of EEG signals,
they also use UNet [72] with the Channel Masking operation. In [61], GAN-like components
are incorporated into the proposed framework, along with a two-step training procedure that
includes pre-training and adversarial training. In pre-training, the source domain and target
domain are mapped to a common feature space, and in adversarial training, the gap between
these mappings is narrowed.

2.2.5 Domain Adaptation for EEG-based Emotion Recognition
Conventional machine learning algorithms fail to recognize emotions based on EEG data, due
to domain shifts. In contrast to traditional machine learning methods, where training and testing
data are assumed to be independent and identical, EEG signals exhibit inherent variability
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because of different physical and mental conditions among multiple subjects and sessions[66].
As a result, the traditional classifier’s performance often declines sharply when a non-seen
subject or dataset is introduced.

Referring to the EEG of different subjects as individual domains, domain adaptation (DA)takes
one or several subjects/sessions as the source domain (or source), and a new subject/session as
the target domain (or target). Typically, DA methods aim to eliminate the distribution dif-
ferences between the source and target domains and further learn the extracted transferable
features for recognizing emotions. Existing adaptation methods can be divided into two cate-
gories: shallow domain adaptation methods and deep domain adaptation methods[90].

There have been many traditional shallow domain adaptation methods applied to emotion
recognition. In [103], the performance of four different traditional domain adaptations, trans-
ductive component analysis (TCA) [67], kernel principal component analysis (KPCA) [75],
transductive support vector machine (TSVM) [15], and transductive parameter transfer (TPT)
[74], is compared. To match the marginal distributions of the two domains’ subspaces, [12]
proposed an adaptive subspace feature matching (ASFM) method.

While shallow models classify EEG features directly [3], deep neural networks (DNNs)
have shown an advantage over shallow models due to their representational learning capac-
ities. [48] proposes a domain adversarial bi-hemisphere neural network (BiDANN) method
to reduce the possible domain differences in each hemisphere between the source and target
domains. Considering the functional differences of network layers, [43] adapt marginal distri-
butions at shallower layers that produce task-invariant features, and conditional distributions at
deeper layers that produce task-specific features. To deal with the variability of subjects or ses-
sions, [13] developed the multi-source marginal distribution adaptation (MS-MDA) technique
which takes both domain-invariant and domain-specific features into consideration. Besides,
a plug-and-play method of domain adaptation was proposed by [97] to solve the problem of a
prohibitively long calibration time in emotion recognition. AD-TCN [28] combines temporal
information and an adversarial discriminative domain adaptation method to adapt the target
domain feature encoder to the source domain. Using the dynamic domain adaptation algorithm
(DDA), [50] minimized local subdomain discrepancy as well as global domain discrepancy.
In order to reduce the impact of ”negative transfer”, [54] proposed a subject clustering-based
domain adaptation algorithm. Subspace alignment was then used to determine the emotional
state of the target data based on optimal source subjects whose EEG patterns were similar.
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Methodology

3.1 Problem Setting
Let X and Y = [K] := {1, ...,K} denote the feature space and label space with K categories.
Consider each subject as a domain with a joint distribution Pi

XY on X×Y. Each source/subject
data set DS i = {x

j
S i
, y j

S i
}

Ni
j=1 consists of Ni data points, where x j

S i
∈ X and y j

S i
∈ Y denote the jth

EEG data and the corresponding label respectively. Every data point x is a (nch ·nb) dimensional
vector, where nch denotes the number of channels and nb denotes the frequency bands.

Given a target unlabeled data set DT = {x
j
T }

NT
j=1, our goal is to train a classifier model

θT : X → Y, based on source models {θS i}
NS
i=1 where the ith source model θS i : X → Y is

a classification model pre-trained on the ith source/subject data set DS i . Accordingly, a list of
symbols and their definitions is provided in Table 3.1 that will be used in the following sections.

3.2 Proposed Solution
In this section, we propose the Attention-based Multi-Source-Free Domain Adaptation for EEG
Emotion Recognition (AMFDA) method, which consists of two main phases (Figure 3.1):
Source Training and Target Adaptation. During the source training phase, we construct source
models based on the source data. The knowledge of pre-trained source models is then trans-
ferred to the target domain without access to either the source data or annotations. Following
is a description of each phase.

3.2.1 Source Training Phase
Each source model θS i is trained only on the corresponding data setDS i . This phase is the only
phase in which the labelled source data are used, and more importantly, in the training of each
source model θS i , the other data sets {DS j}

NS
j=1, where i , j, are not used. This ensures privacy

preservation since source models are trained independently.
A source model consists of two modules: a feature extractor fS i : X → Rdi and a classifier

gS i : Rdi → Y, where di is the feature dimension of the ith model. According to [2], more accu-
rate and generalized source models can lead to better performance in target model adaptation.

22
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Table 3.1: Notation Table

Symbol Definition
X Feature space
Y Label space
S Source domain
T Target domain
K Number of categories
DS i Data set of the ith source domain
DT Data set of the target domain
Ni Number of data points in the ith source domain
NT Number of data points in the target domain
di Feature dimension of the ith source model
dT Feature dimension of the target model
NS Number of Source models
θS i ith source model
θT Target model
fS i Feature extractor of the ith source model
fT Feature extractor of the target model
gS i Classifier of the ith source model
gT Feature extractor of the target model
nb Number of frequency bands
nch Number of channels

To increase the capabilities of source models in learning generalized features, we introduce a
novel channel-wise attention module.

Channel-wise Attention Layer Previous studies have shown that information from many of
the channels would be redundant in a wide range of applications. [71, 33] show that only
a few channels are adequate for recognizing emotions. Compared to traditional channel
selection methods, automated methods like [84, 16] have demonstrated the capability to
identify more relevant channels using an attention mechanism.

A channel-wise attention layer assigns weights to each channel, which indicate how
critical each channel is. A channel-wise attention layer consists of a linear layer with
parameters W1 ∈ R

(nch·nb)×nch and b1 ∈ R
nch .

e = σ(W1.x + b1) (3.1)

whereσ is a softmax function and e = [e1, ..., ench], ∈ R
nch is the importance weight vector.

In this proposed method, we use ei for all frequency bands of channel i. Duplicating the
weights for nb times, e′ = [e1, ..., e1︸   ︷︷   ︸

nb

, e2, ..., e2︸   ︷︷   ︸
nb

, ..., ench , ..., ench︸      ︷︷      ︸
nb

] is used to update each data

point. Finally, the attentive channel feature extracted, v, via channel-wise attention will
be calculated as follows:

v = x . e′ (3.2)
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Figure 3.1: The pipeline of our AMFDA framework: During source training, source models are
trained on their respective datasets. The adaptive phase involves freezing the classifiers of the
source models and incorporating the source models into the target model by jointly optimizing
the feature extractors and their weights.

Unlike [84], which used the attention layer on the temporal slice of EEG data, the pro-
posed layer extracts attentive features from different frequency bands. Moreover, as
shown in Table 4.3, assigning the same weight to all frequency bands of a channel out-
performs the general attention layer in which frequency bands are weighted differently.

3.2.2 Target Adaptation Phase

We propose an algorithm based on DECISION [2] to aggregate the power of all source models
in recognizing emotion. For the adaptation phase, a set of learnable weights {αi}

NS
i=1, while

αi ≥ 0 and
∑Ns

i=1 αi = 1, corresponding to each source model are employed. The weights
indicate how much the target model should depend on each source model. In other words, the
higher the weight, the higher the transferability from that particular domain.

Following a similar strategy as [2, 51, 18], we fix the source classifiers, assuming that the
source classifiers contain class distribution information. In this way, the ultimate goal is to find
a proper objective function to be optimized over {αi, fS i}

N
i=1. The following sections describe

the core loss elements for jointly adapting each source model and the learning weights.

Weighted Information Maximization Due to the lack of access to the source data in the
adaptation phase, we cannot use typical distribution adaptation methods. Similar to
[51, 2, 18], we encourage the networks to assign one-hot encoding as the output in order
to adapt the source feature maps { fS i}

N
i=1 to the target, based on the information maxi-

mization principle [2, 51, 7, 38, 78, 31]. The IM loss consists of two terms, conditional
entropy loss

Lent = −ExT∈DT

 K∑
i=1

δi (θT (xT )) log δi (θT (xT ))

 (3.3)



3.2. Proposed Solution 25

where θT (xT ) =
∑N

j=1 α j θS j(xT ), and δ(.) denotes a softmax operation with δi(x) = exp(xi)∑K
j=1 exp(x j)

for v ∈ RK , and diversity loss

Ldiv =

K∑
i=1

p̂i log p̂i = DKL( p̂,
1
K

1K) − log K

where p̂ = ExT∈DT [δ(θT (xT ))] is the mean output of the whole target domain, and 1K is a
K-dimensional vector with all ones. Combining 3.3 and 3.4 the IM loss will be

LIM = Lent +Ldiv (3.4)

By incorporating a diversity term into the model, IM loss is more likely to produce a
balanced class diversity output than conditional entropy loss. As a result, the model does
not always predict the same class to minimize conditional entropy.

Self-Supervised Pseudo-labeling based on Weighted Majority Voting: Using weighted in-
formation maximization alone would result in incorrect classification due to domain
shift. Taking inspiration from [2], to alleviate this problem, we suggest using a self-
supervised clustering method, such as pseudo-labelling [51, 2, 11]. Based on the jth

source model, the kth centroid of target data is

c(0)
k, j =

∑
xT∈DT

δk(θS j(xT )) fS j(xT )∑
xT∈DT

δk(θS j(xT ))
(3.5)

Instead of aggregating all the centroids of clusters and assigning the labels based on
the aggregated clusters like DECISION[2], we propose to label each data point using
all source models separately, and then determine the final labels based on the learnable
weights {αi}

Ns
i=1 previously introduced. So, based on the calculated centroids of source

domains, we assign the label of the nearest centroid to each data point:

ŷ(i)
j = arg min

k
|| fS j(xT ) − c(i)

k, j||
2
2 (3.6)

Then, the labels can be aggregated as follows:

ŷ(i)
T =

Ns∑
j=1

α j ŷ(i)
j (3.7)

Next, we need to repeat the previous steps, by replacing the model prediction in Eq 3.5
with the new pseudo-label.

c(i)
k, j =

∑
xT∈DT

1{ŷ(i−1)
T = k} fS j(xT )∑

xT∈DT
1{ŷ(i−1)

T = k}
(3.8)

where 1[x = y] is 1 if x and y are equal, and otherwise 0. Then, using Eq 3.6 and 3.7 the
pseudo-labels can be updated multiple times, but the first update is sufficient according to
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[51, 2]. The final step is calculating the cross-entropy loss between the labels predicted
by the target model and the pseudo labels.

Lpl = −ExT∈DT

K∑
k=1

1{ŷT = k} log δk(θT (xT )) (3.9)

Self-Supervised Contrastive Loss with EEG-based Augmented Data As the number of data
points in a leave-one-subject-out data set is limited, we suggest a two-step solution to in-
crease the robustness of transferring knowledge from the source models to the target
model.

As a first step, a novel EEG-based augmentation is used to generate new data points
(x̂T ) in the target domain [92]. By weakening randomly selected channels and bands, we
encourage source feature extractors to be sensitive to both crucial and less crucial chan-
nels. Thus, they will become more robust to noise. We define a weakening probability
p, which is the probability of choosing a channel-band to weaken. The magnitude of the
selected channel-bands will be decreased by a coefficient αcb.

Secondly, a self-supervised contrastive loss approximates data with its augmentation
[14]. Let us consider a set I ≡ {x1

T , ..., x
NT
T , x̂

1
T , ..., x̂

NT
T } containing all target data points

and their augmentations.

In this set, the index i is called anchor and the corresponding data point j(i) is called
positive, whereas the other 2(NT −1) points are considered as negative A(i) ≡ I \ i. Based
on the above description, the contrastive loss would be:

Lcon =

Ns∑
m=1

Lm
con = −

Ns∑
m=1

∑
i∈I

log
exp

(
fS m(xi

T ) · fS m(x j(i)
T )/τ

)
∑

a∈A(i) exp
(

fS m(xi
T ) · fS m(xa

T )/τ
) (3.10)

To summarize, given Ns source models {θS i}
Ns
i=1 = { fS i ◦ gS i}

Ns
i=1 and target data set DT =

{xi
T }

NT
i=1, we fix the source classifiers {gS i}

Ns
i=1 and optimize {αi, fS i}

N
i=1 based on the following

final objective:

Ltot = LIM + λ1Lpl + λ2Lcon (3.11)

where λ1 and λ2 are hyperparameters. It is important to note that the Ltot should be minimized
with the following condition:

∀i ∈ {1, 2, ...,Ns} αi ≥ 0,
Ns∑
i=1

αi = 1 (3.12)
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Experiments and Results

4.1 Datasets
We evaluated the proposed method using two public emotion recognition data sets provided by
BCMI Laboratory: SEED and SEED-IV. Table 4.1 summarizes the technical specifications of
the two datasets.

SEED [101] [20], SJTU Emotion EEG Dataset, contains the EEG data of 15 subjects in 3
sessions exposed to audio-visual stimuli. The stimuli are carefully selected film clips intended
to produce positive, negative, and neutral emotions. Each film clip lasts about four minutes
and is well-edited to evoke coherent emotions and maximize emotional impact. There are a
total of 15 trials in each experiment. Each clip was preceded by a 5-second hint, followed
by 45 seconds for self-assessment and 15 seconds for rest. It was determined that the subjects
exhibited the expected emotion based on self-assessment. The order of presentation is arranged
so that two film clips that target the same feeling are not shown consecutively. As the movie
clip was viewed, the ESI Neuroscan system recorded EEG signals in 62 channels at a sampling
rate of 1000 Hz.

SEED-IV [100] is an extension of the SEED dataset, which can also be used to evaluate
EEG-based emotion recognition models. Unlike SEED, SEED-IV has four categories of emo-
tions: happy, sad, fear, and neutral. The dataset consists of 15 subjects who watched six film
clips for each emotion class in each session, resulting in 24 trials. Similar to SEED, the sub-
jects were required to experiment three times on different days, while a 62-channel device was
used to collect their EEG signals and eye movements.

4.2 Preprocessing
In EEG emotion studies, researchers tend to extract frequency-based features instead of ana-
lyzing raw time series EEG data [34, 102]. To have a fair comparison with other methods, we
used the preprocessed EEG data which is published by BCMI Laboratory 1. In this preprocess-
ing scheme, raw EEG signals are sliced into nonoverlapping 1-second and 4-second segments,
for SEED and SEED-IV datasets, respectively. Afterward, the EEG data are downsampled to

1https://bcmi.sjtu.edu.cn/
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Table 4.1: Technical Comparison Between SEED and SEED-IV

Item SEED SEED-IV
EEG device ESI NeuroScan ESI NeuroScan
Emotions Happy, Sad, Neutral Happy, Sad, Neutral, Fear
# of channels 62 62
# of recording session
per subject

3 3

# of subjects 15 15
# of trials per session 15 24
Trial length Approx. 2 minutes Approx. 4 minutes

200 Hz, and a bandpass filter between 1 Hz and 75 Hz is applied to remove noise and artifacts.
According to [20], differential entropy (DE) is better suited to recognizing emotions than the
traditional frequency-domain feature, named energy spectrum (ES). In order to calculate the
frequency domain features, a 512-point short-time Fourier transform with a non-overlapping
Hanning window of 1s was used. Considering five frequency bands: δ waves (1 ∼ 3 Hz), θ
waves (4 ∼ 7 Hz), α waves (8 ∼ 13 Hz), β waves (14 ∼ 31 Hz), and γ waves (31 ∼ 50Hz), the
differential entropy (DE) [19] features within each segment at the mentioned frequency bands
can be calculated as follows:

DE = −
∫

f (x) log( f (x))dx (4.1)

where x is a one-channel EEG signal. Assuming that the EEG data obeys the Gaussian
distribution N(µ, σ2) on each frequency band [76], the DE features can be extracted by the
following formulation:

DE = −
∫ ∞

−∞

1
√

2πσ2
e

(x−µ)2

2σ2 log
(

1
√

2πσ2
e

(x−µ)2

2σ2

)
dx =

1
2

log(2πeσ2) (4.2)

Lastly, DE features form a (62 × 5-D) vector that will be smoothed using moving averages
and linear dynamic systems (LDS) [77, 101, 20]. The calculated DE features as well as the raw
EEG data are published by BCMI Labratory2.

4.3 Implementation Details
We are using the Pytorch platform for all preprocessing, model training, and evaluation, with
GPU (Tesla T4) acceleration provided by Google Colab for the training phase and inference
phase. Training the source models takes an average of 2.6 seconds and 1.9 seconds for SEED
and SEED-IV, respectively, while adapting the models to the target takes an average of 49.97
seconds and 30.33 seconds, respectively. All models consist of an attention layer and two
fully connected layers each followed by a LeakyReLU layer as the feature extractor and a fully

2https://bcmi.sjtu.edu.cn/
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connected layer as the classifier. Despite having the same architecture in our setup, each model
can be designed differently. The only requirement for the adaptation phase is the same feature
dimension di, which is 32-D in our case.

For fair comparison and consistency, we follow the leave-one-subject-out setup (LOSO)
similar to [13, 42]. In this setup, a subject is selected as the target and all the rest as sources,
then the calculated accuracy will be averaged on all scenarios.

As mentioned in Section. 3.2, the first step is to train all source models on its data set.
Training is done using the Adam [37] optimizer with an initial learning rate of 0.01 and a 10-
epoch learning period. During the target adaptation phase, all source models are aggregated
according to 3.2.2. While the classifiers are fixed, the Adam optimizer is used to train the
feature extractors and aggregation weights for five epochs. The initial learning rate for feature
extractor parameters is 0.001, whereas the aggregation weights are learned at a learning rate of
0.01.

4.4 Results
In Table 4.2, the performance of our proposed method as well as several baselines on SEED
and SEED-IV is presented. In this table, methods are categorized into three groups. First,
”Multiple(w)” methods use the data of all source domains in the adaptation phase. On the
other hand, in ”Single(w/o)” methods, a model is pre-trained on each source domain, then each
of these models will be separately adapted to the target domain without accessing their source
data. Finally, in the last category, ”Multiple(w/o)”, none of the methods use source domain
data, they only adapt the aggregated knowledge learned by source models to the target domain.

In addition to typical domain adaption methods like TCA, KPCA, and TPT, a few other
baselines are also used to be compared without our method. A description of these baselines
and their specific structures follows:

DAN: According to [42], there are three fully connected are used as the feature extractor
and two layers as the classifier. The node numbers are 128, 128, 64, 64, and K from
the input to the output, respectively. The MK-MMD loss is calculated at the end of the
feature extractor.

DANN: In [42], the feature extractor contains two layers with 128 nodes, and the classi-
fier includes three layers with node numbers 64, 64, and K.

DCORAL: For this baseline, we use the same number of layers and parameters as DAN
and DANN, and correlation alignment (CORAL) is employed to adapt the knowledge to
the target model.

MS-MDA: [13] contains of three components: Common Feature Extractor (CFE), Domain-
specific Feature Extractor (DSFE), and Domain-specific Classifier (DSC). While the
CFE module is three shared fully connected layers, both the DSFE, and the DSC are
composed of a single linear layer.

BiDANN: BiDANN [47] framework consists of two feature extractors (left and right
hemisphere), local, global discriminator, and a classifier.
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Source-best/worst: Source-best and source-worst refer to the average of the best and the
worst accuracy of source models, respectively, without any adaptation phase.

SHOT-best/worst: After adapting sources separately using SHOT [51] method, SHOT-
best and SHOT-worst show the average of the highest and lowest accuracy.

SHOT: Assuming that all source subjects are from a single domain, the SHOT method
adapts the knowledge of the source model to the target domain.

DECISION: [2] proposed a general unsupervised multi-source domain adaptation that
does not use source data in the adaptation phase.

Since many previous studies have not published their code, we have reported their results.
The performances of DANN [23], BiDANN [47], and other typical deep learning domain adap-
tation methods like TCA [67], KPCA [75], and TPT[74] have been borrowed from[42]. How-
ever, we have reproduced and verified the reported performance of the DAN[59], DCORAL
[83], and MS-MDA [13] methods. Finally, in this study, a variety of baselines, including
source-best/worst, shot-best/worst, DECISION, and SHOT, have been developed and imple-
mented.

As the results are shown in Table 4.2, in spite of the huge difference between the most
and the least accurate source models, our method increases accuracy of emotion recognition
on SEED and SEED-IV by 4.4 and 5.7 percent, respectively, over the best adapted source
models (SHOT-best). In addition, since each AMFDA source model is trained only with its
corresponding data, it is less generalized than SHOT’s model, which is developed with the
entire dataset. However, AMFDA could outperform the SHOT method in the adaptation phase
since it restricts negative transfer via joint adaptation of the source models and the assembled
weights. Finally, while AMFDA preserves privacy by requiring no access to the source data, it
performs at par with the unsupervised domain adaptation emotion recognition state-of-the-art.

4.5 Ablation and Analysis

4.5.1 Comparison between UDA methods with AMFDA

Unsupervised domain adaptation (UDA) methods like MS-MDA generally require both source
and target data for adapting the knowledge from source domains to the model. When there
are a lot of source domains, computing costs may be significantly higher. For example, in our
problem setting, the source data consist of the EEG data of 14 subjects and the target data is
the EEG data of one subject.

In contrast to MS-MDA, which prepares the target model in a single step, AMFDA is a
two-step process. Although this difference makes comparing computation costs difficult, we
can compare total computation costs. Using Tesla T4 GPUs, the total training process for MS-
MDA takes 1195 seconds, while for AMFDA, the source training takes 36.4 seconds, and the
adaptation phase takes 49.97 seconds. By comparing these to computation costs, we can see
that our proposed method is much more efficient.
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Table 4.2: Comparison cross-subject classification accuracies (mean ± std (%)) of different
methods on SEED and SEED-IV. Multiple and Single denotes the methods which uses multiple
and single sources, respectively, for domain adaptation, while (w) and (w/o) are abbreviations
of with source data and without source data respectively

Methods SEED SEED-IV

Multiple(w)

TCA [42] 64.00 ± 14.66 53.97 ± 8.05
KPCA [42] 69.02 ± 9.25 51.76 ± 12.89
TPT [42] 75.17 ± 12.83 52.43 ± 14.43
DAN [42] 83.81 ± 8.56 58.87 ± 8.13
DANN [42] 79.19 ± 13.14 54.63 ± 8.03
DCORAL 66.39 ± 7.55 51.85 ± 7.30
MS-MDA [13] 82.67 ± 9.51 67.96± 11.94
BiDANN [47] 83.28± 9.10 -

Single(w/o)

Source-best 73.19 ± 7.71 52.02 ± 4.28
Source-worst 44.75 ± 6.95 25.84 ± 7.66
SHOT-best 76.93 ± 6.79 56.05 ± 7.25
SHOT-worst 46.45 ± 9.75 23.89 ± 7.06

Multiple(w/o)
SHOT [51] 78.20 ± 5.83 60.77 ± 11.47
DECISION [2] 77.78 ± 7.32 60.07 ± 10.43
AMFDA (Ours) 81.37± 7.94 61.79± 9.44

4.5.2 Contribution of each component
We performed an ablation study to investigate the impact of each component in our model
and each term in the adaptation objective function in our method. The performance of several
variations of our proposed method is compared in Table 4.3. According to the results, adding a
channel-wise attention layer to the beginning of the feature extractor will improve classification
accuracy. In addition, contrastive learning is effective during the adaptation phase, even if it is
not helpful during the source training phase.

4.5.3 Analysis on the learned weights
According to Section 3.2.2, the proposed emotion recognition optimizes the feature extractors
of sources { f i

S }
N
i=1, as well as weights {αi}

N
i=1 in the adaptation phase. To understand the impact

of the weights, we recommend freezing the feature extractors and only optimizing the weights.
As expected, this setup performs better than trivially assigning equal weights to all source
models, as shown in Table 4.4.

Figure 4.1 contains two line graphs. The first one demonstrates the classification accuracy
of each source model on the target domain without adaptation. While the other shows the
assigned learned weights to each source model after the adaptation. Although the patterns
of these two graphs are not highly correlated, higher weights indicate which source models
perform more effectively on the target domain. As a result, the target model relies more on
source models with higher weights. It can therefore be used as a proxy indicator when selecting
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Table 4.3: Ablation study of our method on SEED and SEED-IV. T-Con and S-Con refer mod-
els which are trained using contrastive loss in the target training and source training phase, re-
spectively. C-Attention indicate that the attention layer used in the feature extractor is channel-
wise, while E-attention refers to electrode-wise attention.

T-Con S-Con E-Attention C-Attention SEED SEED-IV
✗ ✗ ✗ ✗ 78.68 ± 8.27 61.22 ± 8.49
✓ ✗ ✗ ✗ 79.07 ± 7.76 60.36 ± 9.46
✗ ✓ ✗ ✗ 74.63 ± 10.29 52.98 ± 11.36
✗ ✗ ✓ ✗ 78.22 ± 7.60 60.76 ± 9.64
✗ ✗ ✗ ✓ 79.52 ± 6.63 61.59 ± 9.35
✓ ✗ ✗ ✓ 81.37± 7.94 61.79± 9.44

Table 4.4: Performance on freezing backbone network on SEED and SEED-IV. AMFDA-
weight is optimized solely over source weights and performs better than uniform weighting
consistently.

Method SEED SEED-IV
Source-Ens 40.06 ± 6.49 21.19 ± 0.26
AMFDA-weights 77.99± 7.12 54.80± 6.60

new models.

4.5.4 Confusion Matrix Visualization
To further explore the performance of the AMFDA method, we computed the confusion ma-
trices for SEED and SEED-IV datasets in Figure 4.2. In a confusion matrix, rows indicate
the target data’s actual labels, and columns indicate the predicted labels. As a result, diagonal
elements represent correct predictions, while off-diagonal elements represent incorrect predic-
tions. It is important to note that the SEED and SEED-IV datasets are balanced, meaning that
each output class (or target class) is represented by the same number of input samples.

Accordingly, the presented confusion matrices demonstrate that positive emotions (Happy
class) are more recognizable than negative (Sad and Fear classes) and neutral emotions. More-
over, in the SEED dataset, the Neutral-Sad classes and the Neutral-Happy classes are more
likely to be misclassified than the Happy-Sad classes. The SEED-IV dataset contains two
negative classes, Fear and Sad, which are more susceptible to misclassification.
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Figure 4.1: For the 15th subject on the SEED dataset, the weights learned by our framework
correlate positively with the unadapted source model performance.

(a) SEED dataset (b) SEED-IV dataset

Figure 4.2: The confusion matrices of the subject-dependent EEG emotion recognition results
using the AMFDA method on the SEED and SEED-IV datasets
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Discussion & Conclusion

5.1 Discussions
This thesis aims to propose AMFDA, an EEG-based emotion recognition source-free domain
adaptation method that can be applied to multiple source domain situations. The proposed
setup merely requires well-trained private source models to be jointly adapted to the target do-
main. By incorporating the differences between various sources/subjects, the AMFDA method
can achieve comparable performance in emotion recognition tasks to state-of-the-art unsuper-
vised domain adaptation methods. In addition, we investigated the impact of channel-wise
attention modules on emotion recognition models and contrastive learning’s effectiveness in
generalizing models to channel-wise noise. In the end, we hope that the findings of this study
can serve as inspiration for future research on affective computing based on EEG.

5.2 Applications
Using EEG-based emotion recognition, individuals can gain valuable insights into their emo-
tional states and the ability to accurately identify emotions based on brain activity has signif-
icant potential applications in fields such as medicine, marketing, psychology, neuroscience,
and artificial intelligence. Some potential applications of this technology include assessing
and monitoring emotional states in individuals with mental disorders, utilizing neurofeedback
therapy to help individuals regulate their emotional states, and adapting consumer products
such as virtual reality systems and video games to the user’s emotional state. Furthermore, it
can also be used to assess the effectiveness of marketing and advertising campaigns by ana-
lyzing consumer emotional responses and identifying and addressing emotional challenges in
education.

5.3 Limitations
While our proposed method addresses EEG-based emotion classification without accessing the
source data, several limitations can be addressed in future work. Since each subject is treated
as a source in the proposed method for emotion recognition, there are as many source models

34
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as there are subjects. In this case, the computation cost increases with the number of subjects.
Additionally, the performance of the target model is influenced by the performance of the
source models. Thus, the target model will perform better if the source models have higher
classification capabilities.

5.4 Future Research
To overcome the limitations previously described, the current work could substantially benefit
from two types of solutions. Firstly, by investigating ways to improve the generalizability of
each source model to an unseen new source domain, it is possible to formulate more robust
source models for the target model. Secondly, investigating ways to consolidate all source
models into one target model while minimizing the influence of non-relevant source domains
may improve domain adaptation.



Bibliography

[1] Lyubomir I Aftanas, Natalya V Reva, Anton A Varlamov, Sergey V Pavlov, and Victor P
Makhnev. Analysis of evoked eeg synchronization and desynchronization in conditions
of emotional activation in humans: temporal and topographic characteristics. Neuro-
science and behavioral physiology, 34:859–867, 2004.

[2] Sk Miraj Ahmed, Dripta S Raychaudhuri, Sujoy Paul, Samet Oymak, and Amit K Roy-
Chowdhury. Unsupervised multi-source domain adaptation without access to source
data. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 10103–10112, 2021.

[3] Soraia M Alarcao and Manuel J Fonseca. Emotions recognition using eeg signals: A
survey. IEEE Transactions on Affective Computing, 10(3):374–393, 2017.

[4] Shai Ben-David, John Blitzer, Koby Crammer, Alex Kulesza, Fernando Pereira, and
Jennifer Vaughan. A theory of learning from different domains. Machine Learning,
79:151–175, 2010.

[5] John Blitzer, Koby Crammer, Alex Kulesza, Fernando Pereira, and Jennifer Wortman.
Learning bounds for domain adaptation. In J. Platt, D. Koller, Y. Singer, and S. Roweis,
editors, Advances in Neural Information Processing Systems, volume 20. Curran Asso-
ciates, Inc., 2007.
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