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Abstract

We investigate problems of biological spatial invasion through the use of spatial modelling. We
begin by examining the spread of an invasive weed plant species through a forest by developing
a system of partial differential equations (PDEs) involving an invasive weed and a competing
native plant species. We find that extinction of the native plant species may be achieved by
increasing the carrying capacity of the forest as well as the competition coefficient between
the species. We also find that the boundary conditions exert long-term control on the biomass
of the invasive weed and hence should be considered when implementing control measures.
We then consider biological invasion on a smaller scale — the spread of melanoma, an invasive
cancer. We investigate oncolytic virotherapy using adenoviruses as a treatment modality by
using a system of ordinary differential equations (ODEs). Our model incorporates the oxygen
concentration of the tumour microenvironment, as it is well known that hypoxic conditions
reduce the efficacy of adenoviruses. As in the case of invasive weed spreading, our modelling
highlights the importance of a favourable environment. In particular, our investigation into the
infection rate of the virus and the oncolysis rate supports the notion of bounding the oncolysis
rate for optimal clinical outcomes. Furthermore, our modelling suggests that the virus’ on-
colytic potency should be increased under hypoxic conditions, but should not be too large, so
as to avoid inhibiting the replication of the virus. We find that these results are consistent after
extending the model to a regional model which accounts for spreading of the melanoma via the
lymphatic system. We then continue our investigation of oncolytic virotherapy by analyzing
a PDE model of melanoma spreading through the skin. We find results which are consistent
with our ODE model. Namely, placing infection rate-dependent bounds on the oncolysis rate
leads to more favourable clinical outcomes. We provide some quantitative estimates on how
to determine these bounds. Our theoretical modelling provides further evidence to suggest that
auxiliary topical (regenerative) treatment of the skin can be a useful complement to virotherapy.

Keywords: spatial modelling, travelling wave solutions, mathematical ecology, invasive

weed spreading, oncolytic virotherapy, hypoxia, PDE modelling, ODE modelling, lattice
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Summary for Lay Audience

Using mathematical and computational tools can offer new insights on existing problems in
biology. We consider some problems of biological invasion from a mathematical perspective:
(1) The spread of an invasive weed plant species through a forest, taking up the resources of
the pre-existing native plants and (ii) the spread of melanoma, an invasive skin cancer with
high a mortality rate when diagnosed at an advanced stage. Even though these problems may
seem very disconnected, very similar mathematical tools can be used to analyze them and to
determine the similarities which exist between them. When investigating invasive plants with
this approach, we find some potentially useful control measures to reduce the harm caused
by invasive weeds. In particular, we find that taking control measures at the boundaries of
where the weeds grow rather than throughout the entire forest can help control the spreading.
When investigating the spread of melanoma, we consider the possible outcomes of treating the
cancer with an oncolytic virus. This is a genetically engineered virus that attacks cancer cells,
uses them to replicate, then destroys them while leaving healthy tissue unharmed. We build
models which let us make suggestions on how to engineer these viruses by determining what
features the viruses need. In particular, we find that a useful oncolytic virus should be effective
at infecting the cancer cells, but not too potent at destroying these cancer cells. Why is that?
Because if the virus kills the cancer cells faster than it may infect them, then it won’t have
any hosts through which to replicate. We find that there is a very delicate balance between
how infectious the virus is and how efficient it is at killing the cancer cells. Our models give
guidance on how to build these viruses under various conditions, such as the available oxygen at
the tumour site. By using math to investigate these biological problems and using computers to
run simulations, we can make predictions on how to mitigate the negative impacts of biological
invasions without having to wait for months or years. Of course this approach cannot replace

ecological field work or clinical trials, but it can help guide them.
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Chapter 1

Introduction

Spatial modelling of biological phenomena has seen widespread application in various fields
such as ecology, epidemiology, population dynamics, and immunology [2, [17, 24, 29]. When
used in combination with time-dependent dynamical models, spatial modelling can provide
new insights on the underlying biological systems in a way which may drive policy decisions
and suggest unique methodologies for dealing with classical biological problems. At the same
time, these biological problems may offer new insights on the mathematical methodologies
by presenting challenging problems and encouraging the use of complicated modelling tech-
niques.

Some examples of spatial modelling include the modelling of the spread of invasive plant
species [17], spatial modelling of infectious disease spread [24]], and the modelling of various
cancer treatment modalities, such as oncolytic virotherapy [2]. The mathematical tools used
to develop and analyze these models can include delay differential equations (DDEs), ordinary
differential equations (ODEs) on lattices, and partial differential equations (PDEs). The use of
computational tools to perform numerical analyses and run simulations is also integrated into
spatial modelling.

Broadly, the goal of this thesis is to develop and analyze spatial models in two separate bi-

ological contexts: an invasive plant species competition model and the modelling of melanoma
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skin cancer treatment via oncolytic virotherapy. In both cases, we make use of PDE modelling
and in the latter case, we also make use of ODE modelling on a spatial lattice. Ultimately, we
provide a synthesis of the two seemingly disparate biological problems by connecting them
through the mathematical framework. The underlying theme is the concept of biological in-
vasion — the invasion of a native forest by an invasive plant species, the invasion of a healthy
extracellular matrix by an invasive cancer, and even the invasion of melanoma cancer cells by
an oncolytic virus in an attempt at treatment.

The rest of this chapter is devoted to providing the relevant biological background and
motivations, as well as the relevant mathematical and computational techniques which will be

used throughout this thesis.

1.1 Tradescantia fluminensis: An Invasive Weed

We begin by considering the case of ecological invasion on a population level. An invasive
species is typically defined as a non-native species that threatens ecosystems and native species
[32]]. Invasive species can be animals, plants, fungi, and other living organisms. Along with
climate change, invasive species have historically been implicated as the one of the great-
est drivers of biodiversity loss [26} 50]. Invasive species may be introduced to an ecosystem
through a variety of ways, such as natural dispersal. The most common method of the introduc-
tion of invasive species is through direct human intervention, either accidentally or deliberately
[30]]. For instance, exotic animals might be introduced for the purpose of trade and plant species
may be introduced for the purpose of gardening, decorations, or foraging. These species typ-
ically display strong colonization characteristics and are able to establish in the new habitats,
often at the cost of displacing the pre-existing native species [30]. It should be noted that not all
non-native species are invasive. Along with the threat posed to native animal and plant species,
the impacts which invasive species have on biodiversity also trigger cascading effects which

can ultimately culminate in harm of human well-being through depletion of natural resources
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and the effect on agricultural industries [32]]. It is therefore crucial to assess the risk posed by
invasive species in order to inform policy decisions, both environmental and economical.

Invasive weed plant species pose a significant environmental risk. By depleting the re-
sources of native plants, these weeds may displace native species [42]. This can lead to a
cascading effect, in which animal species which rely on the native plants as important parts
of their habitats are also negatively impacted and displaced, potentially devastating an entire
ecosystem as a result.

The plant species Tradescantia fluminensis, T. fluminensis, is a herb which is native to
South America. In countries such as New Zealand, Australia, and (parts of) the United States,
T. fluminensis acts as an invasive weed, competing with these countries’ native plant species
and leading to depletion of the naturally existing forests [17,41,42]]. This occurs as a result of
competition over resources, such as nutrients and water. Previous studies have found that the
presence of this weed can cause an exponential decrease in the native plant biomass [42]].

Finding new ways to control the spread of invasive weeds is essential in the preservation of
many ecosystems. Many methods, such as the application of herbicides, have been suggested
and applied in the control of invasive plant species. As an example, Standish et al. have sug-
gested that decreasing the biomass of 7. fluminensis below some critical threshold may lead to
the regeneration of many native forests [42]]. Aside from herbicide use, other control measures
against the invasion of weed species include manual techniques such as cutting/pulling, animal
grazing, and biocontrols (animals and insects), and even prescribed fires [44]]. We explore a
different option: Are there any alterations we may make to the environment of native plant
species to provide them with advantages which may lead to out-competing the invasive weeds?

There is much need to approach the problem of invasive weed species in new ways. More
recently, mathematical modelling has seen use in addressing this problem, In Chapter 2, we
add to the existing literature by formulating and analyzing a new PDE model of competition
between native plants and 7. fluminensis. By comparing the results of the model to the relevant

ecological literature, we are able to make some suggestions concerning less invasive methods
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of controlling the spread of 7. fluminensis. For example, as we will see in Chapter 2, our
modelling predicts that increasing the carrying capacity of the forests (i.e., through stricter
nature preservation policies) may lead to a reduction of the extinction of native plant species

[43].

1.2 Melanoma: An Invasive Cancer

Despite ongoing advances in treatment, cancer remains one of the deadliest and most challeng-
ing group of diseases, particularly at more advanced stages. While survival rates have greatly
improved for certain cancers such as cancers of the prostate and breast, the survival rates unfor-
tunately remain depressingly low for other cancers such as glioblastoma and pancreatic cancer
(particularly adenocarcinomas of the pancreas) [40]. Late detection due to lack of feasible
screening methods is one of the major reasons for this disparity of outcomes [15]. Another
major reason is due to a lack of quantity and efficacy of available treatments, particularly in the
metastatic (cancer that has spread to distant organs or bones) setting. For example, as of 2022,
there are typically only two lines of treatment available to Canadian patients with metastatic
unresectable pancreatic cancer (FOLFIRINOX and Gemcitabine + Abraxane) [5] and many
patients are too weak to even begin a single chemo regimen. Therefore, there is great inter-
est not only in the development of more treatment protocols, but of less toxic ones such as
immunotherapies.

Not all cancers are invasive — many cancers are noninvasive. Noninvasive cancers remain in
situ, remaining in the original tissue in which they originated rather than spreading throughout
the body (see, i.e., [47]). Treatment of these cancers is still typically required as they have
the potential to become invasive over time if not promptly identified and eradicated. At this
stage, often considered stage 0, treatment tends to involve surgery or radiation, but rarely more
toxic modalities such as chemotherapy. Invasive cancers are cancers which have announced

their intention to spread throughout the entire organism. Upon invading distant regions of the
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body, the cancer cells may form new tumours and interfere with the necessary function of vital
organs, leading to death. The analogy between metastatic invasive cancer and invasive weeds
is clear: tumour cells, like invasive plants, have spread to a different part of the body where
they are essentially exotic and interfere with the delicate balance of the pre-existing system
(i.e., organ or ecosystem). An example of an invasive skin cancer is melanoma.

Melanoma is considered a deadly form of skin cancer, which is known for high mortality
rates when diagnosed at advanced stages [39]]. It begins in the melanocytes — the cells respon-
sible for producing melanin — and can begin in various parts of the body such as the arms,
legs, or trunk [38} 45]. It is the fifth most common cancer in adults in the United States [37].
Fortunately, due to increases in early detection and increased protection against UV radiation,
there have been significant improvements in its treatment and in patient outcomes [39]. How-
ever, treatment becomes much more difficult in the metastatic setting at which point the disease
generally becomes incurable. This has driven the need for additional treatment modalities.

Like many other cancers, melanoma typically spreads through two possible routes: the
bloodstream and the lymphatic system. Generally, melanoma is more likely to first spread into
nearby lymph nodes before spreading into the bloodstream [S1] and toward distant organs,
1.e., metastasis. In this thesis, we consider the case of spread through the lymphatic system.
Once the primary melanoma tumour grows larger and deeper into the skin, there is a higher
probability of it reaching the lymphatic system [3, 28]. At this point, lymphatic fluid carries
the cancer cells to the lymph nodes [23]]. Typically, a greater number of lymph nodes effected
at the time of diagnosis is associated with a worse prognosis. From here, the tumour cells may

go on to invade distant organs.

1.2.1 Oncolytic Virotherapy

Oncolytic virotherapy refers the use of genetically modified viruses to selectively infect and
destroy cancer cells via both direct and indirect mechanisms [[12, [36]. This treatment modal-

ity has a significantly reduced toxicity compared to a conventional treatment method such as
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chemotherapy. The use of oncolytic virotherapy in tandem with chemotherapy can lead to even
more promising results in terms of prognosis. For example, ONYX-015, an oncolytic aden-
ovirus, has been used in clinical trials for the treatment of metastatic pancreatic cancer [48]].
Maintaining quality of life is an important aspect of treatment for patients with terminal cancer
and so the use of such a virus comes with the benefit of reduced toxicity compared to some
traditional therapies.

An oncolytic virus, the modified herpes simplex virus Talimogene laherparepvec (T-VEC),
has been use in the clinical setting to treat inoperable melanoma [20,35]. The virus is typically
administered via direct subcutaneous injection into the melanoma lesion [[14]]. The treatment is
frequently performed in combination with other therapies such as radiotherapy and chemother-
apy. The virus selectively infects and destroys melanoma tumour cells, hijacking their replica-
tion machinery, proliferating, and moving on to infect additional tumour cells. Furthermore,
the virus can also activate the immune system, stimulating an immune response against can-
cer cells which have already spread [10, [12]]. Other onclytic viruses used in the treatment of
melanoma include adenoviruses such as ONYX-015 and ZD55-1L-24 [18]].

In Chapter 3, we propose and analyze an ODE model of oncolytic virotherapy. We then
extend this model to a regional model which incorporates spread of the cancer through the
lymphatic system, hence incorporating spatial structure. The goal is to analyze the potential
systemic therapy properties of oncolytic viruses. In Chapter 4, we propose and analyze a con-
tinuous PDE model of oncolytic virotherapy. In both cases, we make predictions concerning
the mechanism of cancer cell infection by oncolytic viruses. We also make some suggestions

concerning optimization of the treatment protocol.

1.2.2 Cell-to-Cell Viral Spreading

In Chapters 3 and 4, we make use of cell-to-cell spreading of viruses in our modelling of
oncolytic virotherapy. This is a mechanism used by oncolytic viruses, also known as oncolysis,

in which the virus infects and destroys cancer cells via necrosis. Viral progeny are then released
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and go on to infect surrounding cancer cells via cell-to-cell spreading [[16]].

In contrast, much of the mathematical modelling of viral infections considers the use of a
free virus variable [34, 46l]. To consider the case of cell-to-cell spreading of viruses, we may
adopt the approach used in [6} 22]]. We can consider the density of cells which are uninfected
by the virus, u(¢), and the density of cells which are infected by the virus, n(¢). As in [6], we
assume that « gives the rate at which infected cells are able to infect the uninfected cells and
that 8/« is the fraction of cells which survive the incubation period. Then we may model the

infection by using the following system of integro-differential equations [6]:

du

T = —qun, (1.1)
dn !

T =ﬁ[ u@nEF(t — £)dé, (1.2)

where F'(¢) is the delay kernel probability distribution. For biological realism, we assume that
the initial values of u and n are positive for & € (—oo,0]. The above system assumes that cells
which are infectious at time ¢ were infected & units in the past. As in Section 3 of [6], we

assume that F(¢) is given by the Dirac delta function, F(£) = 6(£). Making this substitution

into system (1.1)) - (1.2)) yields
= —au(t)n(?), (1.3)

du
dt
dn
— = Bu(Hn(t), 1.4
4 = Bun() (1.4)
which resembles predation in population models. This is the mode of infection which will be
considered as an important feature of the models we develop in Chapters 3 and 4. This form

of infection has previously been considered in mathematical models of oncolytic virotherapy

such as in [49]. For more on cell-to-cell spreading of viruses, one may read [6, (16} 22]].
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1.3 Mathematical Methodologies

In subsequent chapters, we make use of various mathematical methodologies concerning spa-
tial modelling. Even though the biological context of Chapter 2 may seem dissimilar to that
of Chapters 3 and 4, the common factor between the chapters is the physical property of in-
vasion. Invasive weeds spread throughout natural forests and disrupt naturally existing plants.
Invasive cancers spread throughout an organism and disrupt the function of naturally existing
organs. Oncolytic viruses invade their target cancer cells and disrupt their function. The com-
mon theme here is invasion via spatial spreading. To that end, we may use similar tools to

perform spatial modelling of these seemingly vastly different scenarios.

1.3.1 Stability of Steady States

When constructing mathematical models, adding complexity to the model can help capture
richer dynamics of real-world phenomena. In general, as the complexity of a model is in-
creased, the mathematical tractability tends to decrease. Typically, finding explicit solutions to
the problems posed is very difficult and, frequently, impossible. While the use of numerical
simulations in approximating solutions to the models may be used as a very useful alternative
to finding exact solutions, it is often preferable to be able to analytically establish some exact
results by using mathematical theories. Aside from providing information on how the systems
will behave, these analytic results may also be used to guide numerical simulations by offering
suggestions on numerical values of the model parameters.

In this thesis, we are primarily concerned with modelling via autonomous ODEs. Even
when considering PDEs, our analytic investigations are frequently concerned with the existence
of travelling wave solutions. For our purposes, as in Subsection 1.3.2, this type of analysis
typically involves investigating a system of autonomous ODEs which describes the dynamics
of the travelling wave. To that end, we review some relevant results regarding stability of steady

states of autonomous ODE:s.
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We will consider first-order ODEs. The following theory will also be relevant for n™-order
ODEs as such higher-order ODEs may be expressed as systems of first-order ODEs. For more
details on the following definitions see [33|] or most texts on nonlinear dynamical systems

theory.

Definition 1.3.1 A system of n first-order ODEs is autonomous if it may be written in the
form
dx

m =f(x), for x € Q, (1.5)

where we consider the open subset Q € R” and f : Q — R” is continuously differentiable. If

X € Q is a point such that f(X) = 0, then X is a steady state (or equilibrium) of system (L.5]).

If a system is initially at the steady state, it will remain there for all values of the indepen-
dent variable. A wide range of behaviours of solutions of system (I.5]) can be characterized by

the stability of the system’s steady states. It is therefore useful to formally define stability.

Definition 1.3.2 Consider system (1.5 with initial conditions x(0) = X, which has solution

x(?). If for all € > 0 there exists a § > 0, so that for all x, such that

Ixo - %l <6 = |x()—%l|<e Vi>O0,

then the steady state X is locally stable. In this case, ||-|| denotes the standard Euclidean norm.

Moreover, if in addition to the steady state being locally stable, it also holds that

lim x(¢) = X,

t—o00

then the steady state X is said to be locally asymptotically stable. If X is not locally stable, then

we say it is unstable.

The definition of local stability of a given steady state considers solution trajectories with

initial conditions near the steady state. If in addition to being locally stable, all solutions with
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initial conditions in €2 converge to the steady state as t — oo, then we say that the steady state
is globally asymptotically stable.

From a biological perspective, being able to establish stability of a favourable steady state
(such as an weed-free or a cancer-free steady state) of one’s model is typically preferable. Es-
tablishing local asymptotic stability tends to be easier as it can often be accomplished through
linearization of a nonlinear system about the steady state. Since the stability of steady states of
linear systems are well understood, we can study stability of hyperbolic steady states of non-
linear systems by use of tools such as the Hartman-Grobman Theorem [33]]. Global asymptotic
stability is a stronger result but tends to be harder to prove, particularly in higher dimensions.
Techniques such as constructing Lyapunov functions over trapping regions can be useful in
establishing global stability results.

We now consider the construction of a Lyapunov function in order to establish global

asymptotic stability of the steady state X.

Definition 1.3.3 IfV : Q — R is a continuously differentiable function, then we say that V is

a Lyapunov function of system if
1. V is positive definite on €, i.e., V(X) = 0 and V(x) > 0 for all x € Q \ {X};

2. V(X) <0 forallx € Q.

Theorem 1.3.1 (LaSalle’s Invariance Principle) Assume that X is a steady state of system
and that there exists a Lyapunov function of this system in the sense of Definition If
U:={xeQ:V(x)=0}and W C U is the largest positively invariant (with respect to system

) subset of U, then all bounded solutions of system in Q approach W as t — oo.

An important corollary of Theorem [1.3.1] is that if the set W contains only the locally
stable steady state X, then all bounded solutions approach X as t — oo and so X is globally

asymptotically stable.
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Throughout this thesis, we frequently make use of stability analysis as it comes up in var-
ious contexts. The study of travelling wave solutions of PDE models is one such example, as

we will see in the next subsection.

1.3.2 Travelling Wave Solutions

Travelling wave solutions of partial differential equations have been studied extensively in the
context of modelling various biological phenomena [7, [13], 25, 27]. We consider a system of

reaction-diffusion-advection equations of the form

ou(x, 1) ou(x, 1) 0*u(x, 1)
=D
a TV ax o2

+ F(u(x, 1)), (1.6)

where x € R, u € R", V = diag(vy, va,...,v,), D = diag(Dy,D»,...,D,),and F : R" — R" is
a continuously differentiable function. In Chapter 2, we consider the case where D = 0 and in
Chapter 4, we consider the case where V = 0. To find a travelling wave solution of this system,

we consider a solution of the form

T
u(x,t) =U(x—ct) = (U (x = ct), Up(x—ct), -+, Unyx—ct)| >

where ¢ > 0. We call such a solution a right-travelling travelling wave solution. By setting
& := x — ct, where € is also called the travelling wave variable, the travelling wave solution
may be written as U(¢). By substituting the ansatz into system (I.6]), we obtain the following

system of ordinary differential equations:

dU dU d’U
—CE + VE = Dd_.fz + F(U(¢)). (1.7)

Let Ey = (aj,ay,...,a,) and Ey = (b1, b,,. .., b,) be steady states of system (1.7). We set the
additional condition that the solution, U(¢), approaches Ej as ¢ — —oo and approaches E; as

& — oo. With this additional condition, we have properly defined a travelling wave solution of
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system (1.6).
Usually considered the classical example of the study of travelling wave solutions is the
so-called Fisher-KPP equation [11, 21]. This is given by the reaction-diffusion equation
@:Daz_”m(l—ﬁ), (1.8)
ot ox? K
where D is the diffusion coefficient, r is the logistic growth rate, and K is the carrying capacity,
1.e., of some population with density u. This is an example of a reaction-diffusion equation. In
order to obtain this equation from system (1.7, we set n = 1 and V = 0. This equation may be
non-dimensionalized to give
ou 0*u

E:@+u(1—u). (1.9)

We note that equation has two steady states, u = 0 and u = 1. A travelling wave solution
of equation (1.9) takes the form u(x, 1) = U(¢), where we define ¢ := x — ct, and c is a positive
constant. The solution satisfies limg_,_, U(£) = 1 and limg_,, U(€) = 0. That is, the solution
connects the two steady states. Through a standard phase portrait analysis, it can be shown
that for ¢ > 2, there exists a travelling wave solution of the Fisher-KPP equation [9]. If ¢ < 2,
then the Fisher-KPP equation does not possess any non-negative travelling wave solutions and,
therefore, it does not possess any biologically relevant travelling wave solutions. We now give
a brief outline of the standard approach used to show these results.

We can show the existence of a travelling wave solution by using standard Poincaré-
Bendixson theory. To begin, substituting u(x, 1) = U(x — ct) = U(¢) into equation (1.9) yields

the following travelling wave ordinary differential equation:
—-c— =—+U(1-U). (1.10)

Setting V(¢) := U’(£), we may write equation (I.1I0) as the following system of first order
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differential equations:

U@ =V, (1.11)

V() =-cV-Ul-U). (1.12)

Linearizing the system at the steady states (U, V) = (0,0) and (U, V) = (1, 0) gives the matrices

0 1 0 1
J(0,0) = . J(1,0) = ;

-1 —c 1 —-c

which respectively have eigenvalues (—c + Ve2 —4)/2 and (—c = Ve +4)/2. Since J(1,0)
always has one negative eigenvalue and one positive eigenvalue, the steady state (1,0) is a
saddle point. On the other hand, J(0, 0) may have either real or non-real complex eigenvalues.
In all cases, the eigenvalues have negative real part and therefore, (0, 0) is (locally) stable. If
¢ < 2, the origin is a stable spiral and the solution U(¢) becomes negative for some values of
¢. Hence, no biologically feasible travelling wave solution exists for ¢ < 2, as we require non-
negative solutions. On the other hand, if ¢ > 2, then there exists a heteroclinic orbit connecting
(1,0) to (0,0) for which U(¢) remains non-negative. Trajectories for different values of ¢ are
given in Figure See [9] for more details. We can conclude that c,;, = 2 is the minimal
wave speed for which a travelling wave solution exists and such a solution exists for all ¢ > 2.

Since we are considering a right-travelling wave, we note that as ¢t — oo, we have
¢ — Foo. Hence, the long-term dynamics of this system tend to the U = 1 steady state.
In the context of a population undergoing logistic growth and spreading via diffusion, this so-
lution corresponds to the potential of the population to move from near extinction to a level
approaching the carrying capacity. We will consider travelling wave solutions of more compli-
cated models, but we will see that just as in the Fisher-KPP equation, linearization at the steady

states plays a major role in establishing our results.
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Figure 1.1: Heteroclinic orbits of the Fisher-KPP equation connecting (1, 0) to (0, 0) for differ-
ent wave speeds, c. When ¢ = 1.0, U crosses the V-axis and becomes negative, leading to a
non-biological solution. For ¢ > 2, U remains non-negative and we have a biologically feasible
travelling wave solution.

1.4 Contributions of this Thesis

We now have the simplified yet sufficient biological background to tackle some problems of
biological invasion from a mathematical perspective. Unsurprisingly, these forms of biological
invasion contain spatial structure which should be considered. In the context of spreading
invasive weeds, the spatial structure corresponds to a forest mat across which the weed spreads.
In the context of oncolytic virotherapy treatment of melanoma, the spatial structure corresponds
to the position of the tumour cells (and the virus) within the organism. The overarching goal
of this thesis is to develop and investigate spatial mathematical models and further establish
a connection between the ecological invasion of weeds and the malignant invasion of cancer.

The particular contribution of each chapter is summarized below.

e Chapter 2: We begin this chapter by revisiting a two-variable PDE model of 7. flu-
minensis spreading [4]. We consider some special cases of this model which have not

previously been considered and analytically solve the corresponding initial and bound-
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ary value problems. From these solutions, we can make some biological predictions
concerning control measures to avoid uncontrolled weed spreading. Namely, we pre-
dict that in forests in which invasive weeds are spreading very fast, controlling the weed
biomass only at a boundary (such as beside a river) is more effective and more feasible
than taking control measures (like herbicide application) throughout the entire forest. In
other words, controlling the original boundary of the weed is more effective than tak-
ing extreme measures throughout the entire forest mat. These results are consistent with
some of the existing ecological literature [19]. We then extend the model further by in-
troducing a pre-established native plant species which can also spread through the forest
and competes with the invading weed. In our analysis, we determine some conditions on
the system parameters which lead to co-existence of the species and preclude the extinc-
tion of the native species. Among many results, we find that the carrying capacity of the
forest is one of the most important parameters and that maintaining a greater carrying ca-
pacity can lead to co-existence. Perhaps more surprisingly, we find that the same is true
of the rate of competition between the weed and the native species — greater competition
rates leads to co-existence of the species. When considering travelling wave solutions of
our system, we also prove that the infimal (rather than minimal) wave speed required for
a co-existence transition wave is given by the advection (creeping speed of the invasive
weed. In this regard, the result of our extended model agrees with and further supports

the result of the original model proposed by Hogan and Myerscough [4].

o Chapter 3: In this chapter, we develop a model of oncolytic virotherapy which takes into
account the oxygen concentration of the tumour microenvironment. We model the use of
an adenovirus which has decreased infection and oncolysis (i.e., cancer cell destroying)
functioning under hypoxic conditions. Compared to much of the existing modelling lit-
erature, we model the virus’ infection and oncolysis rates as a functions of the available
oxygen concentration rather than as constants. We then extend this model even further

by considering a regional model of melanoma spreading to the adjacent lymph nodes
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through the lymphatic system by constructing a system of ODEs on a one-dimensional
lattice, with each vertex representing a lymph node and each edge representing a lym-
phatic vessel. Through our analysis and computational work, our findings may grant
some insight on the engineering of oncolytic viruses. Namely, we establish some im-
portant relationships between the infection capabilities of the virus and its oncolytic
(killing) capabilities which depend on the oxygen conditions of the tumour microen-
vironment. We are led to conjecture that under hypoxic conditions, the preferential virus
characteristic would be increased oncolytic capacity, but under oxygen-rich conditions,
the oncolytic capacity should be reduced relative to the infection capacity. In all cases,
our theoretical work indicates that the delicate balance between how potent a virus is at
infecting and how potent a virus is at killing is at the forefront of successful treatment.
Importantly, we determine that the oncolytic capabilities of the virus must never be too
great as this will lead to failure of the treatment as more cancer cells are killed than
can be infected. This work can hopefully lead to some potential directions regarding

engineering oncolytic adenoviruses.

Chapter 4: We continue with the theme of oncolytic virotherapy in this chapter. The spa-
tial aspect of Chapter 3 comes from the lattice model which incorporates lymph nodes.
On the other hand, the spatial structure of Chapter 4 comes from the use of a three-
variable PDE system to model the local spread of a melanoma tumour on the surface
of the skin in the presence of oncolytic virus treatment. That is, we consider continu-
ous space rather than discrete space. We build these models by building upon the work
of [4), 8] — which just consider melanoma growth — and extending the models by con-
sidering the impact of treatment with an oncolytic virus. We investigate the existence
of travelling wave solutions, both analytically and numerically. We once again assess
the importance of the infection and oncolysis capabilities of the virus, as in Chapter 3.
While many characteristics of this new mechanistic model differ from those of Chapter

3, we find consistent results regarding preferential virus characteristics. That is, we once
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again find that the oncolysis rate of the virus must not be too great, consistent both with
Chapter 3 and the existing literature (i.e., see [1l]). Our investigation also suggest that
a useful complementary treatment may include non-invasive topical treatments such as
wound dressing of the damaged skin, a technique which has also been investigated in
the oncology literature [31]. We further provide evidence of the importance of wound

dressing as an important part of melanoma treatment.

e Chapter 5: In the final chapter, we make some concluding remarks and discuss possible

future work regarding the modelling of biological invasion.
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Chapter 2

On the Mathematical Modelling of

Competitive Invasive Weed Dynamics

2.1 Introduction

This work is motivated by the work of Hogan and Myerscough [4], in which the authors in-
vestigated the spreading of an invasive weed. In their paper, PDE models were used to explore
the dynamics of the weed Tradescantia fluminensis. T. fluminensis is an herb native to South
America which acts as an invasive weed species in countries such as New Zealand, Australia,
and parts of the United States [4, (10, [11]]. This weed invades the floor of depleted forests and
competes with native plants for resources [11]. In turn, this prevents re-growth of the native
plants. Biological research has shown that the presence of this weed causes an exponential
decrease in native plant biomass. Standish et al. predicted that increasing the native plant
biomass will suppress the growth of 7. fluminensis [11]. Furthermore, this paper suggested that
reducing the biomass of T. fluminensis below some critical amount could lead to regeneration
of the native forest [[L1]].

Motivated by the ideas of these previous papers, we seek to study the dynamics 7. fluminen-

sis both in isolation and in competition with neighbouring native plant species by expanding
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on previous mechanistic modelling. One of the goals of this modelling is to offer ideas for
implementing controls on the invasive weed growth in order to reduce or prevent native forest
depletion, as well as the deleterious side effects this may have on animal species native to these
habitats.

The mathematical modelling of invasive weed dynamics has previously seen success in
offering insights on mechanisms of weed growth [4] as well as proposing ideas for controls [3]].
Research conducted by Standish [10] suggests a positive correlation between light exposure
and regrowth of T. fluminensis. This idea is an important aspect of the work of Hogan and
Myerscough [4], in which the authors proposed a model which accounts for light availability
and self-shading, the process by which a plant’s own leaves will inhibit the amount of light
to which neighbouring leaves are exposed. This is an idea we continue using throughout this
chapter.

We also propose some ideas for implementing controls for 7. fluminensis growth. Gourley
et al. [3] and James et al. [6] have previously proposed the use of insects as bio-controls for
invasive weed growth. We will instead consider the idea of using a physical boundary as a
control. This would involve working on a small area of a forest instead of an entire forest mat,
an approach which may be more feasible.

Another important feature we incorporate in this modelling is competition between a native
plant species and 7. fluminensis. This type of competition between invasive weeds and native
plants has previously been observed [7]. These types of competitive dynamics are dependent
on photosynthetic activity and hence on self-shading, so this modelling is a natural extension
of the work of Hogan and Myerscough. Mathematical modelling of plant competition has
also been used to find conditions which yield co-existence/persistence of multiple species [12].
We take a similar approach in this chapter. In particular, we use the competition model to
suggest necessary conditions for the two competing species to coexist, based on factors such
as weed leaf biomass, competition, native species carrying capacity, etc. In summary, this lets

us propose some ideas of altering parameters which may lead to native forest regeneration.
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2.1.1 Model and Methods

We will begin by exploring the use of the method of characteristics on a simplified version of
the original, successful model proposed by Hogan and Myerscough [4] to explore the model
from a different perspective. We will do this in two cases: a forest mat without a boundary
and a forest mat with a boundary. Biologically, the second case corresponds to some physical
boundary in the forest which exerts control on the plant growth, such as a river/body of water.
The first case, while less realistic, will yield a solution which will be relevant to the second
case and therefore be considered with great detail. The main simplification we will make in
comparison to the original model of Hogan and Myerscough is the assumption that the effect
of self-shading (a type of intraspecies competition in which a plant competes with itself for
resources [1], i.e., sunlight) is negligible [4]. We will then propose some PDE models of
competition between native plants and the invasive weed in an attempt to capture the dynamics
of the interspecies competition. We then use these models as a basis for exploring the existence
of travelling wave fronts. In particular, we will find necessary conditions for the existence of a
travelling wave. This type of solution of the PDE model will imply the existence of a solution
between steady states of the system, hence implying a transition from one state of the forest to
a different state over sufficiently long time. In the context of weed invasion, this could offer
many interesting interpretations. For instance, the transition from a co-existence equilibrium to
an extinction equilibrium explains how altering parameters will affect the long-term behaviour
of the forest.

The master equations, the different cases of which we will be studying throughout this

chapter, are

on on

il —va + Ba()n — on — ynu,

ot

o = ma()n — ¢l (2.1)
ou __ ou, (1_"“‘)_

o =V ru ynu.
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This system is based on the model proposed by Hogan and Myerscough [4]. We will
consider different definitions of @(£) and ¢ and we have incorporated a third variable which
represents a competing native plant species. The quantities n, £, and u respectively represent
biomasses of the weed stem, weed leaves, and native plant. As in [4], we consider the case
where both the weed species and native plant species spread across the forest via advection. 8
represents a rate of stem apex growth, m represents an effect of stem biomass on leaf growth,
o represents the rate of stem apex death, and ¢ represents the weed leaf natural death rate.
As in Hogan and Myerscough’s model, a(£) can be interpreted as factoring in the effect of
photosynthesis, which depends on the leaf density. This dependence accounts for self-shading
[4] - a mode of intraspecies competition which many plants exhibit wherein newly grown
apical leaves inhibit the amount of light available to older leaves on the same plant by casting
a shadow over these older leaves [1]. In different sections of this chapter, we will consider
different forms of a(¢) which account for different dependences on the leaf biomass in different
physical situations. The constants v and v, represent the rates of weed spreading and native
plant spreading, respectively. It is also clear that the native plant growth is modelled via a
logistic growth term with rate r and carrying capacity K. The weed stem biomass appears in
the logistic term to account for the weed consuming the native plant’s resources. Finally, y is
the competition coefficient between the two species.

In Sections 2.2 and 2.3, we consider the case where U = 0. This represents the growth of the
weed species in the absence of a competing species. This case with self-shading incorporated
and a non-constant weed leaf death rate was studied in detail in [4]], in particular via a travelling-
wave analysis. We will instead consider the case where self-shading is negligible, i.e., a({)
is held constant for all £ > 0. We will explore a different technique, namely the method
of characteristics, to gain some new insights on this case. We will consider both a case with
purely initial conditions and a case with both initial and boundary conditions which correspond
to different ecological situations.

In Section 2.4, we first consider the case where v, = v and a({) is again held constant. This
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corresponds to the case where the native plant species also spreads through the forest mat via
advection, at the same speed as the weed species. Furthermore, self-shading is still taken to be
negligible for the mathematical tractability of the system. This represents the case where there
is sufficient photosynthetic input, independent of the weed leaf biomass.

In Section 2.4.1, we consider the case of an established forest, i.e., the native plant species
does not spread via advection as in the previous case. In this case, only the weed species is
spreading. Hence, we take v, = 0. We will not consider self-shading to be negligible and we

will define the function @(£) to not be constant on its domain.

2.2 The Method of Characteristics on the Whole Space R

In the spirit of chapter 2 of Logan [8], we will begin our analysis by applying the method of
characteristics. We consider the case where U = 0 in system @, 1.e., the case where the
native plant species is absent. Furthermore, we take a({) = « to be constant. Note that a very

similar system was studied in [4], which was given by

on 0
E = _a(nv)+,8a’(f)n—0'n,
2.2)
ot
i ma()n — ¢p(6)¢,

where n = n(x,t),{ = €(x,t) : R X R, — R respectively represent the non-dimensionalized
densities of the weed’s stem apices and leaves at position x at time z. This PDE system models
the growth of the weed via advection, with constant rate v, rather than seed dispersal [9], i.e.,
through insects, wind, etc. This mechanism of spread is also referred to the creeping of the
weed species through the forest mat. The authors considered the case where a(f) grows to
some maximum value as the leaf density approaches a critical value, then decreases as the leaf
density continues to increase past this critical value. Furthermore, they took the leaf-density

death rate ¢ to be a linear function of the leaf density. The authors performed a travelling-wave
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analysis to explore the dynamics of their model.

For the remainder of Section 2.2 and in Section 2.3, we will instead apply the method of
characteristics to gain some new insights on an altered version of this model. In this section,
we consider the case of system where both a(€) = @ and ¢({) = ¢ are taken to be positive
constants. This represents the case where self-shading has been removed as a limiting agent,

i.e., via some artificial light source for constant, sufficient photosynthetic activity. This system

is given by
0 0
0—’: = —Va(n) + (ﬁ(l —o)n, 03
O _ an — o
Pl man — ¢C.

We will consider n and ¢ to represent the stem apex biomass and the leaf biomass, respectively.
Observe that making our assumption of no self-shading decouples the first equation of system
(2.3) from the second equation. We will first consider this equation in the domain R x R,.

Doing so, we impose the following initial conditions:
n(x,0) = ng(x) =0, £(x,0)=£€y(x) >0, x €R, 2.4)

where n( and ¢, give the initial distributions of stem and leaf biomasses, respectively. There-
fore, these functions represent the initial state of weed biomass in some forest/biological sys-
tem.

Using the method of characteristics, it holds that n’(f) = (Ba — o)n on the characteristic
curves given by x’(f) = v. That is, the characteristics are given by x — vt = &, for all £ € R.
Hence, the characteristics are the lines on the xt-plane with slope 1/v. Using separation of

variables:

S=t d S=1
f & f (Ba — o) ds,
s=0 N s=0
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— Inn(x,0)| - Infn(€,0)] = (B — o)t = n = ny(&)e=",

=np(§)

Hence, by making the substitution & = x — vt, it follows that
n(x, 1) = no(x — vt) - P, (2.5)

Remark 2.2.1 In the case where « is not held to be constant, while explicitly solving for n(x,t)
may not be feasible, it is still simple to show the positivity of the solution n(x,t). It can be

shown, as above, that if there exists some solution vector [n(x, t), £(x,1)]" to , then

n(x, r) = no(x — vr) exp (f[ [Ba(€ (x(s), ) — o] ds).
0

Therefore, n(x,t) > 0 for all (x,t) € R X R,, showing the positivity of stem apex biomass - this

is a necessary condition for well-posedness.

The second PDE in system (2.3)) may now be solved by substituting (2.5)) into the PDE and

using a suitable integrating factor. In this case, we can use the integrating factor ¢?’. Then,

b+ ¢l = ma - no(x — vi)ePr ),

! a f
= f — (eq”f) ds = maf no(x — vs)ePr o sd,
0 Os 0

!
= "l(x,1) - {(x,0) = ma/f no(x — vs)eProt9sds,
0

Making use of the initial conditions (2.4)), we obtain the following solution:
!
L(x, 1) = e P 6y(x) + mae™” f no(x — vs)ePro9sds, (2.6)
0

Biologically, we are interested in determining the long-term behaviour of the system, i.e., to
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determine the future state of a forest in which the weed is spreading. While this information
is easy to determine from equation (2.5), the asymptotic behaviour of ¢, described by equation

(2.6), may be less clear. To that end, we consider taking + — oo in the following theorem.

Theorem 2.2.1 Let ny, £y € C(R) be strictly positive functions. Furthermore, let ny be a
bounded function, i.e., there exists some M > 0 such that 0 < nyg(x) < M. Then the solu-
tion of system ([2.3) with initial conditions n(x,0) = no(x) and £(x,0) = €y(x) is given by (2.5)
and (2.6). Furthermore,

1. If Ba < o, then Vx € R : lim,_,, n(x,t) = lim,_,,, {(x,¢) = 0.

2. If Ba = o, then n(x,t) = no(x — vt).
Proof We have previously shown that (2.5) and (2.6) give solutions to (2.3 by deriving the
solutions. This completes the proof of the first part of the theorem.

Next, we consider the case where Sa < o and that the integral term on the right-hand side
of @ converges, say, to limit 0 < L < co as t — oo. Note that L is a function of x. In this

case, since 0 < ny(¢) < M for all € € R, it must hold that lim,_,, n(x, 1) = 0, i.e., by the Squeeze

Theorem:

0 < ng(x — vi)eP* 7" < Me#*" and  1im 0 = lim Me¥*~ 7" = 0,

—o0 —o0
= lim no(x — v)e®*" = 0.
—o0

Next, it holds that

t
lim £(x, 1) = €o(x) - lime™* + ma - lim e~ f no(x — vs)eP* 7P ds
t—00 t—o0 0

t—00

=4ly(x)-0+ma-0-L=0

In the case where the integral diverges (to co), at any fixed x, we may apply L’'Hopital’s rule
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and the Fundamental Theorem of Calculus as follows:

] 1 ! ) no(x — vt e(ﬁw—(r+¢)t
lim — | n(x — vs)e®* 7 5ds = lim o )
t—o0 ! 0 t—00 ¢e¢t

= % tlll’l’l no(x —vt) - eXp [(IBG, - O-)l]

=0,

where the last equality again follows from the fact that e#*=" — (0 for fa — o < 0 and ny is
a bounded function. Combining the above results, we conclude that at some fixed x, we have
n(x,t),{(x,t) - 0ast — 0 when Sa < 0.

If Ba = o, it then follows by direct substitution into (2.5)) that n(x, t) = no(x — vt). |

We now consider the biological significance of Theorem If Ba < o, at all points
x € R, the weed biomass will tend to 0. That is, if there is a low rate of stem apex formation or
of photosynthesis, relative to the stem apex death rate, then both the stem biomass and the leaf
biomass will asymptotically tend to zero and the weed will go extinct. This should be expected
due to the larger death rate.

If Ba = o, then at any point (x, f), the stem biomass will be exactly equal to ny(x — vt), the
initial distribution. Biologically, this means that if the growth rates equal the death rate, then
over all time, the distribution of stem biomass will mimic the initial distribution, as a right-
travelling wave with speed v > 0. That is, at point (x, 7) the distribution of stem biomass will
be given by the initial distribution at position x — vz, i.e., at any point ¢ in time, we can obtain
the weed biomass at position x by the initial distribution shifted vz units to the left. This means
that at time ¢, the initial distribution of ny(x) at time ¢ = 0 has been shifted v units to the right,
i.e., travelling right with constant speed v. Therefore, in forward time, the initial distribution
of the forest will shift to the right with a constant speed v. This is the direction of advection
and so it is biologically consistent that the weeds shift in this direction. There is no effect of

growth or death and so the model simply gives advection (n, + vn, = 0) with no source.
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We have not yet addressed the case where Sa > 0. One might initially expect that in this
case, where the death rate is sufficiently low, stem biomass would tend to infinity as t — oo.
This is clearly the case when the initial leaf biomass distribution is a positive constant for all
x. However, this is not generally the case. One can easily see this by considering the counter-
example where nyg(x) = 0. As it turns out, even in the case where nyg(x) > 0 Vx € R, it does
not necessarily hold that n(x,7) — oo as t — oco. To see this, we can consider the following

counter-example:

Example 2.2.1 For all x € R let ny(x) := €?#2=9* > 0. If fa > o, then we have

hm n(x, t) — hm eZ(ﬁ(t—O')(x—t) . e(ﬂa—(r)t — eZ(ﬁa—U)x . hm e—(ﬂa—o—)t — 0

—00 t—o00 —00

The above example illustrates that the form of the initial distribution n, exerts control on the
long-term behaviour of the stem apex biomass, n(x,t). This implies the following biological
insight: even if the weeds have a greater rate of growth and experience sufficient photosynthetic
input compared to their death rate, extinction is still possible. In order to study the case where
Ba > o, we will consider the special case where ny(x) has compact support. In particular, we

consider the following initial stem apex biomass distribution:

K, if x €la,b],
l’l()(X) =
0, else.

This initial condition yields the following solution:

KeBe=ot  if a+vi<x<b+t,
n(x,t) =

0, else,

where a,b € R and K > 0 with a < b. Graphically, we can see this in Figure 2.1}

In the regions outside the region a + vt < x < b + vt, the stem biomass remains zero for all



34 CHAPTER 2. ON THE MATH. MODELLING OF CoMP. INVASIVE WEED DyNamics

Domain of n(x, r)

xX=vi+a
maximum

[N '

x=vt+b

minimum

Figure 2.1: Given a point X > b in the forest, a vertical line through (X, 0) will achieve its
minimum on the line x = b + vt and will achieve its maximum on the line x = a + vt.

time at all positions. We are more interested in the behaviour of the stem biomass inside this
region. For any fixed position X > a, the stem biomass will eventually become positive for
some finite time before once again reducing to 0. That is, 3 # > 0 such that n(X, r) # 0.

This situation corresponds to the case where the weed spreads (in the positive direction)
while experiencing exponential growth. No growth occurs to the left of the position x = a. The
weeds will grow at a given position for some amount of time - the precise amount predicted by
the model can easily be found via basic analytic geometry - while the boundaries of the weed
shift to the right with speed v.

Furthermore, we can find the minimum and maximum amounts of weed stem biomass

which will be present at a given position X > a:

IItl>%X n(X,t) = Kexp l('&y — GS(X — a)]

and min,. n(X, ) = 0. However, if we take ¢, := (X — b)/v and t* := (X — a)/v, then the more
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interesting minimum at X > b is given by

min] n(X,t) = Kexp [

te[t, t*

Ba — o)X — b)]

v

These values can be used to predict the weed stem biomass at a particular position in the forest
as well as to approximate the amount of time it will take for the forest to reach that state and
how long it will be maintained.

We can now determine the leaf biomass, £(x, ¢). To this end, we begin by defining

!
I(x, t) = f l’lo(_x - Vs)e('ga_‘r""ﬁ)sds.
0

In the case where x < a, we have I(x,t) = O since x —vs < a—vs forall s > 0.

In the case where a < x < b, we first consider 0 < 7 < (x — a)/v. Then, we may write
!
I(x,1) = f KePeo+dsqg = K [e(ﬂ"_‘”‘”’ - 1] ,
0

where we define
- K
K=——"-—.
Pa—o+¢

In the case where ¢ > (x — a)/v, it can be similarly shown that
I(x, l‘) = f{ I:e(ﬂa—zmzp)(x_a)/v _ 1] .

Finally, we can consider b < x. In this case, we have

. x=>b
0’ if O <t< ’
1%
I(X, t) — f( [e(ﬂa—(r-}—qﬁ)[ _ e(ﬁa—o-+¢)(x—b)/v] , if x-b <t< - a,
V 1%
e [e(ﬂa—frﬂp)(x—a)/v _ e(ﬂa—<r+¢)(x—b)/\)] , if T <t
%
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Let p := Ba — 0 + ¢. Combining the above results with (2.6), we obtain the following solution
for ¢:

E(x, 1) = e €y (x) + L(x, 1),

where L(x, t) is given by

0, if x<a,0<1,
% —ot [ pt : X -
Kmae ™ [e — 1], ifa<x<b, 0<t<
v
. i xX—a
Kmae™? [e"(x‘“)/ - 1] , if a<x<b, <t,
- v
L(x, 1) :=
. X —
0, if b<x, 0<t<
v
% —¢t | ot (x—b)/v : x—b X—da
Kmae [ep—ep ], if b<ux, <t< ,
v
Kmae™? [e/’(x“‘)/ v ePx=b)/ V] , if b < x, ARNLP

We can now address the global dynamics of the stem and leaf biomasses. We impose the

following asymptotic symmetry boundary condition on the initial distribution:
lim ny(x) = lim ny(x) = n* > 0. 2.7

In this case, we can show that when Sa = o, the stem biomass in the forest will remain constant

over all time. To that end, let N(¢) give the total stem biomass at time . Then,

N(@) = f‘” n(x, t)dx. (2.8)

(o)

Assuming the proper conditions on n (i.e., continuous differentiability, convergence of the
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integrals, etc.) for the application of the Leibniz Rule, it follows that

N'(t) = % f‘” n(x, )dx = f‘” gn(x, t)dx

00 ooat

“ 0
= f —v—n(x,)dx = —y - B [no(x - vt)]
_ ox

(o)

= e (n* —n*) = 0.

Hence, if both boundaries initially have the same stem apex biomass, we should expect no
change in the net biomass. This is expected in the case of advection in the absence of a source
or sink.

Finally, if fa > o and holds, both the stem apex and leaf biomasses will grow without
bound at a fixed point x as ¢t — oo. In this case, the weeds will dominate the forest floor.

We can similarly define the total leaf biomass as

L(?) := f‘” {(x, )dx. (2.9)

o0

Since the method of characteristics previously gave us explicit solutions for n and ¢, we can

re-express the above formulas, by using (2.5)) and (2.6), as

N(@) = f ) no(x — ve)eP*'dx, (2.10)

(o)

00 00 !
Lit)=e" f Lo(x)dx + mae™ f f no(x — vs)ePr o 95 sdx. (2.11)
_ —o0 JO

Using the definitions in (2.8) and (2.9) in tandem with system (2.3)), we can also analytically
obtain more information about the total forest biomass. To do this, we again make use of

the asymptotic symmetry assumption on n,, namely (2.7, as well as the assumption that all
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improper integrals converge. Once again, we will assume that n and ¢ are sufficiently well

defined to justify an interchange of differentiation and integration. Differentiating:

d—N— 002(t)d—j‘oo—i(t)+ —o)n|d
7 _matnx, X = -~ vaxnx, (Ba —o)n)dx

= —vf ﬁn(x, f)dx + (Ba — a)f n(x, r)dx
—eo OX —oo
= —v- P [ — '] + (Ba — o)N(1)

= (Ba — o)N(1).

Similarly,

dL

a = ma foo n(x,t)dx — ¢ foo {(x,t)dx = maN(t) — ¢L(1).

Hence, we have the following initial value problem:

N'(1) = (Ba — 0)N,

L'(t) = maN — ¢L, (2.12)

N(0) = f ) no(x)dx, L(0) = f ) Lo(x)dx.

(o9

This is a decoupled linear system of ordinary differential equations (ODEs) with constant co-
efficients. Note that the steady state is either a stable node or a saddle point depending on

sgn(Ba — o). The solution of the initial value problem (2.12)) is given by
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N(1)

B T foo no(x)dx - e®r) pa-c+¢ +
L(t) Ba—oc+¢ J_o

mao

0 00 0
ma
ot f f(x)dx——f n(x)dx)e_d” .
( oo 0 pa—oc+¢ J o 0 1

It follows that N(7), L(¢) > O for all ¢ > O; this is a necessary condition for the well-posedness

(2.13)

of the system.

If Ba < o, then (0,0) is a stable node and we have N,L — 0 as t — oo. Hence, the
total biomasses will also tend to 0, implying extinction. Similarly, if fa > o then N — oo as
t — oo, except in the cases where N(0) = 0. Moreover, an examination of the phase portrait
of this system reveals that, as the steady state will be a saddle, all trajectories not initially on
the stable manifold will asymptotically tend towards the unstable manifold and so N, L — oo.
Near the steady state, the stable manifold is tangent to the span of [N, L] = [0,1]” and the
unstable manifold is tangent to the span of the eigenvector [N, L]" = [Ba — o + ¢, ma]”, which
lies in the first quadrant as Sa > o

The results seen here are biologically sensible, as they correspond to the net long-term
behaviour of the forest mimicking the long-term behaviour at particular positions, x, in the

forest as was revealed by the method of characteristics.

2.3 The Method of Characteristics on R, : A Boundary Con-
dition

At this point we have given a thorough treatment to the case of an infinite string, x € R.
We will now consider the case with boundary conditions in addition to the initial conditions.

Biologically, this may correspond, for example, to a system where there may be a river at the
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edge of a forest, exerting control on weed growth on this boundary. We will consider this
boundary to be given by x = 0. We denote our new domain of interest as Q := R2, i.e., the
first quadrant. In this section, as in the previous section, we continue to consider the effect of
self-shading to be negligible. Hence, the first PDE of is decoupled from the second PDE.
For this reason, we will primarily consider only the first PDE in this section. Once a solution,
n(x, t), has been obtained, i.e., via the method of characteristics, the remaining, linear, scalar
PDE can be solved to obtain £(x, ), just as in Section 2.2.

With this in mind, we proceed to prescribe initial and boundary conditions and we may

formulate the model as follows:

n, +vn, = (Ba — o)n, x>0, t>0,
n(x,0) = no(x), x>0, (2.14)
n(0,1) = f(1), t>0.

The function f(#) > O represents the control exerted by the boundary on the plant’s dynamics,
1.e., the effect of a river on the edge of the forest. The characteristic curves are again given by
x—vt=¢foré eR.

We will first consider the region x > vt. In this case, we have the initial condition:

x=¢>0, n=ny(€), at t=0. (2.15)

This is just the case considered in Section 2.2 and hence, the method of characteristics once
again gives (2.5)) to be the solution satisfying (2.15)). We can now consider the region x < vz.

In this case, we have the boundary condition:

t=7>0, n=f(r), at x=0. (2.16)

The characteristic curves are in the form ¢ = 7+ x/v. Recall that on the characteristics, we have
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n'(t) = (Ba — o)n. Hence, by using separation of variables, we find the following solution in
this region:

n(x,t) = f(t — f)e(ﬁa—a)(x/v),
v

where we used the fact that 7 — 7 = x/v. In summary, we have the following solution of (2.14):

no(x — vi)ePr, X > Vi,
n(x,t) = 2.17)
x
f (t - —) P <y
v

Biologically, this means that points above x = vt are influenced by f whereas points below
x = vt are influenced by ny. We can ask what happens as v, the rate of advection, is increased.

The line separating the two regions, t = x/v, becomes less steep as v is increased (see Figure

2.2).
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Figure 2.2: Characteristic curves through the origin on Q as v is increased.

In Figure 2.2] we have v; < v, < v3 < v4. Hence, as v is increased, the area of region x > vt
is decreased on any interval of the form x € [0, x*], Vx* > 0.

Next, if we consider some v; > v;, then as v; is increased, it also follows that there is an
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increase in the area of the trapezoid with coordinates (x, ) = (0, 0), (0, x*/v;), (x*, x*/v;), and
(x*,x"/v;). We can physically interpret this result as follows: as the rate of advection or stem
biomass spreading is increased, there is a greater region of forest over which the river/boundary
exerts control in shorter periods of time. Hence, we may propose the following approach to
deal with unwanted weed growth based on this insight: If we may implement a mechanism for
controlling the stem apex biomass at the boundary and keeping it low (i.e., we have a choice of
the function f and we make it small for all # > 0), then if we can sufficiently speed up the rate of
advection (i.e., increasing v sufficiently) we will have greater control of the weed stem biomass,
because a greater region near the origin will have biomass given by f (¢ — x/v)e#e=D0" ~ f(f)
as v — oo. Intuitively, we expect to have much more control over the boundary condition than
we would on the initial condition as we cannot exert much influence over far-away regions
x >> 0. It should be noted that this requires the strong assumption that advection is only in
one direction.

On a final note, we may write a closed form for the total population of stem apices, N(t),

by using the definition N(t) := fR n(x, )dx and (2.17) as follows:

(o)

Vi
N(1) = f f(r—f)ewa-‘”vaolﬂ f no(x — vi)eP i, (2.18)
0 v Vi

t

This equation may be used to calculate the stem apex biomass given the initial and boundary
conditions.

This concludes the sections on applying the method of characteristics. We have shown that
even though the method used is simple, it can give a great deal of insight on first order PDE
models and the dynamics of a system can vary greatly depending on the boundary and initial
conditions. For instance, in the case of the proliferation and advection of weeds, if a boundary
is imposed on the system we can have drastically different dynamics, compared to the case of
no boundary, i.e., if we choose f and n, to have different qualitative behaviour. While this

method has proven to be invaluable, we will now consider systems of PDEs in which equations
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cannot be completely decoupled (but they will be partially decoupled) and explore the existence

of travelling wave solutions.

2.4 Travelling Wave Solutions of a Competition Model

Just as in [4], we will consider the existence of travelling wave solutions (TWS) and apply
relevant methods in order to analyze a competition model between weeds and native plants. We
propose a new competition model based on [4]. We may then proceed to apply the methodology
found in chapters 5 and 6 of Logan [8]. We introduce a native plant species biomass, u(x, f).
We will look at two cases: First, we consider the case where this species is also spreading
through advection, with the same speed as the invasive weed, v. Next, we assume that this
native species has already been established in the forest and hence drop the advection term
which is present in the weed species. We begin with the former case. Observe that this case
is obtained by setting v, = v to be constant in system (2.1)). We will assume that self-shading
is once again negligible, just as in Sections 2 and 3. That is, a(f) = « for all £ > 0 in system
(2.1). This assumption will allow us to decouple the first two equations in system (2.1)) and

hence allow us to consider the following system:

n, = —vn,+ pan—on— ynu,
(2.19)

n+u)
— ynu,
K Y

u, = —vux+ru(1 —

where r > 0 is the logistic growth rate of the competing native species, K > 0 is the carrying
capacity, and y > 0 is the mass-action competition coefficient. We consider right-travelling

TWS, with wave speed c, of the form

n(x,t) = N¢), ulx,t)y=U(¢), é:=x—ct, c>0. (2.20)
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Substituting equations (2.20) into system (2.19)) yields the following system of ODE:s:

—cN' =—-vN' +BaN —oN - yNU,
(2.21)
N+U

—cU’ :—vU’+rU(l — )—yNU.

We here consider the case where ¢ # v, i.e., the solutions have a speed not equal to the speed

of advection. In this case, system (2.21) may be written as

N =P Y o
V—¢C V—=¢C
(2.22)
N+U
U=~ U(l— )— Y _NU.
vV—c K Vv—c

Two of the steady states of this system are (N, U) = (0,0) and (N, U) = (0, K). Biologically, the
steady state (0, 0) represents a mutual extinction steady state where the biomasses of both the
weed and the native plant are zero. The steady state (0, K) represents a steady state where only
the native plants survive (and have reached the carrying capacity) and the weeds go extinct.

There is also an additional, positive, steady state, which we will denote by (N*, U*), in the
case where fa—o < yK. If N* > 0, U* > 0, this steady state is known as a co-existence steady
state where both species survive. We can find an explicit form for this steady state by making
use of the nullclines and the fact that steady states occur at the intersection of nullclines.

To do so, we set N’ = 0 and U’ = 0. The N-nullclines are given by the equations

N=0, Uv=P""7 (2.23)
Y
and the U-nullclines are given by the equations
K
v=0, U=Kk-(1+22)N. (2.24)
r

To find (N*, U*), we find the point of intersection of the appropriate N-nullcline with the ap-
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propriate U-nullcline:

_ K
u=P “:K—(1+7—)N.
'y r

Solving this equation for N yields N*, which is hence given by

:yK—(,Ba—O'). r

N* .
0% r+vK

(2.25)

Observe that N* > 0 since yK > Ba — o-. If this inequality were not true, then this steady state
would not be biological (not positive). Therefore, for the rest of our analysis, we assume this

inequality holds true. Furthermore, U* is given by

Ba —o
v

U=

(2.26)

For the positivity of U*, we will also impose the condition S > o, i.e., for the biological
validity of this steady state. We proceed to plot the nullclines (2.23)), (2.24) and indicate the

direction of the vector field at relevant points in Figure 2.3

U4

(0, K)

U=0
(070) l\: A) > N

Figure 2.3: Nullclines and vector field of the TWS ODE system when v < c.

Observe that in Figure[2.3] we are considering v < c. In the case where v > ¢, the direction



46 CHAPTER 2. ON THE MATH. MODELLING OF CoMP. INVASIVE WEED DyNamics

of the vectors at each point in the phase portrait are reversed as the term v — ¢ occurs in all of
the terms in system (2.22)). Biologically, this represents the case in which the travelling wave
speed is greater than the advection speed of the weed.

The following proposition will allow us to conclude the existence of a TWS between
(N*,U*) and (0,0) in the case where v < c. That is, there exists a TWS of system (2.19),

[N(&), U(E)]T, which satisfies the conditions

lim N@) =0, Jim U(#) = 0. (2.27)
and
. _yK - Ba — o) T
51_1)1}10 N = FT K (2.28)
pa-o (2.29)

Jlim U =

Proposition 2.4.1 Consider system Af0 < Ba— o < yK and v < c, then the following

statements concerning the steady states of this system are true:
1. The steady state (0,0) is a stable node.

2. The steady state (0, K) is an unstable node.

3. The steady state (N*, U") is a saddle point.

Proof The Jacobian matrix of (2.22) is given by

Ba—o—-yU YN

J(N,U) = N U : (2.30)
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We linearize the system at the steady states (0, 0) and (0, K):

Ba — o

0
Jo,00=| V€ , 2.31)
0 r
vV—=C
—o—vK
Ba (i Y 0
J(0,K) = v-¢ . (2.32)
-r— Ky T
vV—¢C vV—C

Since J(0,0) is a diagonal matrix, its eigenvalues are /1(1) = (Ba—-0)/(v—-c) < 0and /lg =
r/(v —c¢) < 0. Since both of these eigenvalues are negative, it follows that (0, 0) is a stable
node.

The matrix J(0, K) 1s a lower-triangular matrix and so its eigenvalues are given by

>0, AX=- > 0.

vV—=C vV—=C

Since both of these eigenvalues are real and positive, it follows that (0, K) is an unstable node.

Finally, we compute the determinant of J* := J(N*, U*):

detJ" = —

0% r Ky — (Ba —0) r LY Ba —o
v—c yK+r y Kv-c¢) v-c y

Since det J* < 0, it follows that (N*, U*) is a saddle point, thus completing the proof. |

Remark 2.4.1 If we were to instead consider the case where v > ¢, then (0,0) would become
an unstable node and (0, K) would become a stable node. In this case, (N*, U*) would remain
a saddle point but the stability of the manifolds would reverse, compared to the case where
v < c. That is, the stable manifold will become unstable and the unstable manifold will become

stable.

We can also use Mathematica to numerically show these results by plotting the phase

portrait (see Figure [2.4)). In this plot, the following parameter values were used: v = 1,¢ =
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2,=a=r=K=7vy=1,and o = 0.5. We can see that the point (N*, L") is a saddle point,

(0,0) is a stable node, and (0, K) is an unstable node.

1.0 | ]

0.8

0.6

0.4

0.2]

0.0f

0.0 0.2 0.4 0.6 0.8 1.0

N

Figure 2.4: Phase portrait of system in the case where v < ¢. Note that following a
trajectory on this phase portrait gives the evolution of the forest state in backward-time. This
is because we are considering right-travelling waves. To see the evolution of the forest state in
forward time, a trajectory must be followed backwards on this plot.

In summary, the following theorem follows from Proposition [2.4.1] the vector field (see

Figure [2.3)), and the Poincaré-Bendixson Theorem:

Theorem 2.4.1 If0 < Ba — o < yK, then for all ¢ > v, there exists a solution of system (2.22))

satisfying the boundary conditions (2.27) - (2.29).

Remark 2.4.2 It can be shown (via direct substitution) that if ¢ = v, there does not exist a
solution of system @) which connects (N*, U*) and (0,0). Therefore, v is not a minimum
travelling wave speed. Furthermore, if ¢ < v, then it is clear (i.e., by reversing the direction of
the trajectories in Figure[2.4) that there exists a TWS connecting (0,0) to (N*, U*) as ¢ — oo.
These solutions correspond to co-extinction waves, as the biomasses of both the native species

and invasive weed biomasses tend to 0 as t — oo. This is not ecologically favourable.
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Hence, we have shown that there exists a TWS of system (2.19) satisfying the boundary

conditions (2.27)) - (2.29). The wave profiles are plotted in Figure [2.5]

____________________ o R A0 i
&3
____________________ S L -
» &

Figure 2.5: The wave profiles, i.e., solutions of the travelling wave ODE system. The long-term
behaviour of the system is determined by taking & — —oo. These graphs show that the forest
will asymptotically tend to co-existence steady state, (N*, U™).

Notice in Figure [2.5]that as 7 — co we have & — —oo as the waves are travelling to the right
since ¢ > 0. Hence, we should expect that over sufficiently long periods of time, the biomasses
of both the stem apices and the native plant species will tend to the co-existence steady state,
not the extinction steady state. We can discuss the biological meaning of the conditions leading
to this co-existence. Since v < ¢, the wave speed is greater than the advection speed. Since
Ba > o, this means that the growth and photosynthetic rate of the weed is greater than the
death rate and since yK > Ba — o, there is a relatively large carrying capacity or a high rate
of competition between the species. This means that a higher carrying capacity leads to co-
existence; i.e., if there are more nutrients, both species may coexist. Less intuitive is the fact

that a greater competition term can also lead to co-existence.

2.4.1 Travelling Wave Solutions: An Established Forest and Self-Shading

We now consider the case where v, = 0 and a(¢) is no longer constant, i.e., the wild-type

species does not spread via advection and self-shading is not negligible. This corresponds to
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the case where the forest mat is established prior to the weed invasion and follows a standard
logistic growth model in the absence of the invasive weed. We place the following assump-
tions on a: a(0) = @p > 0 and lim,,,, @(2) = @ < oo, i.e., there is some saturating value.
Furthermore, we assume that « is smooth on (0, o). Finally, we assume that « is increasing on
[0, 00).

We are interested in investigating right-travelling wave solutions and hence we seek solu-
tions of the form [N(&), L(§), U (f)]T where ¢ := x — ¢t and ¢ > 0. Making this substitution into

system (2.1)) yields the following system of ODE:s:

(v—c)N'" =pa(L)N —oN —yNU,

—cL’ = ma(L)N - ¢L, (2.33)
N+U
—eU :rU(l— IJ; )—yNU.

Note that (N, L, U) = (0,0, K) is a steady state of this system. We now seek steady states in
which the native species have gone extinct, i.e., U = 0. Making this substitution into (2.33)

yields the following system of algebraic equations:

Ba(L) — o =0,

ma(L)N — ¢L = 0.

For this system to have a solution, the first equation in the system must have some solution, say
L, ie., a(L*) = o/B. Recall that « is a continuous, increasing function with saturating value
(horizontal asymptote) @. Then to guarantee the existence of the (unique) solution L* to this

equation, we have the following sufficient and necessary condition:

@) < — < Ueo- (2.34)
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In this case, we also have some N* given by

ma(L*) mo

N B

In summary, we seek a TWS of (2.33) which satisfies

lim [N©), L&), U@ = [0,0,K1", (2.35)
Jim [N@), L&), U@]" = N, L7, 0", (2.36)

To make biological sense of the above conditions, we recall that we are studying right-travelling
waves. Hence, solutions satisfying these conditions correspond to solutions travelling from
(0,0,K) to (N*,L*,0) as t — oo. This corresponds to an event in which the invasive weed
drives the native plant to extinction over sufficiently long time.

Computing the Jacobian matrix of system (2.33)) yields

Ba(L) —o —yU Ba’'(L)N YN
v—c v—c v—c
JIN,L,U) = _ma(L) ¢ — ma’ (LN 0
c c
(r+ Ky)U 0 2rU + rN + yKN — rK

Kc Kc
We first consider the case where ¢ > v. Linearizing (2.33)) about the steady state (0, 0, K) yields

the matrix J(0, 0, K). This is a lower-triangular matrix with eigenvalues ¢/c, r/c and

—o—yK
Bag—o —vy S
v—c

0,

since Bay — o < 0. Hence, the steady state (0, 0, K) is an unstable node and we can rule out the
existence of travelling waves satisfying the boundary conditions (2.35)) - (2.36)). Biologically,
this implies that there are no TWS leading to extinction of the native plant species when the

advection rate of the invasive weed across the forest is sufficiently small.
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We now consider the case where ¢ < v. Linearizing system (2.33) about the steady state

(N*, L*,0) yields the following matrix:

. e (LN N
v—=¢C v—=¢C
JIN*, L*,0) = | -2 ¢ —ma’(L)N” 0 , (2.37)
Bc c
0 0 rN* +yKN* —rK

Kc

where we use the fact that (L") = o/B. Note that @’(L*) > 0. The characteristic polynomial

of J(N*,L*,0) is given by

PO = (/l _rN"+yKN* - rK) [/1 (/l - ma’(L*)N*) . mO'a/’(L*)N*] '

Kc c c(v—oc)

The roots of this polynomial are given by

rN* +yKN* —rK
A= Kc ’

and

¢ —ma’(L*)N* N
2¢

\/(ma’(L*)N* - ¢)2 _4moad/ (L)N*

A2 =
3 c c(v=oc)

| =

If the weed-invasion steady state has no unstable manifold, then there is no solution satisfying
(2.35) - (2.36). Hence, if all the eigenvalues computed above have negative real parts, then
we can rule out the existence of a TWS. Combining these results on the local stability of both

steady states, we have the following theorem:

Theorem 2.4.2 If ¢ > v, then there is no solution of system with boundary conditions
(2.33) - (2.36).

The above theorem gives us an upper bound on the travelling wave speed to any possible

TWS (if any exist). The next theorem gives us conditions on the parameters which rule out the
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existence of a TWS, hence leading to further necessary conditions.

Theorem 2.4.3 If c < v and the following inequalities holds:

o omrK
<L'<—m—.
Ba’(L¥) Bo(r + yK)

Then there is no solution of system with boundary conditions - ([2.36).

The above theorem provides us with some biological insights from this model. If the com-
petition rate between the species is sufficiently large, then we should not expect an extinction
event to occur. Furthermore, if the rate of weed leaf biomass death is sufficiently large, then
we once again would not expect the invasive weed to drive the native species to extinction.
Both of these conclusions are biologically reasonable. In the former case, the model reflects
the resilience of the native plant species when faced with competition. In the latter case, the
model reflects the idea that if photosynthetic input into the weed is sufficiently low, then we
should not expect the weed species to successfully drive the native species to extinction as the

weed species itself will find survival more difficult.

2.5 Conclusion and Discussion

In Sections 2.2 and 2.3 of this chapter, we studied a case of the model proposed in [4] in which
self-shading is negligible and the weed leaf death rate is constant. We did this in both the case
of purely initial conditions and the case of mixed initial and boundary conditions. In the former
case, we found closed form solutions for both the stem apex and leaf biomasses as functions of
position and time. In the latter case, these solutions are also easily obtained via the method of
characteristics. We further suggested a method of control for the weed in the case of a boundary
via changing the rate of stem apex biomass advection, v.

Of particular interest is the main result of Section 2.3: an increased rate of the weed spread-

ing away from the boundary results in a greater control of the weed biomass in regions farther
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away from this boundary. This intuitively represents the fact that the effects of the boundary
will wear off after the weed has travelled a larger distance from its initial locations. This led
us to suggest that using the boundary as a control can be more effective in the cases where
the weed is spreading faster - this would be fortunate for rapidly depleting native forests. This
suggestion is an agreement with James et al. [6]], which suggested that inhibiting weed growth
at the stem base is more effective than inhibiting branching. In both cases, the idea is to control
the original boundary rather than focus on far-away regions of spread. Furthermore, this agrees
with the findings of Standish [[10] that herbicide use or hand-weeding of T. fluminensis is not
an effective method of control, particularly for regions far away from the boundary. However,
Standish also found that light availability, mathematically represented by the variable « in our
model, can also be used as a control. In particular, increasing shading resulted in decreased
weed biomass. The boundary value problem presented in Section 2.3 reinforces this idea, as
a constant and low value of a gives control of the weed biomass to the function f, i.e., the
controllable boundary condition.

The advantage of the modelling done in Sections 2.2 and 2.3 is in the simplicity of the
models, namely the use of first order PDEs with natural boundary and initial conditions while
still yielding results that are intuitive and compatible with biological observations. Further-
more, they offer potential ideas for control measures which are also intuitive and physically
tractable. The disadvantage of this modelling is that its simplicity can fail to capture some
of the more realistic features of invasive weed spread. Furthermore, this modelling has only
taken into account one-dimensional weed spreading, when we would more realistically expect
two-dimensional spreading.

In Section 2.4, we proposed two competition models between the invasive weed and a
wild-type plant species. In the first case, we were able to look at a two-variable system by
uncoupling the N equation from the L equation. This was again accomplished by ignoring
the affect of self-shading described in [4]]. In the second case, we did not ignore this effect and

studied a three-variable system of PDEs. We once again studied the existence of a TWS. In this
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case, we found that a necessary condition for the existence of a TWS was that the advection,
or creeping, speed of the weed stem must be greater than the travelling wave speed, ¢, for an
extinction event to occur. This is consistent with the case studied by Hogan and Myerscough,
where v > ¢, i.e., single weeds must expand faster than the entire weed mat [4)]. Furthermore,
as in [4], we found that the ratio o/8 plays an important rule in determining the dynamics of
the system. In particular, Theorem [2.4.1| shows that if this ratio is too high, then an extinction
event (of the wild-type species) will not occur. This seems to imply that increasing the death
rate of the weed stem (or decreasing its birth rate) above (below) the critical value given in this
theorem will allow the wild-type species to exist in the forest (though not necessarily at the
co-existence steady state).

The advantage of the modelling done in Section 2.4 is that the theory of two-variable (and
monotone) dynamical systems is well established and can provide many interesting insights on
competition between the invasive weed and native plant, allowing us to capture more interesting
dynamics. The limitations of the modelling from this section generally come from the difficulty
in proving the existence of a travelling wave front in a three-variable model, as Poincaré-
Bendixson theory is no longer applicable. More advanced analytical tools, such as the Banach
Fixed Point Theorem, are required to better explore the dynamics of these models.

There is a great deal of future work which may be done. As noted by Froude [2], the model
uses advection to incorporate a so-called creeping effect. Another mechanism of weed invasion
is dispersal which incorporates diffusion [9]]. Hence, the following PDE might give a possible

model for this mechanism:

n; +vn, = Dny, + Ba(O)n — on — ynu. (2.38)

One may transform this new system into a system of four first-order ODEs, i.e., by letting
M) = N'(¢) where ¢ := x — ct, when seeking travelling wave solutions . Once again,

necessary conditions may be obtained for the existence of a TWS. One may use the Routh-
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Hurwitz criteria or the Gershgorin Disc Theorem [13] as tools for obtaining information on
the eigenvalues of the new system in the case where directly computing the eigenvalues is
non-feasible. These methods can give bounds on the parameters which will be sufficient in
ruling out the existence of TWS, such as extinction waves. This may provide insights on
implementing control strategies to prevent extinction of native forest biomass.

Invasive weeds, such as T. fluminensis, can also have a negative impact on wild-type animal
species living in the area of invasion [2]. A next step can also incorporate a herbivorous animal
species into the model, which preys on the wild-type plant species. Furthermore, invasive
weeds have also been shown to interact mutualistically with carnivorous animal species [2]]; a
cooperative interaction which may also be appended to the model.

The next step will be to find sufficient conditions for the existence of a TWS to (2.33),
- (2.36). As this is a system of three variables, finding these conditions is considerably
more difficult. An approach similar to the one outlined by Huang [5] may be considered. In this
case, one may look at system in reverse time (£) and construct a Lyapunov function as in
[S]. If successful, this approach, combined with the necessary conditions in Section 2.4 of this
chapter, will give sufficient and necessary conditions for the existence of an extinction wave
in which the wild-type species is completely driven to extinction via the introduction of a spa-
tially advective weed species. Therefore, finding such conditions are not only mathematically

important but also biologically significant. We leave it for future exploration.
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Chapter 3

On the Treatment of Melanoma: A
Mathematical Model of Oncolytic

Virotherapy

3.1 Introduction

Melanoma is considered the most deadly type of skin cancer. Melanoma begins in melanocytes
- the cells responsible for producing melanin - and can develop in various parts of the body
[28.136]]. Melanoma is the fifth most common cancer in adults in the United States [27]. While
melanoma rates have been steadily rising, mortality has not followed this same trend. This
decreased mortality is attributed to various factors such as early detection, increased protection
against UV radiation, and improvements in treatment [30]. Metastatic melanoma continues to
be a major issue contributing the cancer mortality, due to the increased difficulty of treating
the disease once it has spread beyond its original site [29]]. Various forms of therapy, includ-
ing chemotherapy, immunotherapy, and radiotherapy are used in the treatment of advanced
melanoma. Developing new forms of therapy and enhancing existing therapy is always desir-

able in increasing survival rates of the disease.
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Oncolytic virotherapy is a method of cancer treatment in which genetically modified viruses
are used to selectively infect and destroy cancer cells via a variety of direct and indirect mech-
anisms, while leaving surrounding healthy cells unharmed [10, 26]]. These viruses are called
oncolytic viruses (OVs). The genetically modified herpes simplex virus Talimogene laher-
parepvec (T-VEC) has been used in clinical trials to treat inoperable melanoma [17), 25]. The
treatment is often performed in combination with other therapies, such as being followed up
with the use of adjuvant radiotherapy. The oncolytic virus is typically administered via direct
subcutaneous injection into the lesion [[12]. The idea is for the virus to selectively infect can-
cer cells and use them to replicate and perform oncolysis to destroy the neoplasm. The viral
infection may also destroy the cancer cells through indirect mechanisms such as activating the
immune system and aiding the immune response against the cancer cells [9, [10, 26]. Other
OVs which have been studied include the adenoviruses ONYX-015 and ZD55-1L-24 [15].

Mathematical modelling of cancer treatment has seen widespread use in the last few decades.
These models frequently take the form of ODE, PDE, and delay models in the continuous set-
ting. By studying the effect of disease treatment from a quantitative perspective, based on
biological and physical mechanistic modelling, new insights may be obtained to guide future
treatment direction. This type of modelling has also been used to study the treatment of cancer
via oncolytic virotherapy [13}24]. The recent work of Wang et al [38]]. in mathematical mod-
elling of virotherapy as a treatment modality for melanoma, the models were able to provide
insights concerning virus treatment thresholds as well as how immunosupperssive drugs may
work in tandem with OVs. The work by Urenda-Cazares et al. examined the use of OVs in
combination with chemotherapy to treat glioma. As a result of these types of models, some
results were obtained on how to optimize treatment in a clinical setting [37]].

In this chapter, we model the effect of hypoxic environments on oncolytic virotherapy treat-
ment through the use of ordinary differential equation (ODE) modelling. Hypoxic refers to
oxygen-poor environments. Typically, viruses which are more efficient at infecting cells in

oxygen-rich environments tend to lose their infectivity under hypoxic conditions [[11]. This is
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particularly true of adenoviruses such as ONYX-015 [31]. Hypoxia has a negative effect on
the efficacy of OVs as well as any adjuvant radiotherapy which may be administered [3}, 4]. In
the context of melanoma treatment, hypoxic environments can inhibit the action of OVs, such
as their ability to infect cancer cells and their ability to induce the death of cancer cells. Due to
the lack of mathematical modelling of this phenomenon, we explore the relationship between
tumour microenvironment oxygen concentration and the efficacy of the OV. In our model, we
study the effect of oxygen concentration when the OV is applied directly to the primary lesion.
More specifically, we study the impact which parameters such as the infectiousness of the OV
on the efficacy of the treatment under different oxygen conditions.

The structure of this chapter is organized as follows. In Section 3.2, we formulate an
ODE model and give the assumptions on our functions. We refer to this as our local model,
since we are studying the effect of OV directly on the primary tumour. We also perform non-
dimensionalization of the model for the purposes of mathematical analysis. We explain the
meaning of our model in terms of the biological context. In Section 3.3, we perform an analysis
of the local model. This includes proofs on the well-posedness results. In Subsection 3.3.1, we
first look at the case where we do not take into account the oxygen concentration dependence.
In Subsection 3.3.2, we look at the case of oxygen concentration dependence. We perform an
analysis of the stability of the relevant steady states of our system. In Section 3.4, we perform
numerical simulations and give biological interpretations of these results. In Section 3.5, we
extend our model to a regional model, where we take into account the movement of tumour
cells into the surrounding lymph nodes. In Section 3.6, we perform numerical simulations
on the regional model. We complete this chapter with some conclusions and discuss possible

directions for future work in Section 3.7.
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3.2 Local Oncolytic Virotherapy Model

We begin by considering a melanoma tumour, initially consisting of some initial quantity of
proliferating tumour cells. At this initial point in time, a localized treatment of oncolytic vi-
rotherapy begins at the tumour site, by introducing the OV via direct injection into the lesion.
We consider the use of an adenovirus such as ONYX-015. The OV then proceeds to infect the
tumour cells. The model consists of three variables, the density of uninfected tumour cells, the
density of infected tumour cells, and oxygen concentration, at time #, respectively represented

by u(t), n(t), and c(¢). Then, we have the following model:

du

B u+n 6(c)nu
dt —rlu(l K ) a+n’ G-1)
dn u+n 6(c)nu
— = rzn(l = )+ Yo, 3.2)
dc
4 = ¢ Be—quuc — qnce. (3.3)

Note that we are considering cell-to-cell infections, which have been observed as a mode of
infection used by oncolytic viruses [14]. Previous mathematical models of cell-to-cell viral
infection made use of a mass-action-like terms to represent infection [6, 21]] and we adopt a
similar approach in our model, but with the infection mechanism of a Holling type II functional
response function.

We prescribe the initial conditions u(0) = uy, n(0) = ny and c¢(0) = ¢, to be non-negative
quantities. We assume that both classes of tumour cells exhibit logistic growth. The carrying
capacity of the tumour cells is given by K and the growth rates of the uninfected tumour cells
and the infected tumour cells are given by r; and r,, respectively. We further assume that
ry > r, to reflect that the infected tumour cells are less effective at proliferating due their cell
machinery being hijacked by the OV. Following the approach of [2], we use mass-action terms
to express the oxygen consumption by the tumour cells. To that end, the parameters ¢; and

q» give the oxygen consumption rate by the uninfected tumour cells and the infected tumour
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cells, respectively. The rate of oxygenation, assumed constant (due to having some control
over this parameter, i.e., through certain therapies [34]]), is given by ¢ and the rate of oxygen
consumption by surrounding non-cancerous cells (or healthy cells) is given by £.

We use a Hill function to represent the transition of a tumour cell from uninfected by an
OV to infected by an OV. The parameter 8(c) € C'(R,) represents the virus infection rate,
which is dependent on available oxygen concentration. The other oxygen dependent parameter
y(c) € C'(R,) is the virus-induced death rate of the infected tumour cells. Note that the terms
virus-induced death rate and oncolysis rate are used interchangeably in Chapters 3 and 4.
The adenovirus is inhibited by a hypoxic environment and hence we assume that as oxygen
concentration is locally decreased, the OV will become less effective, both in infecting the
tumour cells and inducing tumour cell death [31]]. Hence, we have the following conditions on

6(c) and y(c):
0(c)=0, 7y()=0, for ce(0,00),

000)=6,>0, y(0)=1vyy2=0, (3.4)

lim 8(c) = 6., > Oy, 1im Y(€) = Yoo > Y0»

c—00

where 6., and ., give the OV efficacy in response to high oxygen environments. Note that in
hypoxic environments, oncolytic virotherapy will not be as efficient as an adenovirus is being
used.

We non-dimensionalize the model by making the following substitutions:

u n Bc ;
X:i=—, ==, ="—, T:=nt
z Y=g ? s 1
Then we obtain the system,
d 6
e R 2 (35)
dr a+y
d b(2) .
2 =yl —x=y)+ === =@, (3.6)
T 07 +y
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dz 4 . R
- Bl —2z) — §i1xz — Goyz, 3.7)
-

where we define

(04 5 a”L qlK ~” L Q2K
. 7 ﬁ': ) QI =T qz =
r K ry ry ry

Note that the properties of 6(c) and y(c) given in are preserved by 6(z) and Y(z), re-
spectively, up to some scaling. The most notable change is in the long-term behavior: 8 will
approach 6y, := 6.,/r, and % will approach 9., := y«/r1 as z = co. We now drop the tilde and
replace 7 with ¢ for notational convenience and hence, for the subsequent analysis, we consider

the following model:

dx 0(z)xy
—=x(I-x-y) - 3.8
dr X x=Y) a+y ’ (3.8)
d 0(2)
T =1 —x=y)+ =2~y (3.9)
t a+y
dz
1, ~ P -2~ qixz = gayz, (3.10)
with non-negative initial conditions:
x(0)=x9>0, y(0)=y>0, 2z(0)=z>0. (3.11)

The functions 6 and y once again have the properties given in (3.4). In Section 3.3, we perform
a mathematical analysis of the rescaled model (3.8) - (3.10)) to explore some predictions related

to the effect of available oxygen concentration on the OV treatment.
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3.3 Analysis of the Local Model

We begin by considering the well-posedness of the model. Existence and uniqueness of the
solution of - (3.10), subject to initial conditions (3.11)), follow from the elementary theory
of ODEs. We consider the solution of this initial value problem, (x(f), y(¢), z(t)) € R>. Since the
variables represent densities and concentration of physical quantities, the system must remain

non-negative for all # > 0. We begin with equation (3.8)). From this equation, it follows that

) 9<z<s)>y<s>) ds]

x(t) = xo - exp [j(; (1 — x(s) — y(s) @+ ()

and so, x(r) > 0 for all 7 > 0. Similarly, it follows from equation (3.9) that

6(z(5))x(s)

y(t)=yo-eXp[fo (r(l—x—y)+ @+ ()

- )’(Z(S))y(S)) dS] :

Therefore, y(¢) > 0 for all # > 0. Finally, equation (3.10) gives

z(f) = 2o - exp (— j; (B + q1x(s) + sz(S))dS) +B fo exp (— f B+ q1x() + sz(f))df) ds.

This shows that z(#) > 0 for all # > 0. In fact, if # > 0, then z is strictly positive.
Next, we address the boundedness of the solution. To this end, we apply a comparison

argument. From equations (3.8)) and (3.10)), a solution of the system satisfies the inequalities

dx dz

— < x(1- — < B(1 -72).
m” < x(1 = x), dt_ﬁ( 2)
Then, it follows that

limsupx(r) <1, limsupz(®) < 1.

t—o00 t—o00

Hence, x(f) and z(¢) are bounded functions. Let X be an upper bound for x(z), i.e., x(t) < X for
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all > 0. It then follows from equation (3.9)) that

dy O Xy
—<ry(l-y)+
dr — (=) a+y

Therefore, by a comparison argument,

2 -—
lim sup y(7) < r+ A\rr+4rf,.x

b
t—0c0 2r

which shows that y(7) is a bounded function.

Summarizing these results, we have the following theorem:

d
— d_f < ry(1 = y) + O k.

Theorem 3.3.1 The solution of the initial value problem - , satisfying initial condi-

tions (3.11)), is non-negative and bounded.

3.3.1 Dynamics of the Local Model — Case I: No Oxygen Dependence

We consider first the case with no oxygen dependence. That is, we set 8(z) = 6 and y(z) = v,

where 6 and y are positive constants. In this case, system (3.8) - (3.10) reduces to the following

two-variable system:

dx Oxy
o x(l=-x—7v)— , 3.12
o - -x-y) P (3.12)
dy Oxy
— =ry(l —x— — Y. 3.13
3 - PU-x-+ aty P (3.13)

If we consider system (3.12)) - (3.13) over the region (x,y) € R2, we can rule out the existence

of non-constant periodic orbits.

Proposition 3.3.1 Consider system - over the region R2. There are no closed

orbits contained entirely R2.
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Proof Let S(x,y) = 1/(xy) for x,y > 0. Then,

aﬁ [S(x,w(x(l Cxoyy - 29 )
X

a+y

0
S(x,y) (ry(l —x—y+ Y —w)]

+_
oy a+y

may be computed to give

1
—-I__Z <o (3.14)

Since this function does not change sign on R2, we conclude by the Dulac-Bendixson Theorem

that there are no closed orbits contained entirely in R3. |

Next, we determine the steady states of system (3.12) - (3.13) by solving the algebraic

system

0
x(1—x—y) - =2 —, (3.15)
a+y
Oxy
ry(l—-x—-y)+ —— —vyy=0. (3.16)
a+y

It can be readily seen that (x,y) = (0,0) and (x,y) = (1,0) are solutions of this system for
all parameter values. Another solution which may be easily seen is (x,y) = (0,(r — y)/r),
which only exists if r > y. It can be shown that the remaining steady states (if any exist) are

determined by solving the system

6 —r6+ 7/)y2 + (6> + b + 2ay —rafd — )y + a(ay —0) =0, (3.17)
0
x=loy-—2— (3.18)
a+y

We linearize the system at its steady states by first computing the Jacobian matrix

Oy Oax
SRR T @ty
J(x,y) =
6 (¢)
—ry+—y r—rx—2ry+ o 0%

a+y (a/+y)2_
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We begin with the assumption r < 7y in order to discount the steady state (O, (r — y)/r). Lin-

earizing at the steady state (0, 0) gives

1
J(0,0) =

0 r—y

By our assumption that r < vy, this steady state is a saddle. Linearizing the system at the steady

state (1,0) gives

-1 _1_Q
J(1,0) = , @
0 —-v

a

From J(1,0), we then conclude that (1,0) is locally asymptotically stable if 6 < a7y and it is
unstable if 6 > ay.

If we now impose the additional assumption # < ay, then the system only contains two
non-negative steady states: (0,0) and (1,0). To see this, we note that the left-hand side of
equation (3.17)), as a function of y, is a convex parabola (since r < 1) with a positive constant

term. The coefficient of the y term is also positive, as

& +ab+2ay—rad—0=60"+ay+abd(l—r)+(ay—-0)>6 +ay>0.

Therefore, the parabola has non-negative roots and system - has no non-negative
solutions. This shows that the only non-negative steady states are (0,0) and (1, 0).

Next, we consider the case 6 > ay. In this case, an additional co-existence steady state,
(x.,y.), where x.,y. > 0 may be introduced if system - has positive solutions. It
is clear to see that the parabola on the left-hand side of equation is still convex but the
constant term is now negative. Hence, this parabola has exactly one positive real root, y.. Then
x* may be obtained from equation (3.18)). In order for the steady state to be meaningful, we set

x must be positive, which is not the case for all values of the model parameters. We impose the
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following condition to ensure that x, is positive:

v+ (@ +0)y, <1, (3.19)

where

A+ VA2 —4a(0 - 10 + y)(ay — 6)
B 20— r6 + )

2

Vs

and

A=raf+6-6 —ab-2ay.

We assume these conditions are satisfied so that the steady state (x., y.) exists and has positive
coordinates. In fact, since r < 7, these conditions are satisfied as the existence of a stable
(unique) positive steady state is ensured as a corollary of non-negativity of solutions, bounded-
ness of solutions, and Proposition [3.3.1]

As we will now show, the assumption r < v is not necessary for the local stability of the
steady state (x.,y.) — only its existence is necessary. If it exists, linearizing at this steady state

gives the matrix

Bax,
(a +y.)?
I,y = 0 Ox
a+y. (@ +y.)?

0x2y, Oarx,y. 0x.y. Pax.y.
det e v2) = —) B (rx*y* Taty? aty. @ty

I
—
~
w3

*

<
*
+

0x.y. O0x.y. af
= + X, —ar+
a+y, (ax+y)? a+y.

0
:Hx*y*(a/+y*)2(oz+y*+x*—a/r+ ¢ )>0,
a+y,

where the last inequality follows since r < 1.
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The trace of J(x.,y.) is

0x.y.

- —(a 7. <0.

tr J(Xi, Vi) = —Xu — 1Y,

Therefore, the steady state (x.,y.) is locally asymptotically stable whenever it exists. It is
therefore also globally asymptotically stable.

By Theorem Proposition and the Poincaré-Bendixson Theorem, the local
asymptotic stability of the steady state (1,0) implies the global asymptotic stability if 6 < ay.
Similarly, if 6 > ay, then (x., y.) is globally asymptotically stable.

‘We summarize these results as follows.

Theorem 3.3.2 Consider system - over the region R2.

1. Ify > max{r, 8/a}, then the only two non-negative steady states of the system are (x,y) =
(0,0) and (x,y) = (1,0). The steady state (0, 0) is a saddle and the steady state (1,0) is a

stable node. Furthermore, the steady state (1,0) is globally asymptotically stable on R2.

2. If r <y < 8/a, then there exists an additional, positive, steady state, (x.,y.). The steady
states (0,0) and (1,0) are unstable (saddles) and (x., y.) is globally asymptotically stable

2
on R:.

We numerically illustrate Theorem [3.3.2]in Figure[3.1]

The phase portraits in Figure are produced with all parameters, except for a, being
assigned (after non-dimensionalization) based on the values in Table 3.2. Doing so gives the
parameter values 6 = 2.52908,r = 0.531107,y = 1.29362. In Figure a), we set @ = 10.0
and in Figure [3.1[b), we set & = 1.0.

Clinically, the stability of (1,0) is not a favourable result, representing a failure of the OV
treatment. From Proposition we see that one condition which leads to this occurrence is
the virus-induced death rate, y, being made sufficiently large. This leads to an idea which will

come up again in the case of oxygen dependence: Having a virus-induced death rate which
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Figure 3.1: The phase portrait of system (3.12)) - (3.13) when r < y. (a) When y > max{r, 6/},
the trajectories approach the steady state (1,0) asz — oo. (b) Whenr < y < 6/, the trajectories

approach the steady state (x.,y.) as t — oco.

is too large relative to the infection rate will decrease the efficacy of the OV. Instead, it is
important to make sure that the tumour cells are not being killed faster than they are able to
infect adjacent tumour cells. This suggests that when engineering an OV, it is important to
achieve an appropriate balance between the infection rate and oncolysis rate of the virus.

Note that the condition y > 6/« in Proposition (3.3.2) follows directly from setting Ry < 1
where Ry is the basic reproduction number. Following the approach of [8]], the basic repro-
duction number may be computed by using the next generation method. We omit the details
here.

So far, we have considered the case where r < v, i.e., when the growth rate of the infected
tumour cells is bounded by their death rate. We have seen that total extinction of the uninfected
tumour cells is not possible in this case. We now consider the case r > . In this case, we have
an additional non-negative steady state, (0, (r — y)/r). This steady state may represent a semi-
successful treatment outcome in the case y ~ r. Hence, stability of this steady state is clinically
preferable.

We note first that if » > y, the matrix J(0, 0) has two positive eigenvalues and hence, (0, 0)
is an unstable node. We assume that § < @y in order to rule out the existence of a non-negative

co-existence steady state. In this case, the eigenvalues of J(1,0) remain negative and so (1,0)



72 CHAPTER 3. A MatH. MODEL OF ONCOLYTIC VIROTHERAPY

remains a stable node. Linearizing system (3.12]) - (3.13) at the steady state (0, (r — y)/r):

ry(a+6+1)— (r*0 +v?)
r(ar+r—vy)

(r=v)O@+a+ar-r)

-r
ar+r—vy 4

Since this is a lower triangular matrix, the eigenvalues are the elements of the main diagonal.

The eigenvalue y — r is negative since r > . The remaining eigenvalue is positive since
ry(e +0+ 1) =r(ay)+ryd +ry > (r*)(0) + ryd + (y)(y) > 0 + 72.

Therefore, (0, (r—v)/r) is a saddle and hence unstable. Therefore, even in the case where r > v,
the only locally stable steady state is (1,0). This also remains true if r = vy, as can be seen via
direct substitution.

The steady state (1, 0) is unstable if 8 > ay and (0, 0) is always unstable. If r > vy, then the

steady state (0, (r — y)/r) is locally asymptotically stable if and only if

+ l) (3.20)

r—vy r

9>7(

This condition is obtained by requiring all the eigenvalues of J(0, (r—v)/r) to be negative. Note
that since r < 1, condition implies that § > a7y. Since all solutions are non-negative and
bounded, and closed orbits may not exist, it follows that violating condition (3.20) implies the
existence and stability of the positive steady state (x., y.).

We summarize the results of the case r > y in the following theorem.

Theorem 3.3.3 Consider system - over the region R2. If r > v, then:

1. The steady state (x,y) = (1,0) is globally asymptotically stable on R if

0 < ay.
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2. The positive steady state (x,y) = (x.,Y.) is globally asymptotically stable on R? if

a 1
ay <6<y r—y+; .

3. The steady state (x,y) = (0, (r —y)/r) is globally asymptotically stable on R? if

1
0>7( ad +—).

r—=vy r
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Figure 3.2: The phase portrait of system - when r > y. (a) When 6 < avy, the
trajectories approach the steady state (1,0) as t — oo. (b) When ay < 6 < y(a/(r—y)+1/r), the
trajectories approach the steady state (x.,y.) ast — co. (c) & (d) When 6 > y(a/(r —y)+ 1/r),
the trajectories approach the steady state (0, (r — y)/r) as t — oo. In (d), the value of the
parameter r is taken closer to y than in (c), resulting in decreased density of infected tumour
cells.

We numerically illustrate Theorem [3.3.3]in Figure [3.2] The phase portraits in this figure

are produced by using the parameter values given in the code in Appendix A, except for the
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parameters r, 6, and y. We sety = 0.3. In Figure (a), we set r = 0.5311 and 6 = 0.01. In
Figure[3.2](b), we set r = 0.5311 and 6 = 0.3. In Figure[3.2](c), we set r = 0.5311 and 6 = 0.9.
In Figure 3.2 (d), we set r = 0.4 and 6 = 1.4.

Biologically, the case & > ay corresponds to a low virus-induced death rate relative to
the infection rate (since in practice, « is typically less than 1). This condition leads to a more
clinically favourable outcome compared to the condition 6 < v, as the uninfected tumour cell-
dominant steady state becomes unstable. If we then consider the additional condition r > 1y,
then there exists an infected tumour cell-dominant steady, (0, (r — y)/y), which corresponds to
complete eradication of uninfected tumour cells. Biologically, this clinically favourable steady
state exists when infected tumour cells can proliferate at a greater rate than they are destroyed
by the virus. This (perhaps rather unintuitively) suggests that an OV should not be engineered
to hinder the proliferation capability of the cancer cells and, in fact, a greater growth rate of the
infected cancer cells can lead to improved clinical outcomes. The key is to minimize (r —y)/r
while also ensuring that the infected tumour cell-dominant steady state is stable, i.e., inequality
(3.20) holds. The modelling suggests that the most potent OV is one with a high infection rate,
low oncolysis rate, and that minimally inhibits the proliferation rate of the cancer cells. By
taking y — r~, we have y — 0 as t — oo as long as 6 still satisfies condition (3.20). While
this might lead to the naive assumption of simply engineering a virus which has a very large
infection rate compared to the proliferate rate of tumour cells, this type of OV may also be

associated with increased toxicity [32]], adding another layer of complexity.



3.3. ANALYSIS OF THE LocAL MODEL

75

0/\
large 6
1.2
. —— x(t) for large ©
>1.0 - = y(t) for large ©
= —— x(t) for small ©
g 0.8 — = y(t) for small ©
(=]
T 0.6
o
1)
304
£
=
Sm;H 9 F 0.2
: > 0.%'0 25 5.0 7.5 10.0 12.5 15.0 17.5 20.0
0 r Time, t
(a) (b)

Figure 3.3: (a) If the pair (y., 6.) belongs to the blue region of the yf-plane, then the infected
tumour cell-dominant steady state is stable. (b) The red curves are the solution curves when
inequality (3.20) is satisfied. The green curves are the solution curves when the condition is
not satisfied. In the latter case, the solutions converge to the positive steady state.

Figure [3.3] (a) gives guidance on how to choose the infection rate, 6, given the oncolysis
rate, y. It can be seen in Figure (b) that if the infection rate is too small, the tumour cell
densities will converge to the positive steady state. On the other hand, if 6 is large enough, then
all of the tumour cells are eventually infected by the virus.

We summarize the existence and stability results of this section in Table 3.1.

Table 3.1: Conditions for Existence and Stability of Steady States of System 1' - )

Steady State | Existence Condition(s) | Global Asymptotic Stability Condition
(0,0) Always Unstable
(1,0) Always 0 <ay
r—y a 1
(0, ) r>vy 6>y + -
r r—vy r
a 1 .
(X5 Vi) ay <6< y( + —) Existence
r—y r
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3.3.2 Dynamics of the Local Model — Case II: Oxygen Dependence

We now perform a local stability analysis of the relevant steady states of system (3.8)) - (3.10).

We begin by computing the Jacobian matrix of this system,

0(2)y ab(2)x 0’ (2)xy
1-2x—y- -X — -
a+y (a +y)? a+y
0 0 o
J(x,y,2) = —ry — @y r—rx—2ry+ aba)x _ ¥(2) @y _ Y@@yl (3.21)
a+y (@ +y)?
—q12 422 =B —q1x — qoy

We first consider the simplest steady state, the fumour-free steady state, (x,y,z) = (0,0, 1).

Linearizing the system about this point gives

1 0 0
JO,0,1)={ 0 r—y1) 0| (3.22)
-1 ¢ B

which is a lower triangular matrix with eigenvalues 1, r—y(1), —. Since this matrix will always
have a positive eigenvalue, the tumour-free steady state is unstable. The maximum dimension
of its stable manifold is 2, which occurs if and only if r < y(1). This corresponds to the fact that
if the virus-induced death rate of tumour cells, 7, is sufficiently large, then there will be larger
domain of initial conditions for which the solution will converge to the tumour-free steady
state. Next, we consider the case where the uninfected tumour cells dominate, i.e., x = 1 and
y = 0. In this case, we have the following steady state, which corresponds to the failure of OV

treatment:

(x,y,2) =(1,0,7"), where z":= (3.23)

B+qi
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Linearizing the system at this steady state gives

SR P {20
a
x o(z"
J0.= o "D _y o | (3.24)
—q12" —q27" B-q
which has eigenvalues
u u H(Z*) * u
Al=-1, 3= S -y@), A3=-B-q. (3.25)

Considering the conditions for which these eigenvalues are all negative gives the following

proposition.

Proposition 3.3.2 The tumour-dominant steady-state, (x,y,z) = (1,0,7%), is locally asymptot-

ically stable if 6(z") < ay(zZ").

From a clinical perspective, the local asymptotic stability of the tumour-dominant steady-
state is an unfavourable result. Biologically, this occurs when the infection rate of tumour cells
by the OV is too low compared to the virus-induced death rate. This leads to an important
insight: engineering a virus which can destroy tumour cells at a fast rate is not useful if the
infection rate is too low. It is important to have a virus which is sufficiently effective at infecting
cancer cells - not just destroying them. The inequality in Proposition[3.3.2]can give an estimate
on how large these rates should be for a useful OV.

We are also interested in the existence of an uninfected tumour cell-free steady, i.e., one of
the form (0, y, z.). From system (3.8)) - (3.10), it can been seen that such a solution may be

determined by solving the system

r(l -y) -y =0, (3.26)

B —2)—qyz=0. (3.27)
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This system may have no solutions, one solution, or multiple solutions depending on the prop-
erties of the oncolysis function, y(z). Stability of this steady state is favourable and hence, we
impose the additional condition y., < r so as to ensure the existence of a positive solution of
system - (3.27). Notice that this condition is similar to the existence of the uninfected
tumour cell-free steady state condition in Subsection 3.3.1. Moreover, it should also be noted
that 0 < y,,z. < 1.

Linearizing at (0, y., z.) gives the matrix

0(z.)y«
|y, o A& 0
0(z.)y« ,
—q12« —{g22x -

*

The eigenvalues of this matrix are

. w o —(BHz) = B .20 = A2(Bry. — Y (2.)42y.22)

It is clear that all of these eigenvalues have no imaginary part. Hence, (0, y.,z.) is either a
stable node or a three-dimensional saddle. The former case is preferable, as all tumour cells

will eventually be infected as + — co. This occurs when the eigenvalues are all negative, leading

to the following proposition.

Proposition 3.3.3 Consider the steady state (0,y., z.), where y. and z. satisfy the equations

Y(Z*)=r(l+ﬁ— P ) y*:ﬁ-l_z*. (3.29)
q2 2% q2 Zx

If Yoo <1, then suchy, and z. existand 0 <y, < 1, B/(B + q2) < z. < 1. Moreover, the steady
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state (0, y., z.) is locally asymptotically stable if and only if

Q(Z*) > (1 _y*)(a' +y*) Cll’ld '}/(Z*) < % (330)

£ 2 *

Remark 3.3.1 The condition y., < r is a sufficient condition for the existence of the steady
state (0,y.,2.). A necessary and sufficient condition for the existence of this steady state is

Yoo < F(1 + B/q2). The latter condition, however, does not guarantee that 7, < 1.

r = r(l N £), o I'(2) =7(2), v > 1, o 1(2) =7(2); Yoo <T
N qz qzz
(14 ) freemeemreo e
92
Yo > T
> 2

Figure 3.4: The z-coordinate of the intersection of the red curve with the purple curve gives the
oxygen concentration at the steady state, z., if r < Yo < r(1 + 8/q>). The intersection of the
red curve with the orange curve gives this steady state if y,, < r. This latter case guarantees
Z. < 1. Note that the equation of the red curves comes from in Proposition3.3.3}

Proposition [3.3.3] gives some important conditions for constructing an effective OV. The
condition y,, < r, similarly to Subsection 3.3.1, gives a sufficient existence condition. The
first stability condition is consistent with our previous results: namely, a sufficiently large

infection rate is an important factor of OV efficacy. The second stability condition is perhaps
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more interesting: an oncolysis rate which grows slowly in response to increases in oxygen
concentration of the tumour microenvironment.

We now consider system - under certain parameter conditions and establish a
global stability result concerning the tumour-dominant steady state, (1,0, z*). In particular, we
consider the case g; = 0 for the sake of mathematical tractability. Biologically, this corresponds
to tumour cells which are unable to consume oxygen. While this condition does not typically
represent a biologically realistic situation, it may be considered a best-case scenario, as less
oxygen is consumed and therefore, more oxygen is available to increase the efficacy of the OV.

We begin by proving an auxiliary result for which we do not need the assumption g; = 0.

Consider the following region in the positive octant in R?:
U:={xy2)eR:x20,y20, x+y<1,0<z< 1} (3.31)

The idea is to show that this region defines a so-called trapping region from which no solution

trajectories of system (3.8) - (3.10) may exit. We state this in the following lemma.
Lemma 3.3.1 The region U C R is a positively invariant set for system @) - @)

Proof Let (x(1), y(), z(t)) denote a solution of system (3.8)) - (3.10)) with initial condition in .
Proving this lemma is equivalent to showing that U defines a trapping region for all # > 0. First
note that by Theorem [3.3.1] x(¢), y(¢), z(r) > O for all # > 0. If the trajectory were to exit the
region, then by continuity, it would cross either the z = 1 boundary or the plane x +y = 1 at
some time ¢*. Assume that the trajectory crosses z = 1 at time #*. Then from equation (3.10),
7 (t*) = —q1x — ¢2y < 0. Therefore, the vector field at this boundary point does not point in the
positive z direction, contradicting the assumption since the trajectory may not exit through the

z = 1 plane. Hence, we have shown that z < 1.
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Figure 3.5: The trapping region ¢. When ¢; = 0, all solutions of system (3.8) - (3.10) with
initial conditions in this region converge to the steady state (x,y,z) = (1,0,1) as ¢t — oo.

Now we need only establish that no trajectory may exit the region through the plane x +y =
1. We do this by showing that the vector field on this plane points into the region ¢. On the

plane x +y = 1, the sum of equations (3.8) and (3.9) is

d
g X +yO] = G+ ry)(1 = x = y) = ¥(2)y

= (x+1y)(0) = ¥(x)y < 0.

Hence, y'(t) < —x'(¢) which implies that, by the chain rule, dy/dx < —1. Therefore, the vector
field on the plane x +y = 1 points into the region and no trajectory may exit through this plane.
We conclude that no trajectory contained in the region U may exit this region, completing the

proof. |}

We are now in a position to give the theorem on global stability of the steady state (1,0, z*).

Since we consider the case ¢; = 0, we have z* = B/(8 + q;) = 1. Hence, the steady state
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becomes (1,0, 1). We then have the following theorem:

Theorem 3.3.4 Consider system (3.8) - (3.10) when q, = 0 and g, > 0. If 6(z) < ay(z) for

z € [0, 1], then (x,y,z) = (1,0, 1) is globally asymptotically stable on U.

Proof Since [0, 1] is a compact interval, we can choose € € (0, 1) such that 6(z) < eay(z) for

all z € [0, 1]. Define the function V : Int ¢4 U {(1,0,1)} —» R as

(I =&y

Vix,y,2) i=x—-In(x) - 1 +y +
29>

[z—1In(z) - 1]. (3.32)

We can show that V defines a Lyapunov function. V is positive definite as V(1,0,1) = 0 and

V(x,y,z) > 0for all (x,y,z) € Int U. Taking the time derivative of V gives

dv -1 0 0 -1
E=(x )[x(l—x—y)— Q| L (1 = x =) + (Z)xy—V(Z)y+(z—)[ﬁ(1—z)—szZ]
a+ a+y Z
0 -1 0 1 - [ 1
 (l—x— (1 —x -y - 2D By AT By e e
a+y a+y 2 | z |
0 1-&)yo | -
e U mx—m)(—x=y)+ 2y =@y + SR B -
a+y 2 L z ]
< (U —x—ry)(l = x—y)+ LQZEOQOY _ 0y, TV
a+y 2

Note that V(1,0, 1) = 0. Next, since 7 < 1 and x+y < 1 by Lemma[3.3.1, we have 1 —x—ry > 0.
Hence, —(1 — x — ry)(1 — x —y) < 0. By our assumption, it follows that 8(z) — eay(z) < 0 since

z remains in [0, 1] by Lemma Finally, since y(z) > 7y, it holds that

1 _
( 8)70y<0.

(- e@y + —

Therefore, V < 0 on Int U. By LaSalle’s invariance principle, we conclude that the tumour-

dominant steady state (x,y,z) = (1,0, 1) is globally asymptotically stable. |
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Remark 3.3.2 Theorem assumes that q, is a positive constant. If g, = 0, establishing
global stability is trivial as equations (3.8) and ([3.9) are decoupled from equation (3.10) and

global asymptotic stability of the tumour-dominant steady state of the resulting two-variable

system follows from Theorem [3.3.2]

As previously stated, the condition ¢; = 0 in Theorem [3.3.4]biologically represents a best-
case scenario in which the uninfected tumour cells are unable to consume oxygen, leading to
a more effective adenovirus due to increased oxygen concentration in the tumour microenvi-
ronment. In practice @ < 1 and so the condition 6(z) < ay(z) reflects a virus which has a
significantly larger oncolysis rate compared to its infection rate. This is analogous to the con-
dition required in Theorem [3.3.2] providing further evidence that a very high oncolysis rate is
not a favourable characteristic of an oncolytic adenovirus.

While we do not analytically consider the case g; > 0, the numerical simulations in Section
3.4 lead us to conjecture that the steady state (1,0, z*) remains globally asymptotically stable
in this case, under the condition 6(z) < ay(z).

It is clear that the relationship between the functions 6(z) and y(z) is an important factor in
the dynamics of the system. Biologically, if the infection rate is too low relative to the virus-
induced death rate, infected tumour cells may die faster than they are able to infect a sufficient
number of uninfected cells, hence leading to an uninfected tumour cell-dominant steady state.
On the other hand, if the virus-induced death rate is too low, not enough tumour cells will die
for the OV to be an effective therapeutic agent. The interplay between these functions and their

effect on the OV efficacy is one of the topics of the next section.
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3.4 Numerical Simulations: Local Model

In this section, we perform numerical simulations of the local model. We perform the simu-
lations using system (3.1) - (3.3). The units of u and n are cells/mm? and the units of ¢ are
millimolars (mM). Unless otherwise stated, we set the initial conditions to be uy = 10000 and

ny = 100, as in [22]. Similarly to [35]], we set ¢y = 4.3751.

Table 3.2: Local Model Parameters

Parameter | Parameter Name Value Reference

r| Growth Rate of Uninfected Tumour Cells 0.3954 day™! (71

) Growth Rate of Infected Tumour Cells 0.21 day™! Estimated (r, < ry)

K Tumour Carrying Capacity 1.0 x 10° cells/mm? [22]

o Hill Constant 1.0 x 10° cells/mm? 22]
Oxygenation Rate 1.0 x 10* mM day™! [35]

B Oxygen Consumption Rate of Healthy Surrounding Cells | 5.0976 day™! [19]

q Oxygen Consumption Rate of Uninfected Tumour Cells | 5.47 x 1075 mm? cells™! day~! 23]

9 Oxygen Consumption Rate of Infected Tumour Cell 2.735 x 1073 mm? cells™! day~! 23]

v Virus-Induced Death Rate 0.5115 day™! [22]

0 Infection Rate 1.0 day™! 22]

Table 3.2 gives the parameters value which we use in the case where y and 6 are constants,
rather than functions of oxygen concentration. In this case, plotting the tumour cell densities
gives Figure If we consider this to be the standard case, we can test the effect of including
oxygen dependence of the functions 6 and y.

In our simulations, we set 6 and y to be sigmoid functions of c¢. In particular, we have

90090 ’)/(C) — YY0
o + (O — Op)e ke’ Yo + (Yoo — Yo)e™0¢

O(c) = (3.33)

We consider how different parameter values 6y, 6, Y0, Y, ko, k, impact the efficacy of the
OV. Guided by Proposition we choose these parameters such that we consider 6(c) <
(@/K)y(c), 6(c) > (a/K)y(c), etc. We plot these results in Figures [3.6]-[3.11]
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Figure 3.6: Tumour cell density dynamics: constant 6 and y

In Figure [3.6] we consider the case in which 6 and 7y are the constants given in Table 3.2
rather than functions of the oxygen concentration. This is our first numerical exposure to a
result which will be echoed throughout this subsection: higher infection rates relative to virus-
induced death rates tend to lead to more favourable clinical results. In this case, the tumour
cell densities both settle to a steady state well below the carrying capacity, suggesting some

inhibition of the growth of the tumour cells.
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Figure 3.7: Tumour cell density dynamics in the case where 6(c) > (a/K)y(c) for all ¢ > 0. (a)
In this case, we have 6, = 0.1,6, = 0.12,ky = 0.08,y, = 0.05115, v, = 0.09115,k, = 0.08.
The infected tumour cells dominate in the long run. This represents a relatively favourable
response to the oncolytic virotherapy. (b) In this case, we have 6y = 0.1,0, = 0.12,ky =
0.08,70 = 0.005115,y. = 0.009115,k, = 0.008. When the virus-induced death rate is too
low, infected cells still dominate but will ultimately approach a larger value at the steady state
compared to the previous case.
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In Figure (3.7, we have the case of a high infection rate relative to the virus-induced death
rate. The assumption of Proposition [3.3.2]is not satisfied and, unsurprisingly, the uninfected
cell density is driven below the infected cell density, asymptotically. This case potentially
represents a favourable result since in Figure (a), as the tumour cell density approaches
a positive stable steady state value below the carrying capacity. In particular, the uninfected
tumour cell density remains significantly lower than the infected tumour cell density. This
illustrates the importance of the infection rate being sufficiently large. On other hand, as in
Figure (b), having the virus-induced death rate be too low leads to an unfavourable result
in which all the tumour cells are infected but they nevertheless approach a value near the
carrying capacity — note that they do not approach the carrying capacity in the case depicted
by the figure. This illustrates the delicate balance between viral infection and virus-induced
mortality. Furthermore, we note the differences between Figure and Figure [3.6} In both
cases, 6 > (a/K)y, yet the dynamics are qualitatively different. This difference is a result of
Figure [3.7|depending on oxygen concentration; a consideration not made in Figure

le6 1le6
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Figure 3.8: Tumour cell density dynamics in the case where 6(c) > (a/K)y(c) for 0 < ¢ < ¢*
and 6(c) < (a/K)y(c) for ¢ > ¢*. In this case, we have 6§, = 0.01, 6., = 0.012, ky = 0.008, y, =
0.05115,y. = 0.2115,k, = 0.08. (a) ng = 100. (b) ny = 0.5 x 10°.
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Figure 3.9: Tumour cell density dynamics in the case where 6(c) < (a/K)y(c) for0 < ¢ < ¢*
and 6(c) > (a/K)y(c) for ¢ > c¢*. In this case, we have 6, = 5.115 x 1073,6,, = 1.0,k = 0.08
(@)Y =0.7,75 =0.9,k, = 0.08. (b) yo = 0.2,y = 0.4,k, = 0.08.

On the other hand, Figure shows a clinically unfavourable result. Namely, the unin-
fected tumour cell density approaches the carrying capacity value while the infected tumour
cells die out. In this case, treatment via OV has failed. This occurs when the 6 and (a/K)y
curves intersect at some oxygen value, ¢*. The outcome of the numerics, in this case, directly
follows from Proposition [3.3.2] Regardless of the initial density of OV injection, ny, (i.e., Fig-
ure 3.8 (a) vs. Figure[3.8[(b)) the asymptotic behaviour is the same. Biologically, this gives the
following insight: in hypoxic environments, having very low lysis capabilites of the OV yields
failure of the treatment regardless of initial density of the OV injection. It is worthwhile to note
that the z* from the steady state considered in Proposition is NOT related to the quantity
c*, the c-coordinate of the intersection point of ¢ and 7.

Figure [3.9|represents the reverse case of Figure [3.8] in which the inequalities are reversed
are the results are clinically more favourable. This once again illustrates the importance of
the virus-induced death rate in hypoxic environments and also shows the importance of the
infection rate in oxygen-rich environments. Moving from Figure (a) to Figure (b),
the virus-induced death rate is decreased, while still maintaining a high viral infection rate in
oxygen-rich conditions. Once again, this reflects that an oncolysis rate that is too large can
lead to clinically unfavourable outcomes as tumour cells are killed faster than the virus may

use them to replicate. This further supports the idea of achieving a balance between infection
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rates and oncolysis capacity as an OV engineering consideration.
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Figure 3.10: Tumour cell density dynamics in the case where 6(c) < (a/K)y(c) for0 < c¢ < ¢*
and 6(c) > (a/K)y(c) for ¢ > c*. In this case, we have yg = 0.1,y, = 09,6, = 5.115 X
1073, 0. = 1.0,ky = 0.08. (a) k, = 0.008. (b) yo = 0.09,y. = 0.2,k, = 0.01.

In Figure for low values of oxygen concentration (i.e., hypoxic environments) the
infection rate is significantly less than the virus-induced death rate, whereas for high values
of oxygen concentration, the virus-induced death rate is reduced. The figure shows that this
case also represents a favourable clinical outcome represented by the dampening oscillations
in Figure [3.10] (a). Asymptotically, the tumour cell density approaches a positive steady state
value well below the carrying capacity. This (once again) suggests the following insight: in
hypoxic environments, it is important that the OV is more efficient at killing cancer cells than
infecting them. However, if the oxygen concentration should be large, the OV must be more
efficient at infecting tumour cells than inducing their death. In Figure (b), we decrease the
growth rate of the y(c) function, leading to near-extinction of all tumour cells. Biologically, this
represents an OV which has greater tumour-destroying capabilities over a lesser range of lower
oxygen concentrations. Another interpretation is that it would be favourable for the infection
rate to surpass the virus-induced death rate at lesser oxygen concentrations as long as the virus-
induced death rate does initially dominates under extremely hypoxic conditions. Such a virus
must be engineered to initially be extremely potent at destroying tumour cells when there is
almost no oxygen available in the tumour microenvironment but must quickly be able to adapt

by having a much greater infection rate if the available oxygen concentration should increase.
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These results are consistent with Proposition [3.3.3]
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Figure 3.11: Tumour cell density dynamics in the case where 8(c) < (a/K)y(c) for all ¢ > 0. In
this case, we have vy = 0.3,y, = 1.0,k, = 0.8,6, = 0.005115, 6, = 0.02115, kg = 0.8. In this
case, the virus-induced death rate is significantly greater than the infection rate. In this case,
we set ng = 0.5 x 10°.

Figure shows the case where the infection rate is very low compared to the virus-
induced death rate. In this case, the uninfected tumour cell density dominates and approaches
the carrying capacity. This result agrees with Proposition [3.3.2] This further supports the idea
of a delicate balance between how effective the virus is at infected cancer cells and how potent
the virus is at inducing death of tumour cells. In particular, we must ensure that the death rate
is not too large compared to the infection rate.

These cases illustrate the following point which must be considered when engineering the
OV: Having a virus too efficient at destroying and not efficient enough at infecting is not rec-
ommended. Perhaps equally importantly, we must also consider the oxygen conditions (i.e.,
hypoxia) when engineering the OV as the functionality of the virus also depends on whether or

not the tumour microenvironment is hypoxic.
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3.5 Regional Oncolytic Virotherapy Model

In this section, we extend our model to the regional setting by considering the case of lymph
node invasion by the tumour cells. As the thickness of the melanoma tumour increases, there
is an increased probability of the tumour spreading to nearest lymph nodes [5]. We model
a network of lymph nodes as a one-dimensional lattice, where each node represents a lymph

node and the edges represent lymphatic vessels.

q1,L.P1 q3,LD3
Lymph Lymph Lymph
q1,rP1
Node 1 Node 2 Node 3
q2.rRP2
u; +ny Uy + ny us + nz
A
qo.rPo
q2.LD2
Primary
Tumour
Uy + no

Figure 3.12: The first three lymph nodes in a network. Each lymph node represents a different
node (green) in the lattice. The tumour cells begin in the primary tumour (blue) and can travel
through the lymphatic network, with some rate of spreading which depends on the tumour cell
density.

The initial concentration of tumour cells at each node is set to 0. Let i denote the i node
from the primary tumour fori = 1,2, 3, ..., and let i = 0 denote the primary tumour. That is,
i = 0 corresponds to the local case presented in Section 3.2. Note that 1, ny and ¢y no longer
represent initial conditions, but rather the primary tumour. The tumour cells may either travel
to the left or to the right of their current position. We assume that the probability of tumour
cells spreading to the adjacent lymph nodes depends on the density of the tumour cells at the
given node and, hence, on the sum u;(¢) + n;(t). Let P;(u4; + n;) be the spreading rate of some

fraction of tumour cells away from node i to an adjacent lymph node in the network. This
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fraction of cells which leaves a given node is dependent on the tumour cell density at the given
node i.e., u;(t) + n;(t).

The probability of the cells travelling left is ¢; ; and the probability of travelling right is g; g,
where g, +qig = 1 fori=1,2,...,0— 1. Moreover, gox = 1. While it has been observed that
lymph typically flows only in one direction [40], we allow for the possibility of some tumour
cells to travel in the reverse direction. We assume that the probability of tumour cells reversing
direction is low and therefore, we consider g;x >> ¢; in the numerical simulations.

On each node in the network, we have a system of ODEs which describes the number of
tumour cells and the oxygen concentration. We use system - to model the dynamics

of the tumour cells at each individual node. To this end, we propose the following system:

d + 0

% =l (1 “o no) (CO)nouO — qo,RPouo + (]1,LP1M1, (334)
t @y + no

d + 0

? = nnhny (1 al no) (Co)rtatiy — y(co)ng — qo.rPono + q1.P1ny, (3.35)
t o + ny

dI/li u; +n; Q(C[)niu[

a = rlui(l - K. )— o + qi—1rPicittic + Gis1 L Piviutivr — Piu, (3.36)

dni u; + n; Q(Ci)l’lil/ti

—_— = ,'1— + — m; + qgi;_ P,'_ -1+ ...

ar mnn ( K, ) @+, y(eon; + i rPi-1ni

“+ giv1,0.Pisiniy — Pin;, (3.37)

du, U+ ne O(co)neuy

— = 1- — + Gr1 gPo_1up_1 — Pouy, 3.38

ar i’luf( K, @+, qe-1,RE¢—1Ue—1 — e Ll ¢y ( )

dn Ug+n O(ce)neu

d_€ = anf(l - 6) + e Y(cone + qe-1 gPe-1ne—1 — qeLPeng, (3.39)
t K, ap + ny

dc

d_zk = ¢ — BCr — q1UkCr — G2MyCrs (3.40)

wherei=1,2,3,...,{—1,k=0,1,2,3,...,¢, and P, := Py(u; +n;). Note that £ is the number
of lymph nodes in the network. We set ¢y = ¢ and ¢, = 0 for k = 1,2, 3,..., ¢ for the purpose

of following an individual over the course of treatment. The amount of time which tumour
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cells spend in compartment i, in the case of a large density of tumour cells in the compartment,
is 1/m;, in days. We may therefore consider 7; to give a per capita spreading speed of tumour
cells away from compartment i. We assume that the speed with which tumour cells travel to the
next node is equal to the speed with which they travel to the previous node. In practice, g,z = 1
and g;; = 0, so this assumption is not typically needed. It will be necessary for the purpose of
tractability of the subsequent mathematical analysis. In this chapter, we only consider the case
of a linear lymphatic network.

With all these considerations, the spreading rate of tumour cells leaving the lymph node

and spreading to adjacent nodes is given by
Px)=mi|1—e|, A >o0. (3.41)

The rationale behind defining P; in such a way is based on experimental results relating the size
of a primary lesion to the probability of the cancer reaching the sentinel lymph nodes. See, for
example, [S]. For the purpose of simulations, we assume that once the carrying capacity is
reached, the probability of spreading is 0.7. Hence, we take (1/7,)P;(K;) = 0.7 and solve this
equation to determine the value A; to be A4; = —In(0.3)/(K;).

We can show that the regional model is also well-posed in the sense of existence, unique-
ness, non-negativity of the solution of the corresponding initial value problem with non-negative
initial conditions, and boundedness of solutions. We summarize this result in the following the-

orem.

Theorem 3.5.1 There exists a unique solution of the initial value problem - , with

non-negative initial conditions, which remains non-negative and bounded for all t > 0.

Proof Existence and ungiueness of solutions follow directly from the fundamental theory of
ODE:s. To address the non-negativity of solutions, we apply Theorem 2.1 in Chapter 5 of [33].
Let (uo(2), no(t), ur1 (), ny(1), . . . ug(t), ne(t), co(t), c1(f), . .., ci(t)) € R3**3 be the solution of

the initial value problem consisting of system (3.34) - (3.40) with non-negative initial con-
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ditions. We begin by showing that none of the components uy, uy, . ..,u, become negative.
Assume to the contrary that at some time, t*, at least one of the components of the solution
becomes negative. By continuity, these components must first cross 0. If u, is one of these

components, then plugging in uy = 0 into equation (3.34)) gives

du
d_to =g Py(uy +ny) >0,

which implies that u, is non-decreasing at ¢ = ¢*. Therefore, u, cannot become negative, leading
to a contradiction. The same argument can be used to show that none of the #; components may
become negative.

Similarly, this contradiction argument can be used to conclude the non-negativity of n; for
i=0,1,2,...,¢

Finally, it can be seen that for k = 0, 1,2, ..., ¢, equation gives

ck(t) = cx(0) exp [— f B+ qiu(s) + gom(s)ds
0

+r \[o exp [— f B + qru(&) + gom(6)) d€ | ds,

from which non-negativity of c,(¢) follows.
Hence, for non-negative initial conditions, u;(0), n;(0),c;(0) > 0, fori = 0,1,2,...,¢, it
follows that the solution of the initial value problem remains non-negative for all ¢ > 0.

Next, we show that solutions of the regional model remain bounded. Define U(¢) := uy(t) +

ui(t) + - - - + ug(r). Then adding equations (3.34), (3.36), and (3.38) fori = 1,2,...,£— 1, gives

dU d u;
= mu(1-%).
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where K := max,—o ;. _{K;}. Then,

A
=

dU [ U+ ut g
(I/t()+u1+"'+l/l[)—
| K

2
Up+uy +---+u
<n (M0+Lt1+"'+1/l[)—(0 ! [)]

(¢+ 1K

The last inequality follows from the Cauchy-Schwarz inequality, namely,
(C+ D2+ 12+ +u2) > (o + uy + -+ + up).

Hence, we have

dU U .
E < rlU[l - m] - thllpU(l) < (€+ I)K

t—00

Therefore, the sum U(?) is a bounded function. Since each component of the sum is non-
negative, we conclude that each u;(¢) is bounded foreachi =0, 1,...,¢.
We can similarly show that the infected tumour cells remain bounded at each node by

defining N(t) := no(t) + ni(¢) + --- + ny(¢). Adding equations (3.35)), (3.37), and (3.39) for
i=1,2,...,£—1 gives

where U is any upper bound for U(#). The last inequality follows by applying the Cauchy-

Schwarz inequality as in the previous case. Hence,

P+ DK + [+ 12K2 + 4rs(C + K6

limsup N(¢) <
t—o0 27’2
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Since the components of the sum N(¢) are non-negative, we conclude that n,(¢) is bounded for
eachi=0,1,...,¢.

Next, it is clear to see by a comparison argument that

lim sup ¢;(¢) < %, i=0,1,2,...,¢,

t—00

and so we may conclude that ¢;(¢) are bounded.
We have successfully shown that solutions of the regional model with non-negative initial

conditions are non-negative and bounded. |

While an analytic investigation of system - can be challenging to perform due
to the potentially large number of equations, we may establish a result which is analogous to
Proposition [3.3.2] of the local model. In particular, we may establish the a sufficiently large
oncolysis rate leads to stability of a tumour-dominant steady state. We begin by showing the
existence of this steady state.

Since we are also interested in obtaining results related to the spreading speed away from
node i, i.e., n7;, we rewrite the function P;(x) from equation by defining the dimensionless
quantity p;(x) := 1 —e~%* hence allowing us to formulate P;(x) in terms of the spreading speed.

That is,

Pi(x) = 1n;pi(x). (3.42)

For the remainder of this subsection, we consider only the case where ¢, = O fork =0,1,2,...,¢.
Biologically, this condition corresponds to the case with no external oxygen input. Further-
more, we consider the case where a tumour cell may only travel forward through the network
(i.e., in the right, R, direction). Hence, we set g;g = 1 and g¢;; = O for j =0,1,2,...,¢. This
is biologically consistent with the unidirectional flow of tumour cells through the lymphatic

system [40].
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A virus-free or uninfected tumour cell-dominant steady state is of the form
E, = (up,no, Uy, ny, ..., ug, Ne, Co, C1,s - - ., ) = (U, 0,u3,0,...,u,,0,0,0,...,0), (3.43)

fori € {0,1,...,¢}, where u: > 0.
It follows from system (3.34) - (3.40) that the components of the tumour-dominant steady

state satisfy the equations

rlui(l— ) = iy (1= e ) (1= ™), i€ {l,2,....0-1), (344)

Ue — A
l"ll/lg(l - E) = —Ne-1Ur-1 (1 e I).

The existence of the solution u; < Ky of the first equation of system (3.44) is clear. The
solutions of the remaining equations of this system may subsequently be obtained by solving
for u; recursively, given u;_,.

Based on a numerical exploration of the system (see Section 3.6), we also require that
u: > K;forie{l,2,...,0}. Itis trivial to see that this inequality holds for i = £. To ensure that

this inequality is true for all other values of i, it is sufficient to consider the additional condition

1077i—1 * —-Ai_ur .
< 7—mui_1(1—e Tw), (1,2, 0= 1) (3.45)

K;
These upper bounds on K; come from system (3.44) and from p;(K;) = 7/10. They may be
obtained recursively given u’ ;.
Let J = [J;;] € RE3IGH3) be the Jacobian matrix of system (3.34) - (3.40).
We are now in a position to establish the stability of E,. To do so, we make use of the

Gershgorin Disc Theorem [39]] which is stated as follows.
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Lemma 3.5.1 (Gershgorin Disc Theorem [39]) Consider an n X n matrix A = [A;;] in C™".

Define

R; = Z |A,-j , |zl is the modulus of z € C.
=1

J#

If 1 € Cis an eigenvalue of A, then

n

AEU{ZECIIZ—AMSR,}-

i=1

The circles of the form {z € C : |z — A;| < R;} ¢ C in Lemma/[3.5.T] are also called Gershgorin
discs. Since all eigenvalues of A are contained in these discs, we may bound the real part of
these eigenvalues above by 0 by ensuring that all of the Gershgorin discs lie in the left half of
the complex plane.

We use the following approach in order to find sufficient conditions for the local asymptotic

stability of E,:

1. Linearize system (3.34) - (3.40) at the steady state E,. Let J(E,) = [J;;(E,)] denote this

matrix.

2. For all i, compute R; by adding the absolute value of all of the off-diagonal elements in

row i of J(E,), as in Lemma[3.5.1]

3. Find conditions (if any) such that Vi € {1,2,...,3¢ + 3} : J;(E,) + R; < 0. If this is
possible, then all of the eigenvalues of J(E,) have negative real part and hence, E, is

locally asymptotically stable.

For notational convenience, note that system (3.34) - (3.40) may be written in the form

dul-
— = Ui(up, no, uy, Ny, ..., U NE, CoyCls e v 5 Cp)s

dt
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dl’ll'
_dl‘ = Ni(uo,no,ul,nl, e, Up,Np, Co,Cy et ,C[),
dCl'
_dt = Ci(ug, no, uy, ny, ..., ug, Ng, Cos Cpy v v oy Cp)s

where i = 0,1,2,...,¢, for appropriately defined functions U;, N;, and C;.

We begin by noting that the diagonal elements of J(E,) are

ou;

27‘1

T :rl_Eu;ﬂ_,,i[pi(u;)m,.u;ﬂe-ﬂf"?], j=2i+1, ie€f{0,1,....,0—1}
ON; Bou;
o - 2y 2y i), j=2i+2, ie{01,...,0—1),
(9”,‘ E. Ki a;
a‘[,{[ 21"] " .
Ji(Ey) = Tl T T E e j=20+1,
N, r Bott,
ONel D2 DM i =20+2,
oC;
Wil L g, j=2043+i, ie€l0,1,...0),
6c,- E,

To ensure that the eigenvalues lie in the left half of the complex plane, it is sufficient to find
conditions such that J;(E,) + R; < O for all .

We begin by computing J;;(E,) + R, which yields

ouU ouU oU 5 (lou ouU ouU
TW(E)+ R = —| +|— =0 +Z 0 of |, |2Ho
0u0 E, (9n0 E, (9c0 E, j=1 auj E, an] E, (9cj E,
=n -y~ n [P (ug) + A u*e_Af”S] FA boitg + 1o doule 00
1 KO 0 0 | F0\ ¥ 04 KO 0 % 00U

u 901/!*
=rl1-2+ =2- ).
r ( Ko) 0 nopo(uy)

This quantity is negative for a sufficiently large spreading speed away from the primary tumour
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site, 17o. In particular, this is true if

o > : [7’1 ( - M_S) + %] . (3.46)
po(uy)

Next, computing J»(E,) + R, yields

Ny MNo| |, |9 S (1N, EAL Ny
Jn(E) + Ry = —2| +|=— 4
22( ) 2 (91’1() E, (9140 E, 800 ]Z;( 0111 an E 8c‘,~ E, )
I N 9014
=r - quo + —— = Y0 — nopoluy).
0 Qo

Condition (3.46) is sufficient for the negativity of this quantity since r; > r, and hence, no
additional conditions are necessary.
We now consider the case ¢ > 1, i.e., there are at least two lymph nodes in the network. Let

I :={1,2,...,£—1}. Fori € I, wedefine k := 2i + 1. Then we have

(9(11,- oU; oU; oU; oU; oU;
Ju(E,) + Ry = + [— +
wlBu) + Ri= 5= Oni || | e g, IZ\}( ou;le| |on;le| | dc E)
_ 2r1 * * * =AUl ro. 90”;
—rl—?iui—n,-[p,-(ui)+/1,~uie 1]+Eui+—ai +...

A A
e 4 1 [Pi—l(uf_l) + 2 U et ‘]

I/l* 9014* u;
= (L= g |+ = = mpiu) + 771 |pi i) + 220wy

1 1
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Since u > K;, the negativity of the above quantity follows given the following condition:

u: Oou; ; «  —di-lu
ri|l - E < _7, ~ -1 [pi—l(”i—1) +2A;u;_je i-‘] (3.47)
ru;
— K, < d . (3.48)
Oou;

r+

R s ni-1 I:pi—l(u;k_l) + 2/li_1u?_1e—/li—1u;‘_l]:|
;

1

Biologically, this condition corresponds a sufficiently small carrying capacity of the lymph
nodes.

Next, fori € 1, let k = 2i + 2. We have

ON; ON; ON; ON; ON; ON;
J(E) + R, = el el i)
wlE)+Re= 5l o e e 1| T ; (Bu] an, || " | dc, E)
}"2 " 0 u*
=rz—Kul +——YO—n,p,(u)+nz 1Pi1(u;_).
@;

In order to ensure negativity of this quantity, it suffices to impose the condition

bur; *
Yo > o + Nic1Pi-1(U;_y), (3.49)

i

which is a condition for the local asymptotic stability of the tumour-dominant steady state
which is similar to that of the local model in Section 3.3.

Finally, we consider the final node in the network, lymph node £. We have

OU, ous| |, |oUe S (lou, Lo oU,
J E)+ Rypyy = —r kil i e
e+neeny(Ey) + Rogyy o M e e ol " 2 o | 8nj . 3 |
21"1 * re . HQM; * * —Ap_ i
=N g et et T e | peciuy ) + 2000 e |

u, ot o
B rl( - E) ’ a_[ +1e-1 [pt’ 1) + 2 yuy_je ™! H]‘
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It is clear that this quantity is negative if condition (3.48)) is satisfied for i = £. Next,

N, ON| |, |ONe < (|oNe L [N N,
J E)+ Ry =—| +|7— +
(25+2)(2€+2)( ) 20+2 on, E o, . 6C€ JZ: Ou, (9nj . 8cj E
ry ,  bouy
—rz—EMg+a—€—70+77£ 1Pe-1(Up_y).

It is again clear that this quantity is negative if condition (3.49)) is satisfied for i = ¢.

Finally, define 7 := {0, 1,2,...,¢}. Fori € I, we define k := 2¢ + 3 + i. It follows that

aci 0C; 0C; oC; oC; 0C;
E))+ R = =i N s g
TuBu) + Ry = 7 P o E, * on; g, +.~ .(5”1'&. * on; g * 361‘&)
jeq i
= —f-qu;.

Hence, Ju(E,) + Rk < 0. By Lemma [3.5.1] we conclude that if all of the above conditions
are satisfied, then E, is locally asymptotically stable. We state this result in the following

proposition.

Proposition 3.5.1 Consider system - when ¢ = 0, qur = 1, and g, = 0 for
k=0,1,2,...,L. The tumour-dominant steady state E, is locally asymptotically stable if the

following conditions are satisfied:

(- %) %]
> —— | [1- 2] + .
Polug Ky @y

2. Fori=1,2,...,¢,

. |10, . riu;
K; < min —u; (1 - e_’l"‘”"-‘), l

+ 77[ [pl—l(u;k_l) + 2/7.,-_1u;‘_1e_/“_1u?_] :|:|
a;

1

r+
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3. Fori=1,2,...,¢
9()1/[*

Yo > Tii + Nim1 Pi-1 (U y)-
Proposition [3.5.1] has some significant biological implications. Since this proposition gives
conditions for the stability of the tumour-dominant steady state, the conditions being satisfied
represents a clinically unfavourable outcome. The condition ¢, = 0 represents no external
oxygenation. Similarly to the local model, we see that hypoxic environments are beneficial
to the tumour cells and reduce the efficacy of the adenovirus. Condition 1 of the proposition
represents a sufficiently large rate of spreading of tumour cells away from the primary tumour.
Condition 2 represents smaller carrying capacities of the lymph nodes — this is not surprising,
as tumour cells will more easily spread away from lymph nodes with lesser carrying capacities,
i.e., due to less available resources. Condition 3 once again mirrors an important insight from
the local model — the oncolysis rate must not be too large in relation to the infection rate for
an OV to be effective. However, this condition now comes with the additional consideration of
incoming tumour cells from the previous lymph node in the network. In general, in a clinical
setting, the model suggests effective treatment with an OV requires the engineering of a virus
with a sufficiently large infection rate under hypoxic environments, which takes into account
the spreading speed of the tumour cells as well as the carrying capacities of the lymph nodes.

We further explore the implications of the regional model in the next section.

3.6 Numerical Simulations: Regional Model

Due to the lack of analytic tractability of system (3.34) - (3.40), we perform simulations to
investigate the dynamics of this system. The primary tumour parameters (except for § and
v) are pulled directly from Table 3.2. The parameters K; and «; are estimated by taking into
account the corresponding tumour parameters, Ky and «(. In particular, for all i, we take

7 = 0.0002 days™', K; = Ky/10 and @; = a,/10. Note that these parameters are the same
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for all lymph nodes. We make the biologically reasonable assumption that cells have a higher
probability of migrating away from the primary tumour, i.e., in the direction of increasing node
index. Hence, we set g1, = g2; = g3, = 0.05 and g, g = g2r = 0.95.

le6

1.0
E g 400000
£ 0.8 £
) )
E 0.6 = Primary Tumour Cell Density E 300000 —— Primary Tumour Cell Density
-~ " = Lymph Node 1 Cell Density ~ = Lymph Node 1 Cell Density
3 = Lymph Node 2 Cell Density z- = Lymph Node 2 Cell Density
g 0.4 —— Lymph Node 3 Cell Density @ 200000 —— Lymph Node 3 Cell Density
[
2 8 100000
= 0.2 z /
o o
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Time (days) Time (days)
(a) (b)

Figure 3.13: The impact of oxygenation rate of the primary tumour, ¢y, on the tumour cell
density at the primary site and the first three lymph nodes in a network. (a) The case of no
external oxygenation, ¢y = 0. (b) The case where ¢y = 10* mM day~'. There is a marked
reduction in long-term tumour cell density when oxygenation is increased.

In Figure [3.13] we compare the case of no external oxygen input, ¢, = 0, to the case of
some external oxygen input, ¢y = 10* mM day~!. We graph the total number of tumour cells,
u;(t) + n;(t) over the course of 80 days. The functions 8(c) and y(c) are given by equations
(3.33), where 6, = 0.005115,6, = 1.0,ky = 0.08,79 = 0.1,y = 0.9, and k, = 0.08. These
parameter values are similar to the ones used in Figure [3.10]— they yield a favourable clinical
outcome in the local model. The model assumes that external oxygenation may only be per-
formed on the primary tumour site — not at the lymph nodes. From Figure 3.13] (a), we see
that in the case where no external oxygen is provided, the tumour cells ultimately dominate
at the primary tumour site and also approach a value near the carrying capacity at the lymph
nodes. This unfavourable result is in stark contrast to the results of Figure [3.10] in which
the tumour cells are either eradicated or kept under control. On the other hand, in the case
of external oxygenation seen in Figure (b), there is a sharp drop in the total tumour cell
density. Namely, from a peak value approaching the carrying capacity at the primary site to

approximately 4.47 x 103 cells/mm?>. This is a result of the benefit which the OV acquires as
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a result of an oxygen-rich environment. This is consistent with the benefit consistently seen
when treating cancer in oxygen-sufficient tumour microenvironments compared to hypoxic mi-
croenvironments. Even though the oxygenation occurs only at the primary tumour sites, the
model allows for the proliferation of infected tumour cells through the lymphatic vessels into
the lymph nodes, and hence the oxygenation also confers an increase in the efficacy of the OV
treatment at the lymph nodes.

To this end, we turn our attention to the behaviour at the lymph nodes. In Figure[3.13|(a), the
total tumour cell density across all three lymph nodes in the long-term is approximately given
by the sum of their carrying capacities. In Figure (b), as a result of external oxygenation,
it takes a longer period of time for the tumour cell densities at the lymph nodes to reach their
carrying capacities. This is because the benefit of the oxygenation here is less direct — the
oxygenation is only occurring at the primary site. There is still an indirect benefit, however, as
a marked decrease of tumour cells at the primary site will result in slower spreading rates.

In summary, Figure further illustrates the importance of the oxygen concentration in
treatment with adenoviruses, a result which is consistent with the existing oncology literature
[31]]. It may also be worth noting that in contrast to Figure (a), the tumour cell density
at lymph node 3 eventually dominates the tumour cell density at lymph node 1 in Figure [3.13]
(b). This may be explained by the fact that oxygenation occurs at the primary tumour site and,
therefore, the infected cells are initially closer to the lymph nodes closer to the primary site
rather than the subsequent lymph nodes in the network. Hence, lymph node 1 has a slightly
greater benefit from the OV treatment than do lymph nodes 2 and 3.

From the local model, we found that having a lower virus-induced death rate compared to
the infection rate tends to yield more favourable clinical outcomes. To this end, we investigate
the dynamics of the regional model in the case where 6(c) > (a/K)y(c) for all ¢ > 0. We set
6y = 0.05115,60, = 2.115,ky = 0.016 and y(c) = 0.5115 for all ¢ > 0. We once again plot the
cases ¢y = 0 and ¢y = 10* mm day~'.

Figure [3.14] shows that the impact of having a sufficiently low virus oncolysis rate in the
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Figure 3.14: Dynamics of the regional model in the case where 6(c) > (a/K)y(c). (a) The
case of no external oxygenation, ¢y = 0. (b) The case where ¢y = 10* mM day~!. There is a
very sharp reduction in long-term tumour cell density at the site of the primary tumour but the
impact on the lymph nodes is much less pronounced.

regional model is consistent with the local model. Once again, the effect of an increased exter-
nal oxygenation rate is much more pronounced at the primary tumour compared to the lymph
nodes.

Motivated by Figure we now consider the impact of the infection rate, 6, and the virus-
induced death rate, y, on the regional model. These parameters were considered extensively
in the the numerical simulations of the local model in Section 3.4. In this case, we consider
keeping 6 and 7y constant rather than as functions of oxygen concentration. The results of the

simulations are plotted in Figure[3.13]
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Figure 3.15: Maximum tumour cell density at the location of the primary tumor over the course
of 80 days after treatment for various values of 6 and .

In Figure[3.15] we plot the maximum value of the tumour cell density at the primary tumour
site over the course of 80 days after OV treatment. That is, we plot max{u(¢) +no(¢)} for differ-
ent values of 8 and y. Consistent with our prior results, we can again visualize the relationship
between infection and oncolysis. We see that increasing the virus-induced death rate to a much
greater value relative to the infection rate leads to an unfavourable outcome (red region). This
also occurs if the virus-induced death rate is too small, regardless of the value of the infection
rate. Therefore, this provides further evidence of the importance of a high infection rate and a
oncolysis rate that is not too low in oder to obtain favourable results (blue region).

Finally, we return to the case where 6 and y depend on the oxygen concentration. In partic-
ular, we assume that we have some mechanism through which to administer external oxygen
to the lymph nodes and set ¢; = 10* mM day~! for k = 1,2,...,£. The functions é(c) and y(c)
are once again given by equations (3.33), where 6, = 0.05115,6,, = 2.115,k; = 0.016,y, =
0.5115,y. = 0.9115, and k, = 0.016. This corresponds to the case where the oncolysis rate
dominates under hypoxic conditions while the infection rate dominates in oxygen-rich mi-

croenvironments.
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Figure 3.16: The impact of oxygenation rate at the primary tumour site and the first three lymph
nodes in the network. (a) Uninfected tumour cell density at the primary tumour and at each
node. (b) Infected tumour cell density at the primary tumour and at each node

Figure [3.16] shows the case of oxygen dependence of the infection rate and the oncolysis
rate. In this case, there is a marked reduction in the total tumour cell density in all com-
partments. Figure [3.16] (a) shows the uninfected tumour cell density, u; and Figure [3.16] (b)
shows the infected tumour cell density, n;. In contrast to the case of no oxygen input at the
lymph nodes, the infected tumour cell density at each lymph node asymptotically approaches
a value below the carrying capacity of its corresponding node. This provides further evidence
which supports the lack of efficacy of oncolytic adenoviruses in hypoxic environments and the

increased efficacy of these OVs when external oxygenation is provided.

3.7 Conclusion and Discussion

From the mathematical results of this work, as well as the simulations, the importance of
the functions 8 and y are emphasized. Biologically, this refers to the interplay between viral
infection rate and the virus-induced death rate of the cancer cells. If the virus-induced cancer
cell death rate is too large compared to the infection rate, the cancer cells end-up dominating
in the long-run. This is a reflection of the virus not being able to infect cells faster than the
infected cells are destroyed. On the other-hand, if the infection rate of the OV is significantly

large compared to the virus-induced death rate in all oxygen environments, the infected tumour
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cells will dominate in the long-run and will reach some steady state. This steady state may
represent the case where we avoid uncontrollable cancer cell growth as the number of cells will
not approach the carrying capacity. This translates to a favourable clinical result. On the other
hand, it may also represent a state in which the infected tumour cells dominate at the carrying
capacity if the OV tumour-destroying capabilities are oo low. For this reason, we suggest that
when engineering OVs, it is important to make sure that these viruses have greater infection
capabilities than they have oncolytic capabilities while ensuring that the virus-induced death
rate is not too low. In particular, our results suggest that maintaining high viral infection rates
tends to lead to clinically favourable results regardless of oxygen concentration of the tumour
microenvironment. Our findings on the importance of the infection rate are consistent with
[16, 18] and contribute to a growing body of literature regarding efficacy of engineered viruses
[16, 18, 20].

Another important component of this chapter is the modelling of the impact of hypoxic
conditions on OV treatment efficacy. As previously stated, the modelling suggests that sig-
nificantly high infection rates are preferable under any oxygen conditions. However, another
layer of complexity is added when considering the threat of toxicity which the OV poses to-
ward healthy cells [32]. Furthermore, having a virus-induced death rate which is too low will
lead to a decreased mortality of cancer cells. Hence, it is not sufficient to simply conclude
that engineering extremely infectious viruses is the solution. Instead, we proposed taking into
account the effect of different oxygen conditions and hypoxia when constructing the OVs. To
address this, we considered the case in which which function dominates, 6 or y, depends on
the oxygen concentration. A favourable result occurs when y dominates for low oxygen con-
centrations but 8 dominates for high oxygen concentrations. Hence, we conjecture that another
consideration of engineering OVs is whether or not the tumour microenvironment is hypoxic.
The preferential virus characteristic would be to have greater oncolytic capabilities in hypoxic
environments and greater infectious capabilities in more oxygen-rich environments. According

to the modelling, this may lead to stability of a steady tumour load rather than uncontrollable
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growth. However, we also found that making the virus-induced death rate too great under
hypoxic conditions also leads to a reduction in the efficacy of the treatment, as the infected
tumour cells die faster than they may infect the remaining susceptible tumour cells.

We extended the model to a regional model which incorporated spatial structure through
considering the axillary lymph nodes. This was done by considering ODEs on a one-dimensional
lattice. This natural extension captures the invasive nature of melanoma (and many other inva-
sive cancers). Once again, the importance of considering oxygen cannot be understated. When
considering a system with three lymph nodes, we found that providing oxygenation at the site
of the primary lesion (through an external oxygen source) yields an approximately 72% de-
crease in tumour cell density at the site of the primary lesion. Lymph nodes closer to the site of
oxygenation similarly obtained benefit from more hyperoxic conditions. This benefit of exter-
nal oxygenation in (various forms of) the treatment of cancer has also been observed clinically,
such as in the use of hyperbaric-oxygen therapy [34]. Our simulations further support these
experimental findings. We also found that the impact of the infection rate, 6, is also present in
the regional model and the findings were consistent with those of the local model. This leads
us to further stress the importance of oxygen-rich microenvironments being used in tandem
with highly infectious OVs.

This model may be further enhanced by the addition of a variable which accounts for the
free virus particles. Although this would increase the complexity of system in terms of math-
ematical analysis, it would lead to more interesting dynamics, biologically. In terms of the
parameters, the growth rate of tumour cells also depends on the available oxygen of the tumour
microenvironment [1]. Hence an important next step is the use of growth rates which depend on
the oxygen concentration, i.e., r;(c), r>(c). Future work also includes adding a continuous spa-
tial structure to the model, i.e., through the use of PDE modelling. This can take into account
the spatial properties of the tumour as well as the efficacy of OV treatment in the context of
metastatic disease by modelling cancer cell spreading at the site of the primary lesion. Extend-

ing the types of geometry of the lattice representing the lymphatic network is also an important
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next step. For example, this involves allowing certain lymph nodes in the network to have
connections with multiple neighbouring lymph nodes. From a clinical perspective, incorporat-
ing the use of conventional chemotherapy along with the virotherapy is also likely to provide
potentially useful insights. Finally, the toxic effects of an increased tumour cell infection rate

may also be worth considering in order to model a more comprehensive treatment approach.
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Chapter 4

A Continuous Spatial Model of Melanoma

Treatment via Oncolytic Virotherapy

4.1 Introduction

In this chapter, we develop and analyze a continuous spatial model of oncolytic virotherapy. In
the previous chapter, we developed both a local model and a discrete spatial model in order to
simulate the regional spread of melanoma through the adjacent lymph nodes, in the presence of
an oncolytic virus (OV). In contrast, we now focus on the spreading of the melanoma tumour
cells locally on the surface of the skin, in a continuous spatial domain, by modelling the growth
of the primary lesion over the surface of the skin. As in the previous chapter, we consider the
effect of an OV which is introduced into the system directly via injection into the primary
site. Furthermore, as in the previous chapter, we consider only the effect of cell-to-cell viral
infections of the cancer cells.

We make use of a partial differential equation (PDE) model and, as in Chapter 2, consider
the existence of travelling wave (TWS) solutions. In the context of melanoma spreading, these
solutions represent invasion waves. Such models have seen extensive use in the modelling of

melanoma [3} 6, (11, [14]. One of the key features of many of these models is the use of a
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diffusion term in the PDE which represents the spreading of the cancer cells.
In their work, El-Hachem et al. [11]] considered the spread of melanoma through the skin

by using the following system of PDEs

ou 0 v\ Ou u+v
E—Da[(l—f)a +ru(1— K ), (41)
L= ow (42)

where u(x, t) is the density of melanoma cells at time ¢ and position x. v(x, t) gives the density
healthy skin cells. D is the diffusivity of the melanoma cells and K is the carrying capacity
of the skin cell density. The authors use logistic growth to represent growth of the melanoma
cells, with growth rate r. From the second equation, it can be seen that ¢ is the rate at which
the melanoma cells degrade the skin cells. The authors use a degenerative diffusion term to
represent the dampening effect which healthy skin cells have on the melanoma spreading rate.
Indeed, if v is very close to K, then the diffusion rate of the melanoma cells is decreased. Such
a mechanism reflects the property of cancer cells favouring spreading in the direction of lower
healthy cell densities, toward more nutrient rich environments. In their paper, El-Hachem et
al. use a variety of analytical and numerical techniques to investigate the existence of TWS of
their model. A similar system is also considered in [6].

The novelty of the current chapter is that we introduce the presence of an OV, (i.e., T-Vec)
much in the same vein as in Chapter 3. Once again, we consider the modelling of cell-to-cell
infection of melanoma cells by previously infected melanoma cells. The virus is once again
considered to be introduced via direct injection into the lesion. In this case, we introduce a new
variable, n(x, t), the density of melanoma cells which have been infected by the virus at time
t and position x. Furthermore, we note that u(x, ) will now represent density of uninfected
melanoma cells at time ¢ and position x. We are considering x € R, i.e., spreading on a line,
as in [6, (11} [13]]. We use a mass-action term to model the infection of melanoma cells, with

mass-action coefficient §. We assume that the infected melanoma cells are killed by the virus
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at a per-capita rate y. If we consider that infected cells and uninfected cells may have different
rates of degrading the healthy skin, we consider ¢, and ¢, in place of ¢. These parameters give
the degradation of the healthy skin cell density due to uninfected tumour cells and infected

tumour cells, respectively. Therefore, we consider the following model:

ou J | v\ Ou| u+n+v

E_Dla—x»(l—g)a_ +r1u(1——K )—Hun, 4.3)
on J | v\ on| u+n+v

i Dza—x »(1 - —) a + rzn(l - T) + Oun — yn, (4.4)
Oy — v+ (1 _ M) 4.5)
Fri druy — gonv + r3v X .

The parameters D; and D, give the diffusivity of uninfected tumour cells and infected tumour
cells, respectively. The parameters ry, r,, and r; give the (logistic) growth rates of the unin-
fected tumour cells, infected tumour cells, and healthy skin cells, respectively. Hence, we are
assuming that if the cancer should be eradicated entirely, (« = n = 0), then the healthy skin
cells should be able to recover back to their carrying capacity. The parameter K represents the
carrying capacity of the skin cell density.

In contrast to Chapter 3, we have now dropped the dependence of viral infection and virus-
induced death rate (oncolysis) on oxygen concentration in order to reduce the analytic com-
plexity of the model. Furthermore, for the sake of mathematical tractability, we have replaced
the Holling type II functional response used in Chapter 3 to represent infection, choosing to
instead use a Holling type I functional response. The parameter 6 acts as the mass-action co-
efficient. Such a functional response has seen use in the modelling of OV infection, such as in
(17,19, 21].

We note that the term (1 — v/K) appears as the flux in equations (4.3)) and (4.4). This ac-
counts for a kind of resource driven property of the tumour cells’ movement. In particular, the
cancer cells have a lesser affinity for spreading in locations rich with healthy cells (i.e., healthy

cell densities near the carrying capacity) as such locations may be considered unfavourable due



4.2. MATHEMATICAL ANALYSIS 119

to a lesser availability of resources. This assumption is consistent with the assumptions made
in 6} 11].

In Section 4.2, we perform a mathematical analysis and consider the existence TWS. In
Section 4.3, we perform some numerical simulations on the PDE model in order to obtain
some insights on the various parameters. In particular, as in chapter 3, we explore the impact
of the infection rate and the oncolysis rate on the efficacy of the treatment. We conclude with

a discussion of the results and directions for future work in Section 4.4.

4.2 Mathematical Analysis

We non-dimensionalize system (.3)) - (4.5) by making the following substitutions:

5 u ~ n 5 % - 5 r D,
u:.=—, n:=—, Vi= =, 1= rlta X = % D n
K K K Dy D,
~ 0K ~ Y ~ 1K ~ 2K r r3
0:=—, y:i=—, ¢:= —¢ , = —¢ , Fri=—, ==
r r r r r r

After dropping all of the tildes for notational convenience, this yields the following system of

PDEs:
ou 0 ou
E_a[(l—v)a +u(l —u—n-v)—6un, (4.6)
on 0 on
E—Da[(l—\/)a +rn(l —u—n-v)+ 6un—yn, 4.7)
ov
o = —p1uv — ¢onv + Yv(l —u—n —v). (4.8)

We seek to show the existence of a TWS of the above system. In particular, we are interested

in the existence of a right-travelling TWS, with wave speed c. Such a solution has the form

u(x, 1) = UE), n(x, 1) =NE), vx1)=V(E), (4.9)
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where £ := x — ¢t and ¢ > 0. Note that £ is also known as the travelling wave variable.

Substituting (4.9) into system (#.6) - (4.8) yields the travelling wave system:

d%[(l—v%j +c%+U(1—U—N—V)—0UN:O,

D%[(I—V)%V +c(i1—];]+rN(1—U—N—V)+9UN—yN:O,
av

CE—¢1UV—¢2NV+¢V(1—U—N—V):O.

The steady states of this system are (U,N,V)=E;,i=0,1,2,...,6, where

Ey=(0,0,0), E,=(1,0,0), E>=(0,0,1), E;5= (0, 1- Z,O),
r

Yy Y Yy - £ A
E,=10,—,1---—"]|, Es=(U,,N;,V)), Es=(U,,N,,V),
4 r¢2 ’ r¢2 5 (1 1 1) 6 (2 2 2)
where
0 — *
NT :—7 N2 = Py
62 —0r+6 O(r¢1 + ¢ — ¢2)
y — rONY v — rON,
U* = * :—2
Vf‘ =0, V;‘ =1- U; -0+ I)Ni‘.

(4.10)

(4.11)

(4.12)

We summarize the biological meaning and conditions for existence of the above steady states

in Table 4.1. Since we are considering only biologically meaningful steady states, the condition

for existence is non-negativity (and in some cases, positivity) of the coordinates.
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Table 4.1: Positive Steady States: Conditions for Existence

Steady State | Biological Meaning Existence
Ey extinction of tumour cells and healthy cells Always
E, uninfected tumour cells dominate — treatment unsuccessful Always
E, extinction of tumour cells — treatment successful Always
E; infected tumour cells dominate — treatment semi-successful r>vy
E, extinction of uninfected tumour cells — treatment semi-successful rg > ydo + Yy
Es degradation of healthy tissue — treatment potentially successful A
Eg coexistence of tumour cells and healthy cells — treatment potentially successful B

Note that the conditions A and B in Table 4.1. are given by

A: 6>y AND ro<y@+1),

B: ¢ <yf AND Oy +¢)) + Y + 0y < rfg) + 6 + v,

In order to investigate the existence of TWS, we prescribe appropriate boundary conditions.
The existence of some TWS are trivial. For example, consider a solution connecting the steady

states E to Eq. That is,

Aim [UN, VIT = [1,0,01",  lim[U, N, V]" = [0,0,01".

A solution with these boundary conditions exists on the line N = V = 0. Indeed, setting N =
V = 0 transforms equation (4.6) into the classic Fisher-KPP reaction-diffusion equation [12]. It
is well known [12]] that for all ¢ > 2, there exists a solution of system (4.10) - (4.12)) connecting
the steady states E; and E,. Biologically, this represents a solution which approaches E; as
t — oo. Hence, this is an example of an invasion wave, in which the uninfected tumour
cells dominate in the long term. This is not surprising, as we are dealing with the case of no

treatment and no healthy surrounding tissue. Indeed, in reverse time, we have a system which
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approaches an extinction equilibrium (the origin) which is biologically meaningless. Hence,
we are not interested in such TWS involving the origin as a boundary condition.

In the following subsections, we will specify relevant biological boundary conditions on the
TWS. Note that system - is singular at V = 1 as a result of the cross-dependent
diffusion. Following the approach outlined in [6, [11} 13} [15], we remove the singularity by

introducing the variable ¢ := G(¢), defined as a solution of the differential equation

1

& 1-vE

G'(¢) (4.13)

for all £ € (—o0, 00). We define the new dependent variables as

U = UG @), NQ:=NG©) V) :=VG @) (4.14)

From the chain rule, it follows that system (4.10) - (4.12)) may be re-written, in terms of the

new independent variable, as

dcu  du
d_é/z+Cd_§+(1_(V)[(L[(1_(L[_N_(V)_9(LIN]:O’ (415)
N AN
Dd—{2+Cd—{+(1—(V)[VN(1—(L[—N—(V)'FWN—')/N]:O, (416)
dv
Cd_g +(1 =V [-pU - N +y(1 —U~-N-V)] =0. 4.17)

Note that all of the steady states of the original travelling wave ODE system are also steady
states of system - (@.17). Since 0 < V < 1 for initial conditions in the region 0 < V < 1
(this can be seen using a comparison argument, similar to the one employed in Chapter 3), then
it follows from equation (4.13) that £’(¢) > 0. That is, { is a monotonically increasing function

of £. Therefore, the transformations in (4.14) preserve the orientations of the trajectories of

(4.10) - (4.12). This means that a solution of system (4.10) - (4.12)) that connects steady states
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E; and E; is topologically equivalent to a solution of system - that connects steady
states E; and E.

It is worthwhile to note that system - (@.17), due to the transformation, also contains
an additional plane of steady states, {(i,71, 1) : i1,7n € R}. These steady states are not biologi-
cally relevant and will not be considered.

In the following subsections, we consider two separate cases. First, we consider the case
in which the tumour cells are allowed to proliferate in the absence of any treatment by setting
N = 0 in Subsection 4.2.1. This reduces our system to a two-variable system. In contrast to
previous papers [6, (11, [13]], we account for the impact of the competition between melanoma
cells and the healthy tissue on the growth and spread of the tumour. In Subsection 4.2.2, we
consider the case with OV treatment. In performing a travelling wave analysis, we need to

specify relevant boundary conditions. That is, we choose two steady states E; and E; such that

a solution of system (4.10) - (4.12) satisfies
Jim (U(), N(£), V() = Ei, - Im(U(£), N(&), V(&) = Ej, (4.18)
or, equivalently, a solution of system (4.15) - satisfies
Aim (U(©), N, VD) = Ei, - Im(U(), N(©), V(D) = E;. (4.19)

We may write system (4.15) - (4.17) as a system of first-order ODEs by setting W ({) := U’ ({)
and M() := DN’({). This yields

du

i w, (4.20)
%:—cW+("V—1)[(L((1—(LI—N—(V)—9(UN], 4.21)
dN 1

D M, (4.22)
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dM

d—{:—cM+(”V—1)[rN(1—(Ll—N—(V)+9(LIN—7N], (4.23)
‘% = %(V((V— D[-¢1U - N +y(1 —U - N -V)]. (4.24)

Computing the Jacobian of this system gives the matrix

Jy —c Jxn 0 Jas
JUWNMV)={0o 0 0 1/D 0] (4.25)

Jau 0 Jiz —c  Jss

Jsi 0 Js3 0 Jss

where

oy = (V=11 =-2U~-N -V -6N),

Jos = —(0+ 1)(V - DU,

Jos = 2U — U* — (0 + DUN - 2UYV,

Ja = (0= (V- DN,
Jz=V-Dr—-—rd -2rN —rV+6U —),
Jus = 2PN = (r = O)UN — rN* = yN = 2rNV,
Jsi = < + VA=),

1
Js3 = E(fﬁz + )V = V),
1

1
Jss = E(z(V — D=1 U =N+ —yU - yN) - 2(3(‘/2 =2V).

We are now in a position to investigate the existence of TWS under different conditions. These
solutions represent the transition of the biological system from one state to another. While total

eradication of the cancer is not generally possible, the general goal is to find conditions on the
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model parameters which can optimize the treatment outcomes.

4.2.1 Dynamics of the Travelling Wave ODE System — Case I: No OV

We first consider the case in which there is no OV treatment, i.e., N = 0. Then system (4.20) -

(4.24) is reduced to

U@ =w, (4.26)

W) =-cW+UTV-D(1-U-V), (4.27)
1

V() = E(V((V - D[-pU+y(1 —U-V)]. (4.28)

Similar models of tumour growth were investigated in [6} [13]]. However, we have the additional
consideration i, which reflects the regeneration of the healthy skin cells. Unlike those previous
papers, we analyze this system by applying LaSalle’s invariance principle to show that TWS
of system - asymptotically approach a tumour-extinction steady state as { — oo.

We seek solutions satisfying the boundary conditions

{lil’_n [U, W, V]" =[1,0,0]", (E)),

(4.29)
}lm[(l/[a W, (V]T = [07 0’ I]Ta (EZ)
From the Jacobian matrix (4.25), linearizing the system about E; gives
0 1 0
JAL,0,0)={1 - 1 |, (4.30)

0 0 ¢i/c
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which has eigenvalues

s 2+4 B 6T 2 +4

Ve A= B = ¢/ 4.31)

Hence, E; has an unstable manifold of dimension 2. These eigenvalues do not impose any
conditions on the wave speed ¢ and we are led to conjecture that, as in [6, [13]], there is no
minimal wave speed in the no treatment case. It can be shown through standard linearization
at this steady state that E, is a degenerate stable node (eigenvalues 0, 0, —c).

By following the techniques of Lemmas 2.5 and 2.6 of [[13], with some modifications, it
can be shown that there exists a solution of system - on the unstable manifold of
E, as { = —oo. Furthermore, the components U and V of this solution remain positive for all
JeR.

We state the existence of a TWS in the special case ¢ = 0 in the following theorem.
Note that this case was previously considered in [11]], however the authors did not analytically
explore global stability results. In this case, while E, remains a steady state, a line of steady
states of the form (U, W,V) = (0,0,V) are introduced, where V € (0,1). We have the

following theorem.

Theorem 4.2.1 If N =0, ¢ =0, ¢, > 1, then for all ¢ > 0, there exists a TWS of system ({.6)

- [{.8) satisfying the boundary condition

(l_i)rpm(ﬂ(f ), W), V() = (1,0,0),

and approaches the set Eo, := {(0,0,V) : V € [0, 11} U {(U,0,1) : U € [0, 1]} as  — oo.

Proof Consider the region where ‘W remains negative, so that Z{ is monotonically decreasing.

We define the variable Q := —W so we may consider the positive octant. Then system (4.26))
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- may be written as
U@ =-q (4.32)
Q) =—cQ- UV - 1)1 -U-V), (4.33)
V') = —%(L{(V((V - 1). (4.34)

Consider a positive solution of this system with initial condition on the unstable manifold in
the first octant. Then it is clear that this solution trajectory approaches (1,0,0) as { — —oo. To
complete the proof, we now need only show that the TWS approaches E, as { — oo.

Define the function £ : R? — R as

LUQV)=U+Q+c(V-InV-1).

Note that if V(0) < 1, then V remains bounded above by 1 for all > 0. Furthermore, it is

also clear that £ is positive definite. Differentiating the function £ yields

% =-Q-cQ-UV -1 -U-V)+ (V- 1)[-p;U]

<-UA-V)+ UL -V)? - U1 - V)

Since V < 1 and U > 0, it follows that —2*(1 — V) < 0. Hence,

d
d—f <UL -V -¢) <0,

since ¢; > 1. It is clear that on the set Eo,, £ = 0 and that E,, is a positively invariant with
respect to system (4.32)) - (4.34). Hence, since E. is the largest positively invariant subset of E,

with respect to this system, we conclude by LaSalle’s invariance principle that all trajectories
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must approach the set E, as { — oo. |

Remark 4.2.1 Using a modified version of the function L in Theorem it can be shown
that the condition ¢, > 1 is not necessary for the existence of a TWS. Instead, we could impose

the condition ¢ < ¢.

Biologically, the condition ¢; > 1 in Theorem #.2.1] shows that with a sufficiently large
degradation rate of the healthy tissue, there will exist some invasion wave, in which the tumour
cells dominate in the long-term. Note that the set of steady states of the form (U,0,1) do
not correspond to steady states of the original travelling wave ODE system. The biological
consequence of Theorem 4.2.1|1is the long-term degradation of the healthy tissue, as solutions
move away from steady states of the form (0,0,V) as t — oo. The TWS guaranteed by
Theorem @.2.1| approaches the tumour-dominant steady state E; as t — oo, representing an
invasion wave.

We now return to the case i > 0. We seek TWS satisfying the boundary conditions (#.29).
We consider this case in the following numerical simulations. Figure[d.1]is obtained by solving
the non-dimensionalized OV-free PDE model assuming no flux boundary conditions and initial

conditions with compact support. More details on this are provided in Section 4.3.
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(a) Uninfected Tumour Cell Density. (b) Healthy Skin Cell Density.

0

Figure 4.1: TWS connecting E; and E, in the case of no OV treatment.

We have illustrated that even for a positive rate of regeneration of the healthy skin cells,
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¥, an invasion wave still exists. This further suggests the need for therapeutic intervention to

potentially avoid a TWS representing complete invasion of the uninfected tumour cells.

4.2.2 Dynamics of the Travelling Wave ODE System — Case II: OV Treat-

ment

We now consider the original system - (@.12), the no OV treatment case. When ref-
erencing a steady state, E;, for the remainder of this subsection, we add two additional zero
components — the ‘W and M components — to the steady state. For example, we now consider
E;, tomean (1,0,0,0,0), E, to mean (0,0,0,0, 1), etc.

Since we are dealing with a five-variable system, analytically proving the existence of a
TWS is a challenging task due to the difficulty of establishing global stability results. We ap-
proach this problem mainly by using a numerical approach while also analytically establishing
some auxiliary local results about the steady states. In certain cases, we are able to analytically
rule out the existence of TWS — doing this also has relevant biological significance. The local
analysis can also provide guidance for performing numerical simulations.

An important outcome of treatment is the existence of a wave connecting E; to another
steady state, which approaches E; as { — oo. Such a TWS reflects a transition from full cancer
cell dominance to a milder outcome. Finding conditions which rule out such a TWS can give
guidance on how to avoid failure of the treatment. That is, we seek to rule out solutions which
converge to the tumour-dominant steady state (U, W, N, M,V) = (1,0,0,0,0) as { — oo.

Linearizing the system about this point yields

I —c 6+1 O 1

J(1,0,0,0,0) = 0O 0 1/D 0 | (4.35)

0
0 0 -6 -—c 0
0 0 0 0 ¢/c
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which has characteristic polynomial

P&m):—%(ﬂ—%)PM4+&D£+4&D—D—y+em?+de—y—Dm+y—e
:—l@—%Xf+ap4»P+m+%w—w}

Hence, the eigenvalues of J(1,0,0,0,0) are

: ;. —cxN2+4 501 4
R P [—ci Ve 5(7—9)), (4.36)

Since (1,0,0,0,0) is an axial/boundary steady state, we rule out oscillations about this point

so that the solution remains non-negative. Equivalently, we require that the eigenvalues have

zero imaginary part. This is always the case for /lf

Ey E . E E
', 4", 45", The eigenvalues 4,' and AJ" are
non-real complex numbers if

4
2 — —
c +D(y 0) < 0.

Since we consider ¢ > 0, this inequality never holds if y > 6. On the other hand, if y < 6, then

this inequality holds if

2
c<——=+0-7.

VD
In this case, we may rule out the existence of a TWS which converges to E| as { — co. We

summarize this result in the following proposition.

Proposition 4.2.1 System (4.6) - (4.8)) has no non-negative invasion wave TWS connecting any

steady state to E if 0 > y and

Vo—7. (4.37)

0<c<i
VD

Remark 4.2.2 Proposition contains a very frequently occurring assumption: an infec-

tion rate which is greater than the oncolysis rate. The speed with which a transition away from
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the cancer-dominant steady state occurs is bounded below and this bound increases with an

increasing gap between the infection rate and the oncolysis rate.

We can similarly rule out the existence of TWS when considering the steady state E3. From
Table 4.1, this steady state is biologically relevant when r > . In this case, the tumour cells
dominate, but all of the tumour cells are infected by the OV. This treatment may be considered
semi-successful if y ~ r. Biologically, this represents a virus which is almost as potent in its
oncolytic efficiency as the infected tumour cells are at proliferation.

We omit the details (as they are simply more tedious versions of the calculations performed

for E;) and summarize the result in the following proposition.

Proposition 4.2.2 System ({.6)) - (4.8) has no non-negative TWS satisfying lim;_,..(U, N, V) =

E;if(0+ 1)y > rfand

O<c< % V@ + 1)y —r6. (4.38)

r

The steady state (U, W, N, M,V) = (0,0,0,0,1) is also of biological significance as
it represents the healthy (cancer-free) state. Linearizing about this point yields the matrix
J(0,0,0,0, 1) which has eigenvalues —c (of algebraic multiplicity 2) and O (of algebraic multi-
plicity 3). Hence, this steady state is a degenerate stable node for all parameter values. As can
be seen in the accompanying numerical simulations, we find that the TWS which we investigate
converge to the healthy steady state. Therefore, the long-term behaviour of solutions is to tend
away from the healthy state. This indicates that rather than seeking complete eradication of the
cancer, we should optimize the treatment by minimizing the asymptotic tumour cell density.

When analyzing the existence of TWS of the OV treatment model, the primary difficulty
arises from the fact that we are dealing with a system in R>. We will consider solutions which
approach E; or E3 as { — —oco. Note again that V remains positive and bounded above by
1 if at any point V({;) < 1. Based on simulation results, we conjecture that there exists

a solution trajectory on the unstable manifold of E;, where j = 1,3, for which the tumour
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cell densities remain positive. We assume that this conjecture is true in order to prove the

subsequent theorem.

Theorem 4.2.2 Assume that there exists a solution trajectory on the unstable manifold of E |,
where j = 1,3, for which the components U and N remain positive for all { € R. If y = 0,
¢ > 1, and ¢, > r, then for all ¢ > 0, there exists a TWS of system ({4.6) - (#.8) satisfying the

boundary condition

Jlim (U, WONO MO V@) = By el

and approaches the set E. :=1{(0,0,0,0,V): Ve [0, 11} U{(U,0,N,0,1) : U,N €0, 1]} as

{ — oo,

Proof Consider the region where ‘W and M remain negative, so that ¢ and N are monotoni-
cally decreasing. We define the variables Q := —W and § := —M so we may instead consider

solutions with non-negative components. Then system (#.20) - (4.24) may be written as

UQ) =-Q (4.39)
Q) =—-cQ— (V- D[UI -U~-N V) - 6UN], (4.40)
N'(0) = —%S, (4.41)
S =—-cS—(V-D[NA-U-N—-V)+0UN —yN], (4.42)
V() = %(V((V ~ D) [-¢1U - $oN]. (4.43)

We assume our conjecture on the positivity of a solution with initial condition on the unstable

manifold of E; holds. To show that such a solution converges approaches £, as { — o, we
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define the function £ : R} — R as
LUQN,S,V)=U+Q+N+S+c(V-InV-1).

It is clear that this function is positive definite and satisfies £(E,) = 0. Differentiating this

function yields

%:—(1+c)Q—[ﬂ2+(1+r)ﬂN+rN2—yN](1—V)—(%+c)3+...

o+ (U rNYL = VY = (01U + g N)(1 —V)?

< (1= ¢)UA =V + (r = pN(1 = V).

Since ¢; > 1 and ¢, > r, it follows that £’(¢) < 0. It is clear that on the set E.,, £ = 0
and that £, is positively invariant with respect to system (4.39) - (4.43), making it the largest
positively invariant subset of E.,. Hence, by LaSalle’s invariance principle, we conclude that

all trajectories must approach the set £, as £ — 0. |

Remark 4.2.3 An important corollary of Theorem is that any positive TWS will neces-
sarily approach to E., as { — o, i.e., ast — —oco. Hence, for sufficiently large degradation
rates, ¢| and ¢,, any TWS will result (at least) in partial degradation of the healthy tissue. This
is even true in the case of OV treatment. As a consequence, the modelling suggests that we
should consider treatment as a method of reducing the extent of spread rather than a method

of completely eradicating the tumour cells.

We now investigate the existence of a TWS satisfying the conditions

{lim [U, W, N, MV =[U:,0,N;,0,0]",

(4.44)
Him[U, W, N, M, V]" =[0,0,0,0,1]".

(>0



134 CHAPTER 4. A CoONT. SPATIAL MODEL OF ONCOLYTIC VIROTHERAPY

where U} and Nj come from Es. A TWS satisfying these boundary conditions is also an
invasion wave, but may represent a favourable treatment outcome if the tumour cells density at
the steady state, U} + N7, is significantly low. To maintain the existence of this steady state,
we require that the conditions given by A in Table 4.1 be satisfied, i.e., r8/(0 + 1) <y < 6.
Consistent with all of our prior results, these inequalities reflect the importance of a virus-

induced death rate that is not too large nor too small. We numerically verify the existence of a

TWS in Figure §.2]
1.2 - -
—=— Uninfected Tumour Cell Density
—=— Infected Tumour Cell Density
Healthy Skin Cell Density
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Figure 4.2: TWS connecting Es and E,. The sum of the values of the blue and red curves at
x = 0 give the total tumour cell density as { — —oo, or equivalently, as t — oo. If this value is
below the carrying capacity, this represents a significantly successful treatment outcome.

Figure[4.2]is obtained by solving the non-dimensionalized five-variable PDE model assum-
ing no flux boundary conditions and initial conditions with compact supports. The above figure
shows the solution at t = 300. This treatment outcome may be considered semi-successful as
the tumour cell density approaches a value below the carrying capacity as t — oco. Biologically,
the condition y < 6 has a clear interpretation: The virus must not be too potent at destroying
tumour cells relative to its infectious capabilities, as the virus will have less available hosts
for the purpose of replication. This is consistent with the results of Chapter 3. The condition
rf/(6 + 1) < vy reflects that the oncolysis rate must also not be too small for this outcome to

occur — this result is also consistent with Chapter 3.
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We seek to bound the total tumour cell density, U} + Ny at the tumour dominant-steady

state:

y_,»g(;y)
00—y 0> —rf+0

+ 7+1
=10+ 0 0

0

<

. . 0—vy
U +N; = < e (I-r+

DI

It can now be seen that we may improve the treatment outcome by increasing 8 and ensuring
that y remains in the interval y € (r8/(6+ 1), 8). This once again illustrates the delicate balance
between oncolysis and infection capabilities in oncolytic virotherapy. Note that this upper
bound is only clinically useful in the case y + 1 < 6 to ensure that the total tumour cell density
does not exceed the carrying capacity.

Figure shows that increasing 6, while ensuring that y is appropriately bounded, results
in improved treatment outcomes by reducing the long-term tumour cell density. However,
interpreting this result requires some care: Simply increasing § — oo may decrease the tumour
burden but it must still be determined whether having an infection rate that is too large may
also have toxic effects. Furthermore, the limitations of OV engineering, such as toxicity [4],
must also be considered as they may impose upper bounds on . Unlike the no treatment case,
non-monotonic transient dynamics occur in Figure[4.3] Similar oscillations were also observed
in the modelling done in Chapter 3 in the case of constant 6 and y. In all cases, the healthy
tissue is eventually degraded as t — oo, suggesting the need for auxiliary treatment of the skin

as a complement to oncolytic virotherapy.
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Figure 4.3: Solutions of the non-dimensionalized model at various points in time, representing
travelling waves. The parameter values (excluding 6 and y) are from Table 4.2. Left column:
0 = 1.2645, v = 0.758. Right column: 6 = 10, y = 0.5828.

We propose that the TWS satisfying boundary conditions (#.44) represents a semi-successful

treatment outcome for sufficiently large values of 8. While the tumour cells are not completely
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eradicated and the healthy skin cells are eventually degraded by the tumour, we may (as pre-
viously stated) reduce the total number of tumour cells at the steady state by increasing 6. For
example, in Figure the total number of tumour cells, u + n, as t — oo approaches a value of
approximately 0.73 for 6 = 1.2645 (left column of the figure). On the other hand, increasing 6
to a value of 10 results in a decrease of u + n to a value of approximately 0.11 (right column of
the figure). While this may lead to promising therapeutic implications, it is important to note
that other parameters such as oV toxicity, must be considered. Nonetheless, the modelling once
against suggests an important balance between infection rate and oncolysis rate, as in Chapter
3.

Moreover, increasing 6 increases the amount of time required for the healthy skin cells to
approach the healthy cell-free steady state E,. Hence, this may be interpreted as follows: If
we increase the rate at which the OV may infect the tumour cells when engineering the virus,
while maintaining an appropriate bound on the oncolysis rate, we may increase the amount of

time required for complete degradation of the healthy tissue.
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4.3 Numerical Simulations

In this section, we consider the dimensionalized system, (4.3)) - (4.5). The units of u,n, and v

are cells/mm?>. We use Matlab’s pdepe solver to perform the following simulations.

Table 4.2: PDE Model Parameters

Parameter | Parameter Name Value Reference
T Growth Rate of Uninfected Tumour Cells 0.3954 day~! 9]
r Growth Rate of Infected Tumour Cells 0.21 day™! Estimated
r3 Regeneration Rate of Healthy Skin Cells 0.0288 day~! [8]
D, Uninfected Tumour Cells Diffusion Coefficient | 0.00173 mm?/day (7]
D, Infected Tumour Cells Diffusion Coefficient 0.00083 mm?/day Estimated
K Skin Cell Carrying Capacity 1.0 x 10° cells/mm? [16]
0% Virus-Induced Death Rate 0.5115 day™! [16]
0 Infection Rate 0.001 mm? (cells day)™! [16]
& Degradation due to Uninfected Tumour Cells | 3.954 x 10~ mm? /(cells day) [11]
&> Degradation due to Infected Tumour Cells 2.1 x 10~ mm? /(cells day) Estimated

Table 4.2 gives the parameter values we use to numerically integrate the PDE system. We

consider a segment of skin which is 5 mm in length. Hence, we solve the system on the

domain (x,t) € [0,5] X [0, tmax]. As is frequently the case in the modelling of tumour growth

and spreading, we consider no flux boundary conditions [2,[10]. That is,

and

ou on
a(x_ O’Z) - a(x_ O’t) - 07

ou on
a(x- 5,1 = a(x— 5,1 =0,

t>0,

t> 0.

(4.45)

(4.46)

We make the natural assumption that the healthy skill cells are initially uniformly distributed
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across the 5 mm segment of skin, i.e.,
vix,t=0)=vy € R, x¢€][0,5]. 4.47)

In our simulations, we assume that the initial tumour cell distributions have compact support.

In particular, for uy, ny € R, we define

u(x,t =0) = up[H(x - a,) —Hx-B,)], x€][0,5], (4.48)

n(x,t=0) =no[H(x - a,) —Hx-8)], x¢€]0,5]. (4.49)

where H(x) is the Heaviside function and 0 < «@; < 8; < 5 for i = u,n. These initial condi-
tions correspond to a tumour which is initially contained within the 5 mm skin segment, with
uninfected tumour cells spanning a diameter of 5, — @, and infected tumour cells spanning a

diameter of 3, — a,. In the following simulations, we set uy = 100 and vy = 10°.
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Figure 4.4: Healthy skin cell density in the case of no OV treatment. ny = 0, @, = 2,8, = 3.
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We begin by considering the case of no OV treatment. To do so, we set ny = 0 as there are
initially no infected cancer cells in this case. Figure[d.4]shows the density of uninfected tumour
cells as a function of position and time. Over the course of 80 days, there is a marked increase
in the density of tumour cells, from a density of 100 cells/mm?® to a density which approaches
the carrying capacity 10° cells/mm?® at each point in space. This time scale is consistent with

results of other models such as [20].
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Figure 4.5: Healthy skin cell density in the case of no OV treatment. ny = 0, @, = 2,5, = 3.

Figure [4.5] gives the density of healthy skin cells in the case of no OV treatment. Over
time, the initially large density of healthy cells are degraded, with larger rates of degradation
occurring near the centre of the tumour. Near the boundaries, the healthy skin cells continue to
proliferate and approach the carrying capacity due to more limited tumour spread in these areas.
This result is not unexpected as the tumour is allowed to grow without any active treatment.

The results in Figures .4 and [.5] show invasion waves in the case of no treatment. The

existence of this travelling wave was analytically established in Subsection 4.2.1.
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Figure 4.6: The effect of OV treatment on tumour cell dynamics.

We now consider the case of OV treatment. Figure {.6]is obtained by setting ny = 100
cells/mm? in the region 2.3 < x < 2.7. Biologically, this represents the case where an OV has
been injected into a 0.4 mm diameter at the centre of the tumour. In Figure[4.6|(a), which shows
the density of uninfected tumour cells, there are dampening oscillations of at any given position
over the course of 80 days after initial treatment. The tumour is initially found inthe 2 < x < 3
region, a 1 mm region, and proceeds to grow and spread. A small fraction of the tumour
cells are initially infected by the OV via injection at the primary site. The infected tumour cells
infect the uninfected tumour cell, proliferate, then destroy the tumour cells before proceeding to
infected more tumour cells. It can be seen from the figure that the virus is less effective at killing
tumour cells which are further away from the centre of the initial primary lesion. While the
tumour cells do continue to proliferate, the peak density reached in each wave is monotonically

decreasing over the course of 80 days. Figure d.6](b) shows the density of tumour cells which
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are infected by the OV. Qualitatively, the dynamics of the infected tumour cells mirror those of
the uninfected tumour cells, with a small time lag between oscillations. These dynamics are
similar to those of an ecological predator-prey system, in which the infected cells require an
increase in the density of uninfected cells in order to proliferate.

In Figure [.6] (c), we plot the evolving densities of uninfected tumour cells and infected
tumour cells at the centre of the primary tumour, i.e., position x = 2.5, over the course of 120
days after injection. Initially, there is a growth of uninfected tumour cells while the infected
tumour cells lag behind. After some time, the virus replicates and causes an increase in the
number of infected tumour cells, which are subsequently destroyed via lysis. Once most of the
infected cells are destroyed, the tumour is once again able to grow, creating more hosts for the
virus. The virus is then once again able to replicate, infecting and killing tumour cells. This
cycle continues, with a lower peak of tumour cells after every cycle. This ultimately leads to
dampening oscillations, representing a favourable clinical result.

Figure (d) shows the density of healthy skin cells in the case of OV treatment. The
initial density of healthy cells begins near the carrying capacity, vo = 1.0 x 10°. The tumour
cells cause the degradation of the healthy tissue. While the healthy tissue does regenerate,
particularly during the time intervals in which the tumour cells have been destroyed by the
virus, the growth rate of the healthy cell density is significantly lower than the growth rate
of the tumour cells, 73 << min{r;, r,}. Therefore, even in the case of OV treatment, we see a
degradation of the healthy skin due to the slow recovery rate relative to the growth of the cancer.
Nevertheless, when compared to Figure[d.5] it can be seen that in the same time interval, there is
far greater control of the extent of the disease spread. This result implies the importance of skin
regeneration in the control of melanoma. Indeed, maintaining stable healthy skin cell density
impedes the spreading of the tumour cells. This model therefore leads us to suggest a greater
emphasis on skin regeneration as part of the treatment. This suggestion is also supported by

the existing oncology literature [[18]].



4.3. NUMERICAL SIMULATIONS 143

&l
il
X
5]
o
X
.
o
o

(=]

EN
o

w S
Healthy Skin Cell Density (cells/mmS)

w

Position (mm)
N

Position (mm)

Healthy Skin Cell Density (cells/mms)

o

0 15 30 45 60 75 90 105 120 0 15 30 45 60 75 90 105 120
Time (days) Time (days)
(2) 3 = 0.05/day (b) r3 = 0.2/day
0° % 0°

o
o=

IS

X
1
8
6

4
2
0
5 90 105 120

0 15 30 45 €0 7 0 15 30 45 60 75 90 105 120
Time (days) Time (days)

(c) r3 = 0.288/day (d) r3 = 0.4/day

w
Position (mm)

Position (mm)
N

N

Healthy Skin Cell Density (cells/mms)
Healthy Skin Cell Density (cells/mms)

Figure 4.7: The effect of skin regeneration rate on healthy skin cell density.

In Figure [4.7] we consider the effect of the parameter r3 on the tumour and skin cell den-
sities. Biologically, r; represents the rate of skin regeneration and, hence, an increased r; may
clinically be achieved through processes such as wound dressing as a complement to treatment
[18]l. In this sense, we may consider r3 to be a control parameter. Figured.7] (a) shows the case
of a low value of r;. In this case, the tumour cells have a significant degradation effect no the
healthy tissue. As rs is increased, Figure 7] (b) shows a marked decrease in the affected region
of degradation over the course of 120 days. This trend continues in Figure 4.7 (c), with some
regions closer to the centre even achieving some degree of regeneration around days 50, 75,
and 100. In Figure 4.7)(d), there is a smaller region of degradation over the course of 120 days
and a much larger fraction of the region is able to achieve regeneration, for a more sustained
interval of time. These results make the significance of the regeneration rate very clear, not
only in terms of healing the previously degraded skin, but of slowing down the rate of spread

of the tumour cells.
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As in Chapter 3, we also consider the relevance of the infection rate, 6, and the virus induced
death rate, y. The delicate interplay between these parameters can give important direction in
terms of engineering effective OVs and this interplay has been the subject of mathematical
modelling [[1,3]. We consider the course of treatment over an interval of 80 days, over a 5 mm
region. We then compute the maximum number of tumour cells over this region, for different

values of the parameters 6 and y. That is,

max {u(x,t) + n(x, 1)} .
(x.1)€[0,5]x[0,80]

We plot the maximum tumour cell densities in Figure
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(a) The effect of increasing the infection (b) The effect of increasing the virus induced
rate. Constant virus-induced death rate, y = death rate. Constant infection rate, 8 = 107°
0.005115 day~". mm? (cells day)~!.

Figure 4.8: The clinical benefit of increasing the infection rate (a) eventually becomes negligi-
ble. Increasing the virus induced death rate (b) above some critical value becomes disadvanta-
geous as infected tumour cells die faster than they may infect the uninfected tumour cells.

Figure (a) gives the maximum tumour cell density over the course of treatment during
the first 80 days as a function of the infection rate, §. Beyond some critical value, the benefit
of further increasing the infection rate becomes negligible. Figure {.§] (b) shows maximum
tumour cell density as a function of the virus induced death rate, y. In this case, we see a
minimal value of maximum tumour cell density occurs at some critical value of y. Beyond this

value, increasing the death rate results in a clinical disadvantage. Biologically, this is due to the
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infected tumour cells dying faster than they are able to facilitate infection of adjacent tumour
cells. These results are consistent with those of [3]] and Chapter 3. The existence of a minimal
value as a function of y suggests that there may exist an optimal oncolysis rate which should
be considered when engineering an OV. On the other hand, no such optimal value of 6 exists.
However, while there may not exist a minimizer, the simulations show that increasing 6 too far
beyond some threshold value results in diminishing returns in terms of maximal tumour cell
density reduction.

The results of this section further enforce the significance of having a virus with an appro-
priate infection rate and an appropriate oncolysis rate. Furthermore, we have also established
the importance of the regeneration rate of the healthy tissue and suggest the use of regenerative

skin therapies as auxiliary treatment.

4.4 Conclusion and Discussion

Oncolytic virotherapy continues to show promise in the treatment of metastatic melanoma.
Mathematical modelling of the spatial dynamics of OV can be a useful tool for making clinical
predictions of treatment efficacy and for making suggestions regarding genetic engineering of
these viruses.

In this chapter we studied a system of partial differential equations which modelled the
spread of melanoma tumour cells, both with and without treatment via an OV such as T-Vec.
We have contributed to an existing body of literature in the modelling of cancer spreading
dynamics. Previous work [11} 6] has been done in the modelling of melanoma growth in the
presence of normal healthy cells. We have extended these results by considering the addition of
a growth rate, r3, of the healthy cells and by including a third independent variable, n(x, f), rep-
resenting the density of tumour cells infected by the OV. Our mathematical and computational
results are consistent with both the existing oncology literature and the existing mathematical

literature.
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In Section 4.2, we performed a travelling wave analysis of the PDE system to study the
existence of so-called invasion waves, representing the transition of the system from a cancer-
free steady state to a healthy-cell free (or cancer dominant) steady state. We found that in the
absence of treatment, even with measures taken to regenerate the healthy skin (i.e., increasing
), the cancer cells will asymptotically dominate via the existence of invasion waves. In the
case of treatment, our results further support the idea of an appropriate balance between the
infection rate and the oncolysis rate of the virus. These results were obtained both analytically
and numerically. In Section 4.3, we enforced the results of Section 4.2 by numerically solv-
ing the PDE model. We also considered the rate of skin regeneration, r3, and the impact of
this parameter on treatment outcomes. Our theoretical results support the use of skin regener-
ation therapies, such as topical treatments, as complements to the treatment process. This is
consistent with some of the existing oncology literature [18]].

One of the major limitations of this modelling is the use of a one-dimensional spatial do-
main. To use of spherical coordinates may be used in order to obtain a greater degree of
realism in this respect. Furthermore, the toxicity of OV treatment on the patient [4] should also
be quantitatively considered, further imposing restrictions on parameters such as viral infec-
tion rate and oncolysis rate. Incorporating the impact of oxygen concentration of the tumour
microenvironment as in chapter 3 is also a viable next step. Incorporation of conventional
chemotherapy into the model may also potentially provide interesting insights regarding com-
bination therapies.

We also suggest incorporation of lymph node modelling as in Chapter 3. To that end, we
can consider some probability of spreading to the lymph node, P, as a function of total tumour
cell density. Then we propose the following modifications to system (4.3) - (&.5)):

% _ DI% ( ;{) %_ + rlu(l - %) — Oun - nfgu(x, fdx - P(L[u(x, 0 + n(x, t)]dx)

u+n+v
K

) +6un —yn—n f n(x,)dx - P (f[u(x, 1) + n(x, t)]dx)
Q Q
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A (1 _ M)
P d1uv — ponv + r3v X

(9141 u;+ n;

— =rul|l - —Oun; +n | u(x,t)dx- P [u(x, 1) + n(x,1)]dx

ot Kl Q Q

(9111 u + n;

— =nrmn|l - + Oun; —yn;—n | n(x,t)dx- P [u(x, 1) + n(x, )]dx
ot K[ Q Q

where u; and n; are, respectively, the densities of the uninfected tumour cells and the in-
fected tumour cells at the first (sentinel) lymph node. The spatial domain of the primary lesion
on the skin is given by Q c R. The parameter n accounts for the speed of spreading to the
lymph node and the carrying capacity at the lymph node is give by K;. The analysis of this

model is left to future work.
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Chapter 5

Conclusions and Future Work

The mathematical modelling of spatial invasions can provide many useful insights in field and
clinical work. In this thesis, we investigated biological invasions in two seemingly disparate
contexts: the ecological problem of the spreading of invasive weeds and the oncology problem
of the spreading of an invasive cancer. We considered spatial spreading as a connective tissue
between the models. In all cases, we considered some notion of biological control on the
spreading — invasive weeds were inhibited by competition with native plants and melanoma was
inhibited by treatment via an oncolytic virus. We provided evidence concerning the importance
of multiple key factors in preventing unfavourable invasion events. We found these factors
to include environmental conditions, competition capabilities of native plants, infection and
oncolysis capabilities of oncolytic virues, and regenerative abilities of the competing species
(native plants in Chapter 2 and the healthy cell density in Chapter 4). We determined conditions
on the model parameters which would lead to ecologically or clinically favourable outcomes.
In Chapter 2, we considered the spreading of an invasive weeds, T. fluminensis. We ex-
panded on the work of Hogan and Myerscough [5] by taking a model of weed growth and
introducing a new variable to account for competition with a native plant. Our modelling sug-
gested that maintaining a large ratio of weed death to weed renewal is important in mitigating

the damage done by the weed. We also found that an increased rate of competition between the
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native plant and the weed (i.e., increased resilience of the native species) can cause a transition
from a nearly extinct steady state of the system to a co-existence steady state. Furthermore, our
modelling suggested that using the physical boundary as a control is more effective for faster
spreading weeds — this is consistent with the existing ecological literature [6].

In Chapter 3, we developed an ordinary differential equation model of the spread of melanoma
being treated by oncolytic virotherapy. An important consideration in cancer treatment is the
oxygen concentration of the tumour microenvironment. We also extended the model to a re-
gional model by incorporating spread through the lymphatic system. Our model incorporates
the effect of hypoxia on treatment with an oncolytic adenovirus, such as ONYX-015. Oncolytic
adenoviruses are well known for their decreased efficacy under hypoxic conditions [11]. Our
modelling suggested that two important features of an oncolytic virus, the infection rate and
the oncolysis rate, should be considered as functions of available oxygen concentration. For
lower oxygen concentrations, preferential viruses should have increased oncolytic capabilities.
However, we also found that a large infection rate of the virus is necessary so that tumour
cells are not killed off faster than they may be used as hosts for viral replication. Our findings
contribute to a growing body of literature regarding efficacy of engineered viruses [7, 8, 9].

In Chapter 4, we developed a continuous spatial model of tumour spreading in response to
oncolytic viroterapy, based on work of prior authors [1} 2, 4]. The (main) novelty of our model
was the addition of an oncolytic virus. Consistent with the results of Chapter 3, we found more
evidence to further support the existence of a delicate balance between the rate at which the
virus infects cancer cells and the oncolysis rate. As in Chapter 3, engineering a virus which is
too potent at killing relative to its infection rate leads to negative treatment outcomes but lack of
potency defeats the purpose of the treatment. We provided bounds on the oncolysis rate — these
bounds depend on the infection rate and the regeneration rate of the healthy cells. This led us
to further investigate the significance of the regeneration rate of healthy tissue. Our numerical
investigations revealed that an increase in this regeneration rate, i.e., through auxiliary topical

treatments [10]. These results were also consistent with the existing oncology literature.
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How do these chapters connect? The connection between Chapters 3 and 4 is readily ap-
parent — the spatial modelling of oncolytic virotherapy. While the models used are different,
the results of each chapter are consistent with the other. The connection between Chapters 2
and 4 is in the investigation of travelling wave solutions of the PDE models. The connection
between Chapters 2 and 3 lies in the incorporation of the effects of the environment. In Chap-
ter 2, the environment is incorporated in the carrying capacity of the forest, as both the weed
and the native species must share the forest. As our theoretical modelling has shown, an in-
creased carrying capacity of the forest leads to the necessary conditions for co-existence of the
species and hence precludes the possibility of extinction of the native plants. In Chapter 3, the
environmental conditions are represented by the oxygen concentration of the tumour microen-
vironment. In this case, an increased availability of oxygen lead to more favourable treatment
outcomes. These chapters both provide quantitative evidence of how improving environmental

factors may lead to more favourable outcomes in which invasion does not occur.

5.1 Future Work

There is much direction regarding potential future work. From a mathematical perspective, an-
alytically proving the existence of travelling wave solutions for the higher-dimensional models
in Chapters 2 and 4 may grant further insights regarding the model parameters. From a bio-
logical perspective, we suggest considering more complex geometries in terms of the patterns
of spatial spread. For Chapter 2, this means considering diffusion as well as advection as a
method of spread. Furthermore, the spread of the weed is more realistically captured by con-
sidering the spread on a plane rather than on a line. In Chapter 3, a linear lattice was considered
when modelling the lymphatic system. In reality, there are many different graphs which arise
from the connection between lymph nodes, as more than one lymph node may be connected
to any given node. The linear lattice we used does well in capturing certain connections, but

considering more complex networks is an important next step. In Chapter 4, we may consider
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a three-dimensional spatial domain to capture a greater degree of realism. In particular, a next
step is the use of spherical coordinates in the PDE model. Finally, it has also been long specu-
lated that oncolytic viruses may have therapeutic properties on a systemic level by triggering an
immune response against the cancer cells [3]]. Next steps should involve the introduction of an
additional variable accounting for cytotoxic T lymphocytes (CTLs) to the models of Chapters 3
and 4. The introduction of these white blood cells into such mathematical modelling has been
considered by other authors in previous work[12], but this may be extended through incor-
porating the oxygen dependence we considered in Chapter 3 or the cross-dependent diffusion
we considered in Chapter 4. Furthermore, since CTLs are predominantly found in the lymph
nodes, this is a natural extension to the regional lymph node model we proposed in Chapter 3.

We leave this exploration for future work.
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Appendix A

Python Code: Chapter 3 Regional Model

The following is the Python code used to generate the plots in Chapter 3.

We begin with the code used to plot the solutions of both the local ((3.1)) - (3.3)) and regional
(system (3.34) - (3.40)) models. To obtain plots for the local model, we may set the spreading
rate of tumour cells away from the primary tumour, 7, to 0. For non-negative n; values, the

code produces plots which include lymph node involvement.

import numpy as np

> import matplotlib.pyplot as plt

; from scipy.integrate import odeint

s #Parameters:

7rl, r2 = 0.3954, 0.21;

K, alpha = 1le6, 1le5;
phi, beta, ql, g2 = le4, 5.0976, 5.47e-5, 0.5%(5.47e-5);

theta®, thetainf, k_theta = 0.005115, 2.115, 0.016

gamma®, gammainf, k_gamma 0.1, 0.9, 0.08;

s K1, K2, K3 = K/10, K/10, K/10;

alphal, alpha2, alpha3 = alpha/10, alpha/10, alpha/10;

K_values = [K,K1,K2,K3];
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eta = 0.0002; #Comment this out if eta not constant.

s eta_values = [eta for i in range(4)] #The case with 3 lymph nodes.

#Functions:

def theta(x):

return thetainf*theta®/(theta® + (thetainf - theta®)*( np.exp((-1)*

k_theta*x)))

s def gamma (x) :

)

return gammainf*gamma®/(gamma® + (gammainf - gamma®)*( np.exp((-1)*

k_gamma*x) ))

def p(i,x):

Lambda = ((-1)*np.log(0.3))/K_values[i] #start at i = 0

return 1 - np.exp((-1)*Lambda*x)

5 def ODEs(x,t):

u, n, ¢, ul, nl1, c1 = x[0], x[1], x[2], x[3]1, x[4], x[5]

u2, n2, c2 x[6], x[7], x[8]

u3, n3, c3 x[9], x[10], x[11]

dudt = r1*u*(1 - (u+n)/K) - ((theta(c))*n*u)/(Calpha + n) - eta_values
[0]*u*p(®,u+n) + 0.05%eta_values[1]*ul*p(l,ul+nl)

dndt = r2*n*(1 - (u+n)/K) + ((theta(c))*n*u)/(alpha + n) - (gamma(c))*n
- eta_values[0]*n*p(0,u+n) + 0.05*eta_values[1l]*nl*p(l,ul+nl)

dcdt = phi - beta*c - ql*u*c - g2*n*c
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> u3®, n30, c30
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duldt = r1*ul*(1 - (ul+nl)/K1) - ((theta(cl))*nl*ul)/(alphal + nl) -
eta_values[1]*ul*p(l,ul+nl) + eta_values[0]*u*p(®,u+n) + 0.05%*
eta_values[2]*u2*p(2,u2+n2)

dnldt = r2*nl1*(1 - (ul+nl)/K1) + ((theta(cl))*nl*ul)/(Calphal + nl) - (
gamma(cl))*nl - eta_values[1l]*nl*p(l,ul+nl) + eta_values[0]*n*p(0,u+n)

+ 0.05*eta_values[2]*n2*p(2,u2 + n2)

dcldt (-1)*beta*cl - gl*ul*cl - gq2*nl*cl

du2dt = ri1*u2*(1 - (u2+n2)/K2) - ((theta(c2))*n2*u2)/(alpha2 + n2) -
eta_values[2]*u2*p(2,u2+n2) + 0.95*eta_values[1l]*ul*p(l,ul+nl) + 0.05%
eta_values[3]*u3*p(3,u3+n3)

dn2dt = r2*n2*(1 - (u2+n2)/K2) + ((theta(c2))*n2*u2)/(alpha2 + n2) - (
gamma (c2))*n2 - eta_values[2]*n2*p(2,u2+n2) + 0.95%eta_values[1l]*nl*p
(1,ul+nl) + 0.05*eta_values[3]*n3*p(3,u3+n3)

dc2dt = (-1)*beta*c2 - gl*u2*c2 - q2*n2*c2

du3ddt = r1*u3*(1 - (u3+n3)/K3) - ((theta(c3))*n3*u3)/(alpha3 + n3) -
0.05*eta_values[3]*u3*p(3,u3+n3) + 0.95%eta_values[2]*u2*p(2,u2+n2)
dn3dt = r2*n3*(1 - (u3+n3)/K3) + ((theta(c3))*n3*u3)/(alpha3 + n3) - (
gamma (c3))*n3 - 0.05*eta_values[3]*n3*p(3,u3+n3) + 0.95%eta_values[2]*
n2*p(2,u2+n2)

dc3dt = (-1)*beta*c3 - gl*u3*c3 - g2*n3*c3

return [dudt, dndt, dcdt, duldt, dnldt,dcldt, du2dt, dn2dt, dc2dt,
du3dt, dn3dt, dc3dt]

#Initial conditions:
ud, nd®, cO®, uld®, nlid®, cl0 = 10000,100, 4.3751, O, O, 4.375;

u20, n20, c20 =0, 0, 4.375;

0, 0, 4.375;

3 init_® = [u®, n®, cO®, uld, nl®, cl®, u20, n20, c20, u3®, n30, c30];

s #Numerically solving and plotting the solution of the regional model:
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t = np.linspace(0,80,10000) ;#domain

>
1l

odeint (ODEs, init_0,t); #integrating

u, n, ¢ = x[:,0], x[:,1]1, x[:,2];

ul, nl, cl = x[:,3], x[:,4], x[:,5];
u2, n2, c2 = x[:,6]1, x[:,7], x[:,8];
s u3, n3, c3 = x[:,9], x[:,10],x[:,11];

s plt.plot(t,u+n,’red’,label="Primary Tumour’,linewidth=3);

plt.plot(t,ul+nl, ’green’,label="Lymph Node 1’,linewidth=3);

7 plt.plot(t,u2+n2, ’blue’,label="Lymph Node 2’,linewidth=3);

plt.plot(t,u3+n3, ’purple’,label="Lymph Node 3’,linewidth=3);

plt.x1im(0O)

plt.ylim(0)

plt.legend ((’Primary Tumour Cell Density’, ’'Lymph Node 1 Cell Density’, '’
Lymph Node 2 Cell Density’, ’Lymph Node 3 Cell Density’),

loc="upper right’)

3 plt.ylabel("Cell Density (cells/mm$"3$)")

plt.xlabel ("Time (days)")

The following code produces the heatmap in Figure [3.15] This multi-parametric analysis
shows the peak tumour density value for various values of constant 6 and y over an interval of
100 days after initial OV treatment is administered.

t_val = 100; #Solve over this interval.

» N = 100; #N+1 values of theta and gamma used.

;5 theta_values = [0.01*i for i in range(®,N+1)];

gamma_values = [0.01*i for i in range(®,N+1)];

max_cancer_cells = [[] for i in range(®,N+1)];
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s for j in theta_values:
9 theta® = j;

10 thetainf = j;

12 for k in gamma_values:
gamma® = k;

14 gammainf = k;

16 X = odeint (ODEs, init_0,t);

.

18 u=x[:,0];

19 n=x[:,1];

20 c = x[:,2];

2 max_cancer_cells[i].append((max(u+n)));
24 i=1+ 1;

% plt.xlabel ("Virus-Induced Death Rate ($\gamma$)")

27 plt.ylabel ("Infection Rate ($\Theta$)")

» img = plt.contourf(theta_values,gamma_values,max_cancer_cells, 100, cmap="’
rainbow’)

30 plt.colorbar(img)
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