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and traffic signs, we compare the performance metrics to those of the ResNet-101 CNN

models used in [7] in Table 4.2. Additionally, we compute confusion matrices for each

model to show the accuracy per class, shown in Figures 4.1, 4.2, 4.3, and 4.4.

Dataset CNN Accuracy ViT Accuracy Precision Recall F1

Traffic Objects 94.1% 97.7% 97.7% 97.9% 97.8%
Vehicles 94.8% 96.7% 96.8% 96.6% 96.7%

Traffic Lights 96.2% 99.2% 99.3% 99.4% 99.4%
Traffic Signs 96.1% 97.2% 97.6% 96.9% 97.2%

Table 4.2: Performance metrics comparison of ViT models and Res-Net101 from [7]. Pre-
cision, recall and F1 metrics are from the ViT models.

Figure 4.1: Confusion matrix for traffic object classification results.

The performance metrics show promising results, with the accuracy increasing at least

1.1% up to 3% from the Res-Net-101 models. The most significant improvement was for
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Figure 4.2: Confusion matrix for vehicle classification results.

the traffic light dataset. The results are otherwise impressive, as the accuracy improves

for every class, with traffic light classification accuracy over 99%. Precision, recall and F1

results are also promising, showing little deviance from the classification accuracy and high

relevance of results.

Traffic object classification results are presented in Figure 4.1 show an accuracy of

97.9%, an increase of 3.8%, with the pedestrian and sign classes achieving the highest

accuracies, at 99.16% and 99.23% each. Comparing traffic object classification shows an

increase in accuracy for every class compared to [7, Fig. 3.10]. The most significant increase

was for the vehicle class, at 11.82%.
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