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Abstract
Emergence of new applications, industrial automation and the explosive boost of smart con-
cepts have led to an environment with rapidly increasing device densification and service di-
versification. This revolutionary upward trend has led the upcoming 6th-Generation (6G) and
beyond communication systems to be globally available communication, computing and in-
telligent systems seamlessly connecting devices, services and infrastructure facilities. In this
kind of environment, scarcity of radio resources would be upshot to an unimaginably high level
compelling them to be very efficiently utilized. In this case, timely action is taken to deviate
from approximate site-specific 2-Dimensional (2D) network concepts in radio resource utiliza-
tion and network planning replacing them with more accurate 3-Dimensional (3D) network
concepts while utilizing spatially distributed location-specific radio characteristics. Empower-
ing this initiative, initially a framework is developed to accurately estimate the location-specific
path loss parameters under dynamic environmental conditions in a 3D small cell (SC) hetero-
geneous networks (HetNets) facilitating efficient radio resource management schemes using
crowdsensing data collection principle together with Linear Algebra (LA) and machine learn-
ing (ML) techniques. According to the results, the gradient descent technique is with the
highest path loss parameter estimation accuracy which is over 98%. At a latter stage, receive
signal power is calculated at a slightly extended 3D communication distances from the cluster
boundaries based on already estimated propagation parameters with an accuracy of over 74%
for certain distances. Coordination in both device-network and network-network interactions
is also a critical factor in efficient radio resource utilization while meeting Quality of Service
(QoS) requirements in heavily congested future 3D SCs HetNets. Then, overall communica-
tion performance enhancement through better utilization of spatially distributed opportunistic
radio resources in a 3D SC is addressed with the device and network coordination, ML and
Slotted-ALOHA principles together with scheduling, power control and access prioritization
schemes. Within this solution, several communication related factors like 3D spatial positions
and QoS requirements of the devices in two co-located networks operated in licensed band (LB)
and unlicensed band (UB) are considered. To overcome the challenge of maintaining QoS un-
der ongoing network densification and with limited radio resources cellular network traffic is
offloaded to UB. Approximately, 70% better overall coordination efficiency is achieved at ini-
tial network access with the device network coordinated weighting factor based prioritization
scheme powered with the Q-learning (QL) principle over conventional schemes. Subsequently,
coverage information of nearby dense NR-Unlicensed (NR-U) base stations (BSs) is investi-
gated for better allocation and utilization of common location-specific spatially distributed ra-
dio resources in UB. Firstly, the problem of determining the receive signal power at a given
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location due to a transmission done by a neighbor NR-U BS is addressed with a solution based
on a deep regression neural network algorithm enabling to predict receive signal or interfer-
ence power of a neighbor BS at a given location of a 3D cell. Subsequently, the problem of
efficient radio resource management is considered while dynamically utilizing UB spectrum
for NR-U transmissions through an algorithm based on the double Q-learning (DQL) principle
and device collaboration. Over 200% faster algorithm convergence is achieved by the DQL
based method over conventional solutions with estimated path loss parameters.

Keywords: 3D small cells, crowdsensing, machine learning, HetNets, radio resources.
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Lay Summary
Emergence of new applications and industrial automation together with the sudden increase of
smart cities, smart premises (e.g., houses and buildings) and smart vehicles have led to a rapid
increase in not only the number of devices connected to wireless networks but also the ser-
vices provided through them. This trend has convinced the designers of the upcoming cellular
wireless communication systems to make them globally available communication, computing
and intelligent systems providing uninterrupted services continuously to both individuals and
machines. In this kind of environment, resources used for wireless links between the devices
and the serving stations are identified as extremely scarce assets that are to be very efficiently
utilized. Moreover, the characteristics of these resources are specific to the locations in the 3D
space as well. Based on this reason, one of the best solutions is to deviate from approximate
2-Dimensional (2D) network design principles while replacing them with 3-Dimensional (3D)
network design concepts. These 3D network design principles are expected to best use the
resources available at a given location in 3D space. In this case, initially a framework is de-
veloped to estimate or discover the resources at a given location under dynamic environmental
conditions and to better utilize them subsequently. Mathematical modelling and self-learning
techniques are used for that with the information provided by several groups of devices in a
small 3D network coverage area. Coordination of both device-network and network-network
interactions is also identified as one of the critical factors in the efficient utilization of these
resources in meeting the Quality of Service (QoS) requirements of the devices in heavily con-
gested future 3D networks. In this case, overall communication performance enhancement is
achieved through efficient utilization of resources together with supporting techniques devel-
oped based on device and network coordination schemes. For this scenario, much attention is
paid to the opportunistically available scarce resources. At the same time, factors like the lo-
cations of the devices in the 3D space, their QoS needs and priority requirements of the device
congestion situations are also considered. In certain scenarios, devices served by two wireless
networks are also considered where those networks are operated through different transmitters
at the same location. To better facilitate these operations, prediction of receive signal power at
a given location due to a transmission done by a nearby serving station is also being investi-
gated with the objective of efficient allocation and utilization of common resources. For that,
state of the art machine learning techniques are used while dynamically utilizing the limited
resources.
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Chapter 1

Introduction

1.1 Heterogeneous 3D Small Cell Networks

Continuous and increasing growth of global wireless traffic is always forecast through statisti-

cal analyses where it is expected to have rate increase in exabytes per month in near future [1].

In comparison with 5th-Generation (5G), 6th-Generation (6G) is expected to enhance the per-

formance of information transmission, peak data rates up to 1 Tbps and ultra-low latency in

microseconds. It features terahertz frequency communication and spatial multiplexing, pro-

viding as much as 1000 times higher capacity than 5G networks. For upcoming wireless

communication generations, three new service classes are identified [2]: ubiquitous mobile

ultra-broadband (uMUB), ultra-high-speed with low-latency communications (uHSLLC) and

ultra-high data density (uHDD) in supporting massive machine type communications. In order

to effectively facilitate these service classes fundamental reforms are needed to the architec-

tural platforms enhancing joint sensing, communication, computing, processing and, above

all, an environment that is cooperative and programmable [3]. This visionary concept for up-

coming wireless communication systems is introduced as smart radio environment (SRE) [3].

Furthermore, to increase the processing capabilities and the accuracy of decisions while reduc-

ing the processing time and increasing the performance aspects of the communication systems,

1
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this SRE is designed with intelligent, proactive, adaptive, situation and content aware prin-

ciples, algorithms and techniques [4]. As a part of continuous expansion of service classes,

growth of service classes from 5G containing massive machine-type communication (mMTC),

enhanced mobile broadband (eMBB) and ultra-reliable low-latency communications (uRLLC)

to 6G containing uHDD, uMUB and uHSLLC are given in Fig. 1.1. With the development

technology and from different viewpoints, more service classes like long-distance and high-

mobility communications (LDHMC) and human-centric services (HCS) [5, 6] are identified.

Different anticipated use cases in 6G service classes are also given in the same figure.

By this moment, studies on 6G and beyond wireless communication systems have already

begun while exploring on new avenues to broaden the existing boundaries surpassing the cur-

rent horizon. In future, massive machine type communications originated from unmanned

devices are anticipated in both ground and sky with a demand for ultra-reliable, highly en-

ergy efficient and significantly low latent, networks while supporting very high data rates and

a vast number of heterogeneous connections. With increased network densification and in-

formation and communication technology (ICT) enabled industry, these dense device deploy-

ments at ground level and above may lead to spatially distributed small cells (SCs) in the

3-Dimensional (3D) space while further demanding to establish heterogeneous 3D networks

with the use of 3rd spatial dimension for cellular coverage planning. In addition, the use of

high radio frequency bands and large scale antenna arrays also may create demands on highly

distributed radio resources in time, frequency and spatial domains. Next-generation wireless

systems are expected to autonomously utilize technologies in a distributed fashion to satisfy the

simultaneous delivery of services with stringent requirements that arise in a dynamic way [7].

In this case, it is very important to understand and pay attention to the natural chronological

evolution of radio resource management principles against network coverage planning concepts

as indicated Fig. 1.2. The emerging immediate future is going to be SRE for 3D heterogeneous

networks (HetNets) operated with dynamic and shared radio resources through situation aware

intelligent algorithms. In parallel cell-free networks operated in 3D space [8, 9] is also being
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Figure 1.1: Expansion of service classes from 5G to 6G and their use cases.

considered as a strong candidate for the future wireless networks.

1.1.1 3D SC HetNets Over Existing 2D Cellular Networks

With the natural evolution of device locations from ground to different elevated positions lim-

itations in performance could be observed with many of the existing technologies belongs

to 4th-Generation (4G) and before generations in utilization of radio resources [5, 10]. On

the other hand, integration of ground and airborne networks is also limited by technological

constrains. Some of those limitations are arisen due to fundamental design error or the as-

sumption involved with network planning that the network or cell deployment is done on a

2-Dimensional (2D) plane. Particularly, this assumption is predominantly used in the technical

areas of network coverage planning (including frequency planning) and radio resource man-

agement (including construction of radio maps). In this case, now it is identified as one of

the fundamental assumptions that the designers to deviate from in designing and planning the

future heterogeneous wireless networks [10] while achieving designated goals associated with

upcoming wireless cellular networks.

The emerging requirements over and above existing technologies includes, measurement
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Figure 1.2: Evolution of radio resource management principles against network coverage plan-
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and (data-driven) modeling of the 3D propagation environment, 3D frequency and network

planning (including where and how to deploy base stations (BSs)), new network optimization,

mobility management, routing, and resource management in 3D environment. In this case,

it has already envisioned that all the solutions and techniques designed for 6G and beyond

communication systems are for ground and aerial or airborne transceivers.

In order to become a fully functional 3D network at least four basic technical requirements

are to be fulfilled.

1. Utilization of 3D coordinate system to identify locations of the devices.

2. Utilization of location-specific spatially distributed 3D radio resources.

3. Following the 3D planning concepts (including frequency and coverage planning) to

serve the devices [10].

4. Employment of techniques where 3D characteristics related to the device distributions,

the radio resources and/or environment are leveraged.

These requirements for a 3D network is given in Fig. 1.3. Any network that uses fewer el-

ements than these key properties is not identified as a fully functional and fully featured 3D

network. The concepts, algorithms, theories and techniques that utilize one or more of these
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Figure 1.3: Main technical requirements for a 3D wireless network.

main components are recognized as supportive concepts, algorithms, theories and techniques

for the 3D networks. In addition, efficient use of 3D spatial parameters should be reflected

through some of the performance metrics as well.

1.1.2 3D Networks and Associated Performance Measures

Primarily the demand for the 3D networks is arisen from two main sources viz the commu-

nication devices positioned at different elevations and the numerous types of flying objects at

different altitudes [11] with numerous BS-device vertical angles including certain scenarios

of vehicle-to-everything (V2X) communication. However, at present, they are catered by the

existing 2D network technologies and architectures [12] which are incapable of meeting the

requirements of the future networks. Initially, the demands for the 3D networks were driven

by a set of extensive and inevitable applications like environmental and natural monitoring, pa-

trolling and disaster recovery, search and rescue, transportation and different types of combats

(e.g., air-to-air, air-to-ground). In reorganizing and reconfiguring existing network architec-

tures and concepts, it is very important not to limit the usage of 3D networks to flying objects

where existing 2D networks are to be completely replaced with 3D HetNets in the long run.

However, coexistence of 2D and 3D networks could be identified as an medium term or inde-

terminate solution during the process of evolution which is with a high demand.
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When catering to future networks and communication systems with airborne (above ground

level) mobile or stationary transceivers, the protocols must operate in 3D space across different

propagation environments, solutions should meet the requirements of heterogeneous devices

with different mobility patterns and algorithms ought to learn and adapt to the dynamic and

complex environment conditions. In addition, network architecture and infrastructure facilities

should also be aligned accordingly to expedite these emerging developments.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.4: Basis for performance indicators.

Apart from those requirements, even performance analysis of any of the solutions provided

for 6G and beyond networks should be capable of reflect the true impact of the 3D background

generated by spatially distributed resources together with dynamism created by surrounding

environment and the relative movements of the devices. In other words this is the right time

to move away from conventional performance metrics towards fine-grained [5] location and

spatial volume sensitive performance metrics. Many of the key performance indicators (KPIs)

for the upcoming wireless communication systems are developed based on the principle use

of several basic resources and return on utilization of those resources. A number of possible

combinations in supporting these performance indicators can be found in Fig. 1.4. One of the
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Table 1.1: Required values for KPIs in 6G HetNets

Data 

Rate 

Bandwidth 

(MHz) 

Latency 

(μs) 

Reliability 

(%) 

Spectral 

Efficiency 

Energy 

Efficiency 

Connection 

Density 

Traffic 

Capacity 

Mobility 

(km/h) 

Processing 

delay (ns) 

1 Tb/s 400 1-100 99.99999 5–10× 

that of 5G 

10–100× 

that of 5G 

107 

devices/km2 

1-10 

Gb/s/m3 

1,000 1 

 

simplest early stage example is ”amount of data” together with ”time usage” may give data rate

or ”latency” which is the time taken to deliver some data to a destination location in a network.

However, these performance metrics are also evolving over time.

As an example measurement units for spectral and energy efficiency requirements can be

considered. For the 2nd-Generation (2G) it is in bps, for the 3rd-Generation (3G) it is in bps/Hz,

for the 4G it is in bps/Hz/m2 and for the 5G is in bps/Hz/m2/Joules. For the 6G it should be

as bps/Hz/m3/Joules. As it is indicated, from 2G to 4G there had not been much concern on

energy efficiency (EE). However, for the 6G and beyond communication systems, volume is

also taken into consideration when and KPI is developed under 3D HetNet environment [5].

In this case, these requirements may lead to developments along several key streams namely,

accuracy of 3D propagation modeling, efficiency of radio resource management in 3D space,

3D performance metrics for the devices and the networks, 3D mobility management and 3D

network optimization. The minimum required values for the KPIs in 6G HetNets are given in

Table 1.1 [5, 6, 13, 14]. The value for the spectral and energy efficiency gains with respect to

5G networks is given as 1000 × in bps/Hz/m3/Joules [5].

1.2 Challenges in Path Loss Estimation and Radio Resource

Utilization in 3D HetNets

This study is motivated by the demand on solving the technical problems with scarce radio

resource and the deployment of 3D networks followed by a set of benefits. However, in design-

ing solutions for these problems several challenges were identified particularly in determining

location-specific path loss parameters, location-specific radio resources and efficient utilization
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of them. Some of the challenges are arisen due to incompatibility of conventional techniques

and methods used in 2D networks with the upcoming 3D networks.

1.2.1 Dynamism of the Device Distributions and the Environment

Due to continuous changes in the environment and the device distributions, conventional site-

specific path loss models and associated algorithms for radio resource management cannot be

considered as effective models and efficient mechanisms anymore [15]. Negligence of these

dynamic conditions has led to significant errors and performance degradation in results when

they are being applied for the dense real life scenarios [16,17]. Technically, many of these path

loss models and values for their parameters are being held constant over time and insensitive

to the changes of the environment or the device distributions during the process of they are

being used for radio resource management [18–21]. That means, many of these models and

algorithms have been developed and they are being used under the assumption of static environ-

ments and the device distribution scenarios. Even in the long run they cannot be successfully

used in the environments and the terrain conditions that they were originally developed for. As

almost all the real life scenarios are associated with highly dynamic environments and device

deployments, in order to be more realistic and enhance performance, at least parameters of

current path loss models and radio resource management schemes are to be updated dynami-

cally accounting for dynamism of the environment and device distributions while facilitating

collection and processing of data to determine characteristics of radio links and construction of

radio maps in real-time basis [15].

1.2.2 Knowledge on 3D Spatially Distributed Path Loss Parameters

For the conventional signal processing algorithms and technique used for radio resource man-

agement, knowledge on path loss parameters and fading characteristics are vital information.

One of the main assumptions made with those techniques is that the values of the path loss

parameters are common for a given cell (i.e., site-specific values). However, in the reality
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they are location-specific parameters and values. Due to this reason, many of the path loss

models cannot be generalized reasonably to use at all the locations in a cell and all cells with

similar kind of terrain characteristics other than the locations that they were developed for.

There is a considerable adverse impact to the performance of the future communication sys-

tems operated in dense device distributions under very scarce radio resource conditions due to

this assumption. In this case, it is considerable challenge to develop a mechanism to calculate

location-specific values for the parameters of a selected path loss model in order to calculate

receive signal power or interference values for radio resource management.

1.2.3 Device Dependent Errors Associated with Readings

In taking measurements on receive signal power and signal-to-interference-plus-noise ratio

(SINR), the reading can be contaminated with device dependent errors gains and losses [22,23].

In a highly congested SC environment these errors are capable of generating non-negligible

adverse impact to the decisions on radio resource management which are taken based on the

different measurement values sent by the receivers. Subsequently, these errors can cause reduc-

tion in radio resource utilization efficiency leading to have degradation in overall performance

and Quality of Service (QoS). In a SC environment, when the devices are in the vicinity of

each other avoidance of third spacial dimension in coverage planning makes the situation even

worse. In this case, several steps are to be taken to avoid this challenge including employing

suitable post acquisition data processing schemes, avoidance of taking readings from the same

or a single device and to use of specifically developed field measurement devices to take read-

ings. In addition, a large number of readings are to be taken from each device to avoid errors

with a single reading and a group of devices can be employed reduce the device dependent

errors.
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1.2.4 Overhead and Costs Associated with Network Resources and Equip-

ment

Due to scarcity of network resources and the associated costs, it is difficult to allocate dedi-

cated resources like a separate channel or a portion of a frame from the network to report field

measurements and to exchange control information related to their subsequent processing op-

erations. Furthermore, there is a difficulty and significant costs associated with positioning the

field measurement devices in different required locations of all the cells for some of the future

real-time operations like location-specific path loss parameter estimation and radio map con-

structions [19, 24, 25]. In certain occasions, there could be man made access restrictions to the

locations preventing deployment third party or operator devices at the required locations due

to numerous reasons like security and privacy. In addition, managing conventional process-

ing operations related to development of 3D radio maps and determining spatially distributed

propagation parameters for all the cells in a network are also beyond the limits of human ca-

pacities. In this case, it is highly desirable to have intelligent autonomous process for all those

operations thorough a network wide technological upgrade. As a result, it is highly encouraged

to use available network resources and the devices strategically for these real-time field mea-

surements campaigns and subsequent real-time information management operations. In order

to support these amendments, it may be necessary to have amendment in the network architec-

ture as well. The new architecture should be able to facilitate operations related to real-time

data collection, data processing, coverage discovery, resource allocation, usual communication

aspects, geographical coverage planning [26] and network control [27]. In addition, it should

be able to efficiently handle cooperative and coordinated learning and processing operations

while supporting mutual data exchange between BSs, devices and cloud.

To provide very effective solutions, it is always better to be aware on the general key

challenges related to upcoming communication concepts beyond 6G wireless systems and

associated enabling technologies like opening the subterahertz spectrum for increased band-
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widths, pushing the limits of semiconductor technologies to support these bands, developing

transceiver designs and architectures to realize the high data rates and achieving submillisec-

ond latencies at the network level [13, 28]. These challenges are arisen on top of several con-

ventional challenges like maintenance of different types of efficiencies like energy efficiency,

spectrum efficiency and data processing efficiency which are directly linked with the tradi-

tional KPIs. In the case of new research challenges, a set of new KPIs are also being designed

to measure the performance enhancement achieved through the solutions provided for these

new challenges particularly aiming 6G and beyond communication systems.

In this study, much attention is paid for the most closely related challenges and problems re-

lated to path loss estimation and radio resource management in 3D wireless networks. Some of

the most prominent general challenges related to progression of 3D networks include coverage

planning, cell association [29] and frequency planning [30]. With the increase of device den-

sity with uncoordinated massive number of heterogeneous devices, particularly in unlicensed

band (UB) more and more intensified additional challenges are expected including avoidance

of access attempts for already allocated radio resources, coordinated use of location-specific

opportunistic radio resources in a precise and efficient manner, management of channel access

for the new devices [31, 32] while minimizing access collisions, reduction of access delays

while increasing access probability for prioritized devices. Even though some of the general

challenges are being well investigated, due to exponentially growing device density and wire-

less traffic still they are in the forefront of future wireless network design challenges and prob-

lems. Because, machine type devices can continuously compete for scarce radio resources in

a small 3D space generating interference and access congestion concessions leading to highly

inefficient utilization of radio resources.
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1.3 Research Motivations

This study is motivated by several motivation factors. Some of the key motivation factors in

favor of 3D networks could also be highlighted.

• Increase use of sky: Since recent past, there is an increase in use of the sky by differ-

ent low flying objects like balloons, drones, low altitude air-crafts and unmanned aerial

vehicles (UAVs) [11]. Particularly, there is a significant increase in the amount of fly-

ing objects within first the 500 m from the ground [33]. In addition, due to continuous

and rapid urbanization and industrialization, there is a tremendous growth in man made

structures towards the sky like high-rise buildings, bridges, towers and elevated high-

ways where mobile wireless devices are being widely used. The current 2D networks

established on many of those high-rise structures are based on floors of individual build-

ings where level of interference is high. In this case it is an apparent fact that, there is

no well structured cellular-network planning approach for them while considering the

elevation as an element of cellular network planning.

• Scarce radio resources: With the increase of device density and service diversification

there always is a aggressively growing demand high data rates [27]. In order to suc-

cessfully face that demand successfully, designers have been compelled to consider high

frequency bands for the radio links of the wireless communication systems [34]. With

this frequency band shift, there is a considerable decrease in feasible transmission dis-

tance leading to reduction in size of the cells in cellular wireless networks creating dense

SCs. In this dense SC environment with extremely data hungry devices, it is very clear

that all the radio resources including spectrum become well demanded scarce resources.

Any error or inefficiency in radio resource management may lead to non-negligible per-

formance degradation not only in own network but also in neighbor and collaborating

networks. Since coexistence of networks is pivotal factor, it is important to consider

accurate and precise radio resource management and utilization strategies for dedicated,
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shared and common radio resources for both upcoming 3D and conventional 2D net-

works.

• Requirements of devices and their applications at elevated locations: There is an

exponentially growing demand on wireless traffic from the devices that are operated from

non-ground level positions. They are are possessing numerous service requirements and

traffic types based on their elevation. Control signal to some of the drones and emergency

call originated from a low flying balloon may be critical be prioritized to avoid possible

accident and crashes. Currently, these service requirements and traffic types associated

with the elevation are not considered in wireless service provisioning or radio resource

management.

• Future HetNet environments: It is very important that all the wireless communication

systems to be compatible with the future HetNet environment. Future wireless com-

munication environment is going to be equipped with ultra-reliable, dense, low latent,

fast, situation aware, self configurable, adaptive, intelligent and proactive networks and

devices operated in the 3D space. In addition, it is expected to have a large number of

machine type devices supporting resource hungry vertical applications. However, many

of the techniques used in current 2D networks related to network expansion planning like

frequency planning and coverage planning are not going to be compatible with the 3D

networks. However, negligence of the third spacial dimension and continuation of net-

work expansion leads to inappropriate use data related to radio resources in many of the

techniques and algorithms related to operations associated with interference and radio

resource management leading to degradation in performance. In addition, it is necessity

to consider the vertical spatial dimension for in several emerging sport technologies and

their applications related to cellular communication. Assistance received from drone

technologies in expansion of wireless cellular networks is an example for that where

drone BSs are suggested for cellular network coverage expansion for some applications

under certain scenarios [35–38].
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1.4 Goals and Objectives

The overall goal of this thesis is to improve the operational effectiveness of 3D wireless

HetNets through timely observing the communication environment/surrounding and applica-

tion related requirements against opportunistic utilization of available resources through sys-

tem adaptation and network coordination. While achieving this main objective a set of other

aspects are also considered where they are converted to problems and challenges during the

study. These aspects include:

• To support sporadic (or random), dynamic and efficient use of radio resources based

on their availability while facilitating high data rates and traffic from machine type de-

vices including traffic from Internet of Things (IoT) devices those are with random radio

resource demand patterns.

• To ameliorate the adverse effects of cell densification. With reduced cell sizes, large

number of connections and short wavelengths, radio signals will be congested in time,

frequency, power and space domains where they could be easily affected by several phys-

ical objects, device dependent errors, inaccurate estimation of radio information and in-

accurate utilization radio resources.

• To reduce the adverse impact due to uncoordinated use of radio resources in licensed

band (LB) and UB network operations. Due to lack of coordination and collaboration

among devices and their serving networks, radio resources are very inefficiently utilized

where the utilization efficiency is to be increased through device network coordination

through collaborative processes.

• To facilitate network operation under dynamic network, device distribution and environ-

mental conditions through real-time, proactive, less complex and low power consuming

algorithms and techniques.

For the convenience of achieving this overall objective, the study is carried out under three

different topics containing several objectives related to the overall goal or the main objective.
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• Crowdsensing-assisted path loss estimation and management of dynamic coverage in 3D

wireless networks with dense SCs.

• Device and network coordination for opportunistic utilization of radio resources in 3D

networks.

• Learning based neighboring station coverage identification, dynamic spectrum utilization

and resource allocation for 3D cells in NR-Unlicensed (NR-U) networks.

1.5 Technical Contributions of the Thesis

In solving the general problems associated with platform migration from 2D networks to 3D

networks, several technical contributions are achieved with this study. In addition, a number of

technical challenges are also addressed with these contributions, problem formulation and the

solutions provided for them. However, the main value of the contributions is due to prominence

of the solutions and necessity of them as enabling technologies for rapidly evolving 3D cellular

networks in fulfilling future communication needs in a cost effective and efficient manner.

Furthermore, due to applicability of many of the solutions, they are capable of generating a

considerable impact in terms of performance not only for the upcoming cellular networks but

also for the existing wireless networks as well. Then, the main contributions of this study are

summarized as:

• To solve the problem of estimate location-specific path loss parameters and then receive

signal power or coverage of a 3D SCs, three simple real-time mechanisms based on

Linear Algebra (LA) and machine learning (ML) principles are presented. Subsequently,

radio maps are also constructed. To address the challenges of managing radio data from

3D cells on real-time basis, capture the dynamism with devices and the environment, and

to eliminate inaccuracies associated with a reading taken by a single device, an algorithm

based on crowdsensing technique is discussed leading to have dynamic radio maps for

the SCs. To overcome the challenges of avoiding device dependent errors and noise, a



16 CHAPTER 1. INTRODUCTION

simple signal preprocessing stage is employed. This solution can be implemented at all

the SCs serving to device clusters.

• To solve the problem of estimation of location-specific receive signal or interference

power values of a NR-U neighbor 3D SC a deep regression neural network (DRNN)

based model is presented. With this solution challenges of estimation of location-specific

path loss parameters and nullifying of influences caused due to results obtained from the

unevenly distributed device locations in 3D space are mitigated. To overcome the chal-

lenge of increasing the resolution or the granularity of the readings and then the accuracy

of the estimations, the SC is divided into smaller cubic volumes and each volume is as-

signed with a separate DRNN. This solution can be implemented at the SC BSs or at the

cloud.

• To reduce the time taken for the process of up-link (UL) random access channel (RACH)

access and to increase the utilization efficiency of opportunistic 3D radio resources on

LB and UB, Q-learning (QL) based device and network coordination assisted algorithm

is presented while coordinating the networks operated on both bands. To address the

challenges of selection of the best devices to grant channel access, utilization of location-

specific and other related information to get priority in communication, and to eliminate

performance degradation and failures in meeting QoS aspects, an device network co-

ordination assisted scheduling, transmit power control and prioritized access granting

scheme is also introduced considering data types and the elevation of the devices in 3D

space.

• To solve the problem of managing the coverage at the cluster borders in achieving better

connectivity, two algorithms are presented based on inverse distance weighting (IDW)

and Nelder-Mead Simplex (NMS) principles. With them, propagation parameters are

extrapolated for the extended distances and 3D communication distances are extended

while constructing radio environment maps (REMs). Other than the challenges related to
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data collection, additional challenge of interference to the other devices is addressed with

directional beams using precoded massive multiple-input multiple-output (mMIMO) an-

tennas.

• In order to enhance performance of the devices through efficient radio resource utiliza-

tion in UB, algorithms are introduced based on regret based learning (RBL) and double

Q-learning (DQL) techniques to efficiently manage the opportunistically available ra-

dio resource in the UB. With these solutions, challenges of limited time availability for

training, devices becoming excessively competitive in utilizing radio resources, facing

the dynamic environment, unavailability of data for training are also mitigated while

enabling real-time training and operations.

• In order to facilitate 3D cell deployment scenarios, smooth flow of data and information,

real-time operations and convenient implementation of solutions network architectures

and functional protocols for cellular networks with 3D SCs are also discussed appropri-

ately. They are made compatible for the operations of both future and current networks

operated in LB and UB.

In this study, all the operations related to “efficient discovery and utilization of radio infor-

mation” is supported by well established and state of the art techniques, algorithms, procedures

and protocols used for radio resource information gathering, processing and utilization.

1.6 Thesis Outline

The organization of the chapters of this thesis is summarized as follows and the organization

of the thesis is presented in Fig. 1.5:

Research background for the subtopics is briefly presented in Chapter 2 aligning with the

emerging and pioneering technologies related to 6G and beyond communication systems. Be-

cause these technologies are identified as the enabling technologies for 3D HetNets. In par-

ticular, the technologies related to coverage planning, spectrum management and some of the
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ML technologies used in 3D space are discussed. A high attention is paid for some of the

modern tools suitable for the operations of the 3D HetNets like reinforcement learning (RL)

and artificial neural network (ANN).

In Chapter 3, it is focused on establishment of a framework to estimate location-specific

path loss parameters and to manage dynamic coverage of 3D wireless networks with dense SCs.

In other words, schemes for location-specific path loss estimation are developed for efficient

radio resource management based on the principle of crowdsensing together with LA and ML

techniques. At the same time, corresponding procedure for capturing dynamic coverage of a SC

BS serving to an arbitrary cluster is also discussed based on its 3D propagation characteristics.

Within the second stage of the study, the estimated values for the parameters are extrapolated to

slightly extended 3D communication distances from the cluster boundary improving the cluster

edge radio coverage in facilitating a seamless connectivity while meeting the QoS aspects of

the devices.

In Chapter 4, attention is paid to develop a mechanism to achieve device and network coor-

dination in order to opportunistically utilize radio resources in 3D networks considering both

LB and UB. In this work, problem of performance degradation due to negligence of opera-

tional conditions of devices, their data types, availability of spectrum for communication and

delays in radio resource allocation in a 3D network is addressed. In the case of LB, a solution

is developed based on QL and S-ALOHA principles with the help of device cooperation and

network coordination. In the case of UB, a algorithm is developed based on RBL principles to

utilize the already allocated and opportunistically available radio resources in an optimal man-

ner. Moreover, functional protocols for both device and BS are also discussed while easing the

implementation of the solutions.

In Chapter 5, it is concentrated to develop a learning based mechanisms to identify neighbor

station coverage, dynamic spectrum utilization and resource allocation for 3D SCs in NR-U

networks. Within the initial part of the study, problem of neighbor BS coverage identification

is addressed. As a solution, a DRNN based algorithm is suggested to predict receive signal
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or interference power from a neighbor BS at a given location of a 3D SC. At the second part

of the study, problem of efficient radio resources allocation for dynamic spectrum utilization

is addressed leading to have an algorithm based on DQL technique with device collaboration.

However, this solution is developed using the outcomes of the first part of the study. Moreover,

overall network architecture is also discussed facilitating deployment of the solutions for the

corresponding scenarios.

Finally, in Chapter 6, the thesis contributions are briefed while recognizing some of the

apparent future research directions.
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Chapter 2

Enabling Technologies for 3D HetNets

Since the recent past, societies are becoming more and more data-centric, data-dependent and

automated while productivity is driven through the automation of industrial processes and in-

dividual activities [39]. With the launch of future communication systems, full realization of

the Internet of Everything (IoE) paradigm is expected while connecting people, computing re-

sources, vehicles, devices, wearables, sensors and robotic agents. That means the initialization

of a fully connected, intelligent digital world [6]. This highly digitized and intelligent infor-

mation society is going to be a globally or universally data driven pool of information which

is enabled by a near-instant and unlimited full wireless connectivity. Autonomous systems are

occupying the ground, oceans and sky more rapidly than ever before while assisting numerous

applications where upcoming 3D HetNets are only a part of that. In this case, it is inevitable

that HetNets in 6G and beyond generations are going to be immensely complex communi-

cation networks [40] requiring significant support from autonomous, intelligent, fast learning

and fast processing technologies. Moreover, high performing communication technologies,

underlying network architectures and their deployment models are also needed to power these

upcoming generations of communication networks [39] where the 3D HetNet model is one of

the strongest candidates for that. In this environment, future devices will no longer be conven-

tional smart devices only. They would be resource donors for the collaborative operations in the

21
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future networks in terms of many functionalities like processing, caching and relaying [6, 41].

Then, the fundamental technology will no longer be limited to software-defined radio and the

network architecture will be an upgrade of CloudRANs [6, 41].

2.1 Pioneering Technologies for 6G and Beyond Communi-

cation Systems

6G and beyond wireless communication systems are to be extremely carefully and rapidly

shaped up to meet the societal visions for future information, communication and comput-

ing sectors facilitated by near-instant and unlimited full wireless connectivity [6]. Because,

6G and beyond systems are the key enabler for the highly digitized, intelligence inspired,

globally data driven and rapidly evolving information society by 2030 and beyond. These

systems are expected to connect everything, provide full dimensional wireless coverage, and

integrate all functions, including sensing, communication, computing, storage, control, posi-

tioning, radar, navigation and imaging while supporting full-vertical applications and being

operated autonomously with intelligence and consciousness [6].

To make this vision a reality, it is essential to design the 6G HetNets as large dimensional,

autonomous and intelligent networks covering communication in the space, sky, terrestrial and

sea domains seamlessly [6, 41]. Then, the 6G mobile network architecture is to be a genuinely

intelligent system architecture powered by artificial intelligence (AI) in managing and connect-

ing space–air–ground–underwater sub-networks while providing a near-instant and unlimited

superconnectivity [39]. This architecture has to maintain the heterogeneity in all kinds of enti-

ties like device interfaces, applications, services, data types and other networks. Furthermore,

it has to support all the upcoming functions like virtualization of network equipment while

complying with the deployment models through distributed and centralized learning, process-

ing and computing functions through coordinated, cooperative and situation aware operations.

Some of those operations will be performed at the radio AI engines developed with electronic
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neural networks or similar modern integrated neural processing units [6]. In this case, a pivotal

role is expected to be played by the 3D HetNets [39] in the provisioning of ”full coverage” for

all the communicating entities while empowering a systematic and revolutionary transforma-

tion against conventional 2D networks.

The revolution or the transformation towards the 6G concept of full coverage networks is

going to be realized and pioneered with several key technologies like THz communications, su-

permassive multiple-input multiple-output (SM-MIMO) antenna systems, large intelligent sur-

faces (LISs), holographic beamforming (HBF), orbital angular momentum (OAM), laser and

visible-light communications, quantum communications and computing, molecular communi-

cations and IoE [5, 6, 42, 43]. In addition, future wireless communication systems are going to

be further strengthened with full-duplex channels, device-to-device communication techniques,

AI/ML and 3D networking tools, including 3D propagation models [5]. However, background

technologies related to this study are limited to several areas like signal processing, AI/ML

and 3D propagation models which are among the key empowering technologies of the future

3D HetNets. Based on this information, the relationship between radio resources, the main

physical layer enabling technologies of future 3D HetNet (THz communications, SM-MIMO,

LISs, HBF, OAM, AI/ML and 3D networking tools) and the service classes (uHDD, uMUB,

uHSLLC, LDHMC and HCS) is explained in Fig. 2.1.

2.2 Recent Developments on 3D HetNets

Recent developments on 3D HetNets are in several directions including cellular coverage plan-

ning, frequency planning, energy coverage planning and beam steering in the 3D space. As it

was done in 2D networks, planning processes are initiated with basic theoretical cell shapes.

Even though the main objectives of certain developments are not directly connected to cellu-

lar wireless communication concepts, they can be effectively used to improve future wireless

cellular networks.
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Figure 2.1: Relationship between radio resources, enabling technologies and services classes.

2.2.1 Coverage Planning in 3D Space

The standard concept of planar cellular networks is extended into space with 3D SCs to meet

the growing number of communication services [44]. At the same time, the importance of

using SCs designed based on hexagonal tessellations is also highlighted while suggesting to

place antennas in 3D space of buildings. Coverage and connectivity issues for 3D networks

are are also among the burning problems of 3D HetNets [45]. Solutions for some of those

problems are developed while assuming random and uncontrollable node locations where the

goal is to find a node placement strategy with 100% sensing coverage of a 3D space [45]. In

this work, a 3D network volume is divided into virtual regions or cells and used for the analysis

where truncated octahedral tessellation of 3D volumes is used for that. Although some of the

3D underwater networks are used in that study, much of the outcomes can be prominently

applicable to other 3D networks designed for airborne applications like space exploration and

storm tracking.

A mechanism to place a drone BS in a 3D space is also an important component [46] in

maximizing the number of covered users with different QoS requirements. The placement

problem for a drone BS can be formulated as a multiple circle placement problem. For the

same problem, a low-complexity algorithm, namely, the maximal weighted area algorithm can
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also be employed [46]. 3D cells powered by drone BSs and cellular-connected drone users are

introduced leveraging the concept of 3D cellular networks [10]. At the same time, a framework

for network coverage planning done with drone BSs and latency-minimal cell association for

drone user equipment (UE) is also discussed. Subsequently, based on the spatial distribution

of drone UE and the locations of drone BSs, the latency-minimal 3D cell association for drone

UE is also derived [10].

In empowering 3D HetNets, it’s worth jointly considering down-link (DL) simultaneous

wireless information and power transfer together with UL information transmission for UAV-

assisted millimeter wave (mmWave) cellular networks [47]. In this kind of scenario, UE lo-

cations can be modeled using Poisson cluster processes while UAV BSs are positioned in 3D

space in the sky [47]. Distinguishing features of mmWave communications like different path

loss models for line-of-sight (LOS), non-line-of-sight (NLOS) links and directional transmis-

sions are considered. In contrast to conventional approaches, successful transmission proba-

bility to jointly present the energy and SINR coverage is derived. The optimal placement of

tethered UAVs to minimize the average path loss between the UAVs and a receiver located on

the ground is discussed by Kishk et al. [48]. In the same study, upper and lower bounds for the

optimal values of the tether length and inclination angle are also derived. At the same time, the

probability distribution of the minimum inclination angle of the tether length is also derived.

In another study, concepts in stochastic geometry are applied to investigate the DL perfor-

mance of a vertical heterogeneous network comprising aerial and terrestrial BSs [49]. In this

study, BSs are deployed at a particular altitude while the terrestrial BSs are deployed on the

ground. An air-to-ground channel model that incorporates both LOS and NLOS transmissions

is used for the radio links. Coverage performance of a reference UE in a finite network of

multiple 3D drones is analyzed by Shen et al. [50] while presenting a mixed mobility model

to support the movement process of a drone in a 3D cylindrical region. By using the same

mobility model and the network, the coverage probability of a reference UE under uniform and

closest drone associations are also analyzed in one snapshot.
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2.2.2 Spectrum Usage in 3D Space

A frequency planning mechanism with an analytical expression for the feasible integer fre-

quency reuse factors is presented by Mozaffari et al. [10] considering the cells with truncated

octahedron shapes. In the same way, as in 2D cellular networks, the frequency reuse factor is

equal to the number of non-interfering cells within a cluster of cells. In this work, two sizes of

truncated octahedron cells in the same network are considered and the locations of drone BSs

are also determined. In parallel, frequency reuse mechanisms and channel allocation schemes

are also investigated [44] to facilitate efficient network operations.

A spectrum sharing mechanism for UAV SC networks modeled by the 3D Poisson point

process is suggested by Zhang et al. [51]. In this study, underlay spectrum sharing between the

UAV SCs in the 3D network and traditional 2D cellular networks is modeled with 2D Poisson

point processes. To further protect the cellular network in the spectrum underlay, the effect

of primary exclusive regions in a 3D space is investigated. In contrast to circular regions in

traditional cellular spectrum sharing in the 2D space, the shape of the 3D region is found as a

half-spherical segment, depending on the radius of the region and the height limit of the UAV

SCs. The radii of primary exclusive regions are restricted for small UAV SC constraints and

limited UAV SC heights.

The importance of a frequency assignment method based on cell geometrical characteris-

tics is identified by Ellatifi et al. [52] while accounting for co-channel and adjacent channel

interference. For this, spatial tiling methods are used. Reuse distance and frequency group

numbers are obtained with only co-channel interference constraints. In conclusion, the two

most suitable 3D cells for 3D networks are selected.

A 3D model is proposed by Chen et al. [53] for a K-tier HetNet with multi-antenna BSs,

where different tiers share the same frequency band with different BS heights, BS densities,

the number of antennas per BS, BS transmit power values, association biases and path loss

exponents. In the same study, analytical expressions are derived for the per-tier association
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probability under both the strongest received signal and the closest BS cell-association strate-

gies.

2.2.3 ML Technologies for 3D HetNets

ML is a branch of AI and also a data driven concept. ML algorithms are capable of learning and

improving themselves using data without being explicitly programmed or any third party inter-

vention [54]. The goal of ML is to understand the structure and patterns of data and fit that data

into models that can be understood and utilized. There are many advantages associated with

this concept over other techniques including compatibility with autonomous operations, capa-

bility to identify patterns, ability to continuous improvement, capacity to handle data efficiently

and competency to handle a wide range of applications. Since ML techniques are mostly data

driven methods, they are good for when the model is unknown, difficult to be derived, difficult

to be adopted or suspicious. Due to these reasons and the attractive performance of ML algo-

rithms even under complex conditions and constraints, many of the ML techniques belonging to

all the major branches, including supervised learning, unsupervised learning, semi-supervised

learning and RL have become popular in the sphere of wireless communication, even empow-

ering many of the operations in 3D HetNet. In another study [10], drone BSs use ML tools to

estimate the spatial probability distribution of drone UE using available prior information on

the drone UE locations in the 3D space. Meanwhile, the problem of joint 3D deployment and

power allocation for maximizing the system throughput in a UAV BS system is addressed by

Zhang et al. [55]. Out of many data processing techniques and algorithms, RL and ANN based

techniques are widely used in that study.

Reinforcement Learning

RL is an area of ML concerned with how intelligent agents ought to take actions in an environ-

ment in order to maximize the notion of cumulative reward [56]. For the algorithms developed

based on these principles, no prior data is needed for training while making them unbiased on
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training data. In addition, these computationally simple algorithms can be trained and operated

on a real-time basis in a goal oriented manner under complex environmental conditions without

any knowledge on the model or the exact input-output relationship. In conventional systems

and algorithms, knowledge on the model is an essential feature. Furthermore, RL based al-

gorithms are with a high degree of adaptability as they are continuously trained during the

operation with the fast converging property. These schemes are with greater design flexibility

supporting cooperative, coordinated or independent systems under situation and environment

aware or unaware conditions. All of these advantages and their performance have made them

a very passionate set of tools for the wireless communication system designers.

There are two main types of RL techniques, namely positive RL which tries to maximize

performance and negative positive RL which attempts to increase behavior [56]. QL [57],

RBL [58], multi-armed bandit [59], SARSA [60] and AC3 [61] are some of the well-known

RL techniques used to support wireless communication systems. A QL based approach can

also be used to solve the problem of dynamic channel assignment [57] while a RBL principle

assisted algorithm can be developed for DL inter-cell interference coordination in a HetNet

deployment with macro and pico cells [58].

Artificial Neural Networks

ANNs are biologically inspired computational networks possessing the advantages of ML [54].

They are with the ability to learn by themselves and produce outputs that are not limited to the

inputs provided to them where the inputs are stored in their own networks instead of a database,

avoiding any impact from a loss of data. In a case of missing information, an ANN can produce

the output. On the other hand, they are capable of outperforming many of the conventional sig-

nal processing techniques particularly complicated problems under complex conditions and

tight constraints. Upon training, deep learning techniques are also with fast prediction proper-

ties while giving sub-optimal solutions with acceptable accuracy. Apart from that, ANN and

other supervised learning methods are outperformed by deep learning techniques provided that
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sufficient amounts of data, training time and processing power are available. In the estimation

of path loss parameters and receive signal strength values, it is shown that ANN based algo-

rithms can outperform conventional signal processing techniques [62]. A limited number of

parameters can be handled by almost all the conventional signal processing based path loss

model derivation mechanisms.

Feedforward, regulatory feedback, radial basis function, recurrent, modular and physical

are the most prominent types of ANNs. ANNs with a higher number of hidden layers, known

as deep-ANNs are capable of performing better than single layer ANNs [63]. Due to their

outstanding capacity to replace conventional regression techniques, much attention is drawn

to them [64, 65]. In addition, DRNN techniques are highly compatible with the architectures

of upcoming neural processing units as well [66]. In the case of path loss estimation, the

application of deep neural network (DNN) techniques against conventional signal processing

techniques is shown in Fig. 2.2. Further knowledge is gathered through a comparison between

the results of traditional channel models and the results obtained with a DRNN aided simple

path loss model developed by analyzing satellite images [65]. A DRNN-assisted adaptive

multi-attribute fusion method [64] can be used to re-identification of persons as regression

analysis.

Currently, research and development activities are being carried out to apply different cate-

gories of AI and ML schemes, including supervised, semi-supervised, unsupervised and RL for

almost all the operations of the wireless communication systems [67, 68]. For the simplicity,

some of the main ML techniques used in the cloud, BSs and the devices related to the physical,

medium access control and network layers are presented in Fig. 2.3. A list of applications

and a description of the possible modes of operation are also given in the same figure. In this

figure, the term management refers to all the relevant tasks and operations like information

gathering, optimization, allocation and scheduling in the cellular mobile communication sys-

tems. In upcoming wireless communication systems, it is planned to administer these three

layers through a single AI based architecture while facilitating both distributed and centralized
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Figure 2.2: Signal processing vs DNN for path loss prediction.

functions related to communication, computing and sensing operations. These operations may

be carried out in an autonomous, independent, collaborative and/or cooperative manner with

or without coordination. Moreover, these AI/ML infrastructure facilities and algorithms are

going to be scalable and decomposable platforms supporting the human in the loop feature and

ubiquitous AI services for on-line (real-time) and off-line operations [69]. Generally, future

HetNets are expected to be featured with many self-supportive properties enabling them to be

self-configurable, self-learning, self-optimization, self-diagnostic and self-healing, networks

and entities.

2.2.4 ML Based Receive Signal Estimation Methods in 3D Environments

It’s a well-known fact that neural network (NN) and DNN based solutions are widely used to

solve different problems in wireless communication and related areas. However, in this study,

high attention is paid to explore the work done to replace the conventional signal processing

based approaches to estimate the path loss characteristics. A channel model obtained using

deep learning techniques by utilizing satellite images and a simple path loss model is presented

by Thrane et al. [70]. For this model, experimental measurements are gathered and composed

for the training and test sets. Dai et al. [71] have carried out a study on a ML based received

signal strength predictor that can be trained and optimized for the coverage performance of BS

deployments via multi-objective heuristic methods. Many practical features that are capable of

influencing the phenomenon of signal propagation like geographical characteristics and oper-

ating parameters of BSs are fed into ML models to predict received signal strength values in a



2.2. RECENT DEVELOPMENTS ON 3D HETNETS 31

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 

 

 

 

 

 

 

AI/ML 

Algorithm: 

(examples) 

① Reinforcement learning (RL, QL, DQL, DQL, Deep-QL, multi-armed bandit, Double deep QL, 

C51, QR-DQN, DDPG)  ② ANN (CNN, generative adversarial networks, DRNN, graph NN, 

recursive NN, recurrent NN, self-organizing maps, deep generative NN, feed-forward NN, radial 
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All the AI/ML algorithms ①-⑭ can be 
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offload operations  ⑤ Distributed processing  ⑥ Scalable and decomposable  ⑦ Self properties 
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On-line (real-time) operations  ⑨ Off-line operations  ⑩  Accept operations 
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including ①-⑬, 
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①-⑨. 

Figure 2.3: Main ML techniques used in cloud, BSs and the devices related to physical,
medium access control and network layers.

rasterized area. Furthermore, ANN models can be used to predict the macrocell path losses as

well [62]. In that study, measurement data obtained using an IS-95 pilot signal from a commer-

cial code-division multiple-access mobile network operated in rural Australia is used to train

and evaluate the models.

In a deep convolution neural network (DCNN) based approach to predict the path loss

distributions using 2D satellite images, the inference is calculated in real-time for different
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communication frequencies and transmitter heights [72]. Instead of using a 3D model, area

images are used as the inputs to calculate the interference. In a separate study, a multilayer

perceptron NN is employed to accurately predict the path losses in a 3D environment [73]. In

that study, several environmental features are used to describe the propagation environment in-

stead of complex 3D environment modeling mechanisms. Information on BSs and the receivers

including their 3D locations, transmission frequency, transmit power values, antenna informa-

tion, feeder losses and receive power values are among them. At the same time, a DCNN based

solution to estimate channel parameters (specifically, path loss exponent and standard devia-

tion of shadowing) in the 3D space using 2D satellite images without 3D model generation is

suggested by Ates et al. [74].

A DCNN based autoencoder is used as the urban canyon 3D path loss prediction model for

the communication systems operated in 28 GHz frequency band in Manhattan. In that study,

street clutters are modeled via a LiDAR point cloud dataset and buildings are modeled with

a mesh-grid building dataset [75]. In contrast to 3D ray tracing approaches with geometrical

information to model physical radio propagation phenomena, in a study conducted by Qiu et

al. [76], a two sub-NNs assisted DCNN based approach is used to predict the outdoor path

losses in an urban 5G scenario operated in 30 GHz band. An ANN based model is developed

by Egi et al. [77] to account for the effect of tree canopies which can be applicable to any

other environments as well. In this solution, a 2D image color classification mechanism is

used to extract the features from a 3D point cloud and an ANN based algorithm is employed

to predict the path losses. Furthermore, in 3D channel models, AI and ML are recommended

to be used for multipath component clustering, scenario classification and channel prediction

by using clustering, classification, and regression algorithms like ANN, convolutional neural

network (CNN), and generative adversarial networks, respectively [78].
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2.2.5 Signal Processing Based Receive Signal Estimation Methods in 3D

Environments

Development of path loss or propagation models is the main avenue associated with the re-

ceive signal estimation techniques for those who are assisted with signal processing based

approaches. Literature on the development of propagation models for 3D environments is

available in numerous directions while paying attention to numerous use cases or deployment

scenarios and frequency bands with their propagation characteristics of interest. In supporting

this approach, a 3D statistical channel impulse response model is discussed for urban LOS

and NLOS channels from 28 GHz and 73 GHz ultra-wideband propagation measurements

in New York City [79]. For this, a mathematical framework is also used [79]. The derived

model of that study is recommended for 5G wireless systems that are operated in both ultra-

high frequency/microwave and mmWave spectrum bands with the expectation of increasing the

channel capacities. In another parallel study, an empirical indoor 3D spatial statistical chan-

nel model for mmWave and sub-THz frequencies is developed based on the radio propagation

measurements done on 28 GHz and 140 GHz bands on an entire floor of an office building [21].

A 3D propagation model is discussed to predict the radio losses in a corridor environment [80]

where a ray-tracing technique is used and combined with a ray-fixed coordinate system to sim-

plify the computations of transmission, reflection, and diffraction coefficients. At the same

time, a 3D propagation model for path loss prediction in a typical urban site, with the use of

geometrical optics and uniform theory of diffraction is presented by Kanatas et al. [81] while

paying attention to numerous rays that undergo reflections and diffraction. By considering

the factors of 3D scattering space, 3D trajectory, and 3D antenna arrays, a non-stationary ray-

based channel model for UAV-to-vehicle mmWave communications is proposed [82]. In that

study, computation and generation methods for channel parameters, including inter-path and

intra-path are developed and illustrated in detail.

An air-to-ground two-piece path loss model for mmWave channels with both LOS and
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NLOS is presented by Alkama et al. [83]. This model is used with 3D directional beamforming

to derive an analytical framework to study coverage probability and capacity using stochastic

geometry for coverage done with an UAV. Meanwhile, a simple theoretical 3D propagation

model is proposed for UAVs equipped with intelligent reflecting surfaces [84] with the expec-

tation of using them in massive, ultra-reliable and low-latent communication systems. An an-

alytical 3D channel model is presented for reconfigurable intelligent surface-assisted multiple-

input multiple-output (MIMO) communication systems based on 3D cylindrical shapes con-

taining LOS for single and double-bounced modes at the surface for the reflected and near

scattered radio waves [85]. Propagation conditions pertaining to reception and transmission at

the mobile terminals measured using a wideband channel sounder and a dual-polarized spher-

ical antenna array are presented by Kalliola et al. [86]. Subsequently, results are refined and

extended to full, double-directional 3D channels.

2.3 Reasons and Benefits of Efficient Information Manage-

ment in Wireless Networks

Some of the strategies used for information management in this study and the benefits associ-

ated with them are discussed as follows.

• Intermediate data processing stage: For the system models in this study, an interme-

diate post-acquisition data processing stage or data preprocessing stage is introduced to

identify and correct the data or the imperfect information [87]. Because, utilization of

perfect or near-perfect information is a critical factor for the performances of many of

the technologies that are going to be used in near future wireless communication sys-

tems under scarce and competitive radio resource conditions [88–91]. As an example,

improved performance for signal detection and resource allocation can be achieved with

near-perfect information.
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• Cloud for information sharing: Information sharing and global availability are facili-

tated through a cloud while leading to the advantages associated with deterministic net-

work environments [92]. In addition, after the wireless network is being operated for

a reasonable time duration, a reduction in overall operational cost for the network is

expected to be achieved due to reuse and sharing of relevant information through the

cloud [93]. Moreover, the reduction of time for network operations is a key element

in future wireless networks which are being strongly supported with cloud-based infor-

mation sharing [94]. In this study, the concept of radio map, a cloud-based concept, is

expected to be used to achieve a considerable time reduction in network operations.

• Simple and backward compatible network architectures: 3D wireless HetNet archi-

tectures used for the implementations are suggested to be simple and compatible with

the existing wireless network architectures. Then, most of the processing functionali-

ties can be replaced with information exchange operations paving the way to reduce the

processing requirements at the node level.

• Real-time data processing: Real-time information is very essential for many of the

physical layer technologies like SM-MIMO [88], beamforming [89], device-to-device

(D2D) communication [90] and interference management [91]. In addition, these tech-

nologies are very sensitive to the accuracy of certain parameter values like location in-

formation, radio resource information (RRI) and overall latency [95]. The solutions are

expected to be enablers for them through real-time data processing and information pro-

visioning while correcting imperfections [96].

• Energy saving through information sharing: Energy saving and energy utilization

efficiency can be increased through information sharing leading to much greener and

cost-effective [97] networks.
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2.4 Assumptions

This study is carried out subject to several limitations and assumptions, unless specifically

stated otherwise.

1. The behavior of all the channels is taken place according to the models used for them.

In other words, ideal channel characteristics are assumed unless otherwise specifically

mentioned.

2. Mobility related phenomena (e.g., Doppler, trajectory optimization) and handover of UE

are not taken into account.

3. Perfect synchronization in terms of time and frequency is assumed.

4. DL streams are considered as the default direction of communication. Both in UL and

DL, upon channel acquisition, the number of users is assumed to be constant throughout

the operations with a full buffer condition. No feedback mechanisms are considered for

the correction of data (i.e., at least no repeat request (RQ) or automatic repeat request

(ARQ) schemes).

5. Properly planned cells in a cellular wireless network are considered where there is no

interference from other BSs or the devices unless otherwise it is specifically mentioned.

6. Delays and latency associated with the network and related issues are not considered.

7. Channel state information is valid for the frequency ranges considered and perfectly

known if not stated.

8. All the flying BSs and UE are capable of maintaining their operations irrespective of

non-wireless communication related constraints like power requirements for flying.

2.5 Chapter Summary

Enabling technologies related to 3D HetNets, 6G and beyond communication systems are dis-

cussed. Initially, recent developments on 3D HetNets are presented. Under this, special atten-
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tion is paid to the coverage planning, spectrum management and ML technologies used in 3D

space and 3D HetNets. Subsequently, recent related work is briefly presented on ML and signal

processing based receive signal estimation methods that can be used in 3D environments. Un-

der the ML technologies used in 3D space, different types, their advantages and the use cases

of RL and ANN technologies are discussed. In addition, the reasons and benefits of efficient

information management in wireless networks are also highlighted. That is followed by a list

of the main assumptions used in this study. The preliminaries presented in this chapter are used

to develop efficient information management schemes for ultra-dense 3D HetNets.



Chapter 3

Crowdsensing-Assisted Path Loss

Estimation and Management of Dynamic

Coverage in Dense 3D SC Networks

Emerging vertical applications enabled by connected devices and smart infrastructures have

created an ever-increasing demand for high data rates over 5G and beyond wireless networks.

Deployment of dense SCs and mmWave communication systems have become inevitable in

future wireless networks. Consequently, it is more accurate to model such networks in the 3D

space due to the spatially distributed nature of the SCs, locations of the devices, radio resources

and propagation environment. Accurate estimation of location-specific path loss parameters is

then essential for efficient utilization of radio resources and management of dynamic cover-

age in 3D SC networks. In this paper, a framework for location-specific path loss estimation

is developed for efficient radio resource management, based on the principle of crowdsens-

ing together with Linear Algebra (LA) and ML techniques considering 2.5 GHz and 28 GHz

bands. The corresponding procedure for capturing dynamic coverage of a SC BS serving to

an arbitrary cluster is proposed and examined based on its 3D propagation characteristics. Re-

sults show that the accuracy of 3D path loss parameter estimation using gradient descent (GD)

38
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techniques is superior compared to LA technique and can achieve over 98% estimation accu-

racy. Although numerical results are presented for a single amorphous 3D cell of a wireless

network, the framework given in this paper can be extended to any arbitrary 3D wireless cel-

lular network. The highest path loss parameter estimation accuracy is shown by GD technique

which is over 98%. In the case of receive signal power calculations at slightly extended 3D

communication distances from the cluster boundaries, over 74% accuracy is shown for certain

scenarios when the calculations are done with the already estimated propagation parameters.

3.1 Introduction

The data traffic over wireless networks has been increasing dramatically over the past several

decades and statistics show that globally this traffic increases by nearly a 1,000 times every 15

years [98]. This trend is expected to continue as a massive number of devices requiring con-

nection to wireless networks for Internet access and also due to a variety of new services. It is

estimated that the global traffic over wireless networks is likely to exceed one zettabyte/month

by the year 2028, due to over 5 billion user communication devices expected to be connected

to networks [98]. Furthermore, the expected number of IoT device connections using wireless

networks is likely to exceed 500 billion by the year 2025 [99]. As the number of mobile devices

and demand for new mobile services continue to increase, it becomes challenging to character-

ize the dynamic wireless signal propagation environment accurately for efficient utilization of

limited radio resources and QoS provisioning [100].

A paradigm shift is expected in the design and operation of emerging wireless networks to

support massive data traffic from a huge number of devices connected to them. It is, therefore,

imperative to employ spectrum resources in the mmWave band for communication in 5G and

beyond networks [101]. An immediate consequence of this is considerable reduction in cell

size, leading to networks with dense SCs [25]. Thus, in designing such networks, it is important

to consider the signal propagation environment where the networks are going to be deployed.
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Specifically, the environment for 5G and beyond could comprise of high-rise structures and

objects including smart homes, offices, hospitals, businesses, industries, multi-level flyovers,

drones and other flying objects. The locations of devices in a SC of such an environment

are best described in 3D space due to significantly reduced cell size. Further, they may be

dynamic in terms of locations with diverse data and QoS requirements while interacting with

machines and humans. Thus, to serve the needs in such a complex environment, a 3D model

of network [102] is appropriate as opposed to existing 2D network model while utilizing the

third spatial dimension for cellular coverage planning and radio resource management. Since

there are no fixed boundaries or coverage areas for the cells in real life, it is beneficial to model

cells in 3D SC networks to be amorphous or semi-rigid [103] while paving the way to change

their sizes in overcoming problems like elimination of coverage holes, managing the number

of devices served, strengthening cell or cluster boundary coverage and avoidance of undue

coverage overlaps. In this study, 3D SC network or 3D network is a cellular wireless network

consists of 3D SCs and a cluster is a set of collocated devices or a group of devices in the close

vicinity of each other.

In-depth understanding and accurate estimation of path losses for radio channels are crit-

ical for the overall coverage planning, efficient operation and radio resource management in

both conventional 2D and emerging 3D wireless networks. Furthermore, with reduced cell

size, surrounding environment introduces more significant location-related impact to wireless

signal propagation. As a result, location-specific path loss modeling and parameter estimation

becomes essential for cell coverage management particularly for emerging 3D SCs in 5G and

beyond cellular networks [104] and even for cell-free mMIMO systems [105]. Moreover, it is

also important to guarantee a seamless connectivity and QoS at the borders of clusters or 3D

cells. For this reason, 3D communication distance at the cluster or cell boundaries has to be ad-

justed based on the actual coverage of the small base station, which is often severely impacted

by the surrounding environment. Due to advancement of mMIMO-assisted beamforming tech-

niques [96,106], radio footprints can be more accurately controlled while facilitating to achieve
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this objective without any significant effort. Here extension of 3D communication distance is

defined as a process of limited expansion of the coverage of a SC BS at a selected direction in

the 3D space to provide better support for devices at cell boundary through BS transmit power

adjustments.

When the closest or most related work on 3D modeling of cellular networks is surveyed,

concept of 3D cells has been used in some occasions, in particular, for finding solutions to

specific problems associated with drones [36–38, 102]. For example, an octahedron cellu-

lar structure has been used to investigate coverage area with a drone in each cell acting as

BS [36–38, 102]. When considering studies on estimation of propagation parameters, with the

observation of differences between theoretical and measured values, importance of estimation

of them through field measurements is discussed as early as in 1957 [107, 108]. Usefulness of

knowledge on location-specific parameters has also been recognized many years ago [19]. By

this moment, several powerful tools like Kriging method [24] are available for path loss esti-

mation and prediction even to the locations with no radio coverage. Guidelines on modeling

3D cells are discussed for the frequency bands used in 4G Long-Term Evolution (LTE) and

5G new radio (NR) systems for certain cell types including urban-macro (UMa) and urban-

micro (UMi) in 3rd-Generation Partnership Progect (3GPP) standards [109–111] as well. In

those standards, a high attention is paid on deriving the impact through the direction of wave

propagation rather than capturing location-specific propagation characteristics. However, due

to ignorance of third spatial dimension in estimation of certain parameters, excessive com-

plexity [112] and difficulties in data gathering those techniques have become less attractive for

modeling 3D cells and even to face dynamic environmental conditions.

Once location-specific radio information is available, as a general practice, it is presented

in form of 3D radio maps [24] for the convenience of subsequent use of it for efficient coverage

and radio resource management in ensuring QoS aspects in wireless communication systems

[25]. A radio map, REM or radio information map (RIM) is a database constructed by storing

radio information against its locations [24] in a cell. The information could be path loss,
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interference, receive signal power (RSP) values or combination of them at a location. Eleventh

there are many techniques in literature to find location-specific radio information and construct

radio maps for 2D cells, only a few of them can be improved to use for 3D SCs.

This work is primarily motivated by the technical problems associated with discovery of

spatially distributed location-specific path loss parameters in 3D cells where there is no univer-

sal set of propagation parameters, which can be used to estimate radio information at different

locations or areas within a SC. This location-specific information is with a paramount im-

portance for efficient utilization of radio resources to improve communication performance

and also for effective coverage management of devices for good QoS [113] while serving a

large number of communication links. Then, the problem is how to capture those spatially

distributed location-specific propagation characteristics of a 3D SC to construct radio maps.

Since the provisions provided by 3GPP standards are not strong enough estimate location-

specific propagation parameters under dynamic conditions for the 4G LTE [109, 110] and 5G

NR [111] networks, still more studies are needed to further improve efficient radio resource

utilization. When ensuring a seamless coverage, QoS and facilitating cell-free mMIMO sys-

tems [105], same way as in 2D networks [114,115], having a proper mechanism for extending

the 3D communication distance at the border of a 3D cell or a cluster with extended radio

maps is also considered as a critical aspect. Furthermore, it is also a process linked with the

3D spatial positions due to use of location-specific propagation parameters while leading to an

expansion of 3D SC coverage as a whole. Even though there is a large number of techniques

to estimate those parameters, construct RIMs and support coverage management, the problem

is that they are highly inefficient and inaccurate due to consideration 2D space rather than in

3D space.

3.1.1 Technical Challenges

There are several challenges against development of solutions for both problems on future 3D

SC networks viz. propagation parameter estimation and 3D communication distance extension,



3.1. INTRODUCTION 43

using conventional techniques and methods used in 2D networks. The challenges considered in

this study are common for both problems as information and data are collected from the same

devices and exchanged all over the network appropriately. In addition, the solutions should be

compatible with future agile, flexible, environment-aware and self-configurable cellular net-

works as well.

When some of the relevant challenges are considered, the first challenge is to face the dy-

namism of the device distributions and the environment in collection and processing data in

real-time to construct radio maps. The second challenge is arisen due to significant difficulty

and costs associated with deployment of measurement devices at required locations all over

the cell to take readings. Sometimes, there may be restrictions in accessing certain locations

as well. The third challenge is to eliminate the device dependent errors associated with the

readings. They are pivotal when readings are taken by a single device. Fourth technical chal-

lenge is arisen due to scarcity of network resource as there is a significant overhead and a cost

in using dedicated channel or a frame to report measurement results. Currently, there is no

autonomous method to perform these operations in an opportunistic manner while utilizing

available devices and network resources without any extra cost. Lack of knowledge on path

loss parameters and reporting devices are identified as the main challenges for the communi-

cation distance extension. The next hurdle is to manage data processing operations related to

estimation of path loss parameters and subsequent constructions of radio maps. In this case, a

network architecture is to be designed that can effectively support several operations like data

collection, data processing, communication, geographical coverage planning [26] and network

control [27] aspects.

3.1.2 Proposed Solution

Giving solutions for the problems discussed in this study is started with modeling 3D SCs. That

is followed by presentation of mechanisms for real-time data gathering and path loss parameter

estimation for the same cells. A cloud-assisted network protocol is discussed to construct ra-
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dio maps with estimated propagation parameters on real-time basis under dynamic conditions.

Then, two algorithms are presented, to extend the 3D communication distance at cluster bor-

ders including parameter prediction for the extended areas. Classrooms in universities, certain

shops in shopping malls and meeting rooms in offices can be given as examples for the device

clusters.

The solutions are developed based on several principles and techniques while simplifying

a number of challenges. In mitigating the first most challenge, 3D coordinate system is used to

give precise locations of devices and radio information in the 3D space while helping to manage

massive number of connections [116] for a 3D SC network. Crowdsensing-assisted [117, 118]

algorithm is proposed to collect and manage radio data on real-time basis. This scheme together

with signal preprocessing stage are expected to reduce the inaccuracies caused by measure-

ments taken by individual devices like device-specific errors, noise, gains and losses. Further,

the same devices and resources, including receive signal, are used to take measurements based

on their opportunistic availability at a given location and a moment yielding a considerable cost

reduction in terms of capital expenditure, labor, time and network resources while beating the

challenges on resource utilization and accessing locations.

Subsequently, LA and ML principles are used to estimate location-specific path loss param-

eters. In the LA method, sets of linear equations, describing all device pairs in a cluster, are

solved. In the ML methods, least squire (LS) and GD algorithms are used. For the 3D commu-

nication distance extension at the cluster border, inverse distance weighting (IDW) or Shepard

method [119, 120] assisted algorithm is developed. To extrapolate propagation parameters and

to arrive at realistic radio maps at the vicinity of extended cluster boundary, in solving the prob-

lem of weak radio coverage at the borders, Nelder-Mead Simplex (NMS) technique [121, 122]

based approach is used. Use of ML techniques also have several advantages, where they are

capable of converging fast giving sub-optimum solutions while supporting to overcome the

challenge of dynamic operational conditions. Moreover, they are expected to outperform con-

ventional signal processing techniques by adjusting the parameters under complex conditions
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and constraints.

The solutions discussed in this study are with several general advantages while mitigating

several challenges. Having a customized and agile cell coverage, dynamic RIMs and sensitivity

to environmental changes are the apparent merits of the solutions. Furthermore, solutions are

backward and forward compatible with existing and near future systems, protocols, networks

and their performance aspects particularly with emerging intelligent and autonomous network

concepts by and large [123]. In addition, all the algorithms are easy-to-implement and less-

complex compared to the methods with large number of measurement points [24]. As an

example, in certain scenarios used for Kriging method [24] over 30,000 measurement points

are considered compared to 50 devices dropped over 5 clusters in this study.

3.1.3 Technical Contributions

In solving the general problems associated with platform migration from 2D and 3D networks,

several technical contributions are presented with this study. The main value of the contribu-

tions is due to their prominence and necessity as enabling technologies for rapidly evolving

3D cellular networks in fulfilling future communication needs in a cost effective and efficient

manner. Furthermore, due to their applicability, they are capable of generating a significant

impact not only for upcoming cellular networks but also for the existing wireless networks for

their performance enhancement. The contributions are summarized as:

• To address the challenges 1. managing radio data from 3D cells on real-time basis 2. cap-

ture the dynamism associated with devices and the environment 3. eliminate inaccuracies

associated with a reading taken by a single device, an algorithm based on crowdsensing

technique is discussed while facilitating to have much realistic and dynamic radio maps.

• To solve the problem of estimation of location-specific path loss parameters of 3D SCs,

three simple real-time mechanisms based on LA and ML principles are presented for

both indoor and outdoor scenarios and frequency bands used in 4G LTE and 5G NR
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deployments followed by construction of their radio maps. According to the results, GD

algorithm is the best technique to estimate 3D path loss parameters showing over 98%

estimation accuracy.

• To solve the problem of managing the coverage at the cluster borders in achieving better

connectivity, two algorithms are presented based on IDW and NMS principles. With

them, 3D communication distances are extended and propagation parameters are found

for the extended distances while constructing REMs. In the case of receive signal power

calculations at a slightly extended 3D communication distances from the cluster bound-

aries, by using already estimated propagation parameters, over 74% accuracy is shown

for certain scenarios.

• In order to facilitate smooth flow of data and information, real-time operations and con-

venient implementation a feasible network architecture or a structured model of a cellular

network with 3D cells consisting of clusters or crowds of devices in each cell is also dis-

cussed.

3.2 System Model and Problem Formulation

As shown in Fig. 3.1, a layout of a 3D SC containing several randomly dropped device clusters

at time instances Tυ and T(υ+1) is considered. Neither other types of cells like micro, pico or

femto cells nor relay transmitters are considered within a given SC. The clusters are formed

in both indoor or outdoor environments where the devices in them are directly served by the

BS of the SC. In addition, with proper frequency planning there are no cell overlaps leading

to have no inter-cell interference as well. An independent device and cluster deployment setup

is indicated by υ and each cluster is with randomly dropped nearby M devices in the 3D space

where devices are indexed with m, m ∈ M,M = {1, 2, 3, . . . ,m, . . . ,M} and M can be a cluster-

specific number as well. During time window Tυ, RSP values and location information are

reported back to the BS by the devices which are opportunistic observations for the BS. For



3.2. SYSTEM MODEL AND PROBLEM FORMULATION 47

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

𝜐: 1 

𝜐: 2 

(𝜐 + 1): 2 

  Cluster served during window time window 𝜐 

  Cluster served during window time window (𝜐 + 1) 

  Cluster boundary extension 

  Extended cluster 

  Device / UE 
 

(𝜐 + 1): 1 

SC BS 

z 
y 

x 

Figure 3.1: Layout of a 3D SC with device clusters and extension of their coverage at the
boundaries when they are served at two time windows indexed by υ and (υ + 1).

the simplicity C clusters served within Tυ are named as υ : 1, υ : 2, υ : . . ., υ : C. Generally, a

device cluster can be a set of user equipment (UE) in a room where there is a high possibility

to have a negligible variation in the vertical elevation for the devices within the same cluster.

Further, 3D communication distance extensions at the cluster boundary are given by the red

arrows where they are always pointed away from the center of the SC. The center of SC is

selected as the origin of the 3D Cartesian coordinate system as well.
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3.2.1 Overall Architecture and Overview on Path Loss and Radio Data

Management

The overall operation of the network is divided into two main parts namely 3D network man-

agement and information management. Overall network architecture to manage the process of

path loss estimation and radio map construction for 3D network is given in Fig. 3.2. Function-

alities for stages 1⃝ - 7⃝ are briefed as,

1⃝ Data collection: Data like RSP, SINR, interference and location data are opportunisti-

cally observed by the devices in a cluster.

2⃝ UL: Collected data is passed to the BS.

3⃝ DL: Link considered for observations.

4⃝ BS: Optional intermediate preprocessing stage to get information like path losses. Own

3D radio map can be constructed with data from own UE.

5⃝ Backhaul, UL from BS to cloud: Necessary data and information are passed to the cloud.

6⃝ Backhaul, DL from cloud to BS: Information needed for DL transmission and network

management are passed.

7⃝ Cloud: If not done at 4⃝, this is the main location of 3D network and information man-

agement. Radio map is constructed where it is used by BSs and UE.

When managing the 3D network, BS admission control, identification of BSs whether they

are from a 3D network and facilitation of continuous operation of the network are among

some of the main functions [124]. Primarily, a BS indicated by 4⃝ should be technically

competent to manage the 3D coordinate system of the cell as well. Admission of 2D BSs are

highly discouraged and they are restricted to the first or ground layer of the network. It is very

important to identify whether a BS is going to be connected to a 2D network or a 3D network.
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Figure 3.2: Network architecture of 3D network and information management.

This can be done through one of two main approaches. First and the easiest method is to get

a confirmation about the location of the BS from the cloud server 7⃝ whether the location is

already in a 3D network coverage plan or suitable for that. This is done with the help of an

already available cellular coverage map in 7⃝. Second method is based on signal sensing done

by BSs. At any moment, specially at the initialization, if a 3D capable BS receives signals

from one of the BSs at her neighbor locations, a verification request is sent to the cloud asking

whether her location can also be included to the 3D BS coverage plan [125]. In this way

infrastructure framework for a flexible and agile 3D network can be developed. However, BS

admission control is not discussed in this study.

There are three main stages associated with information management, viz. data gathering,

data processing and information utilization. Functions of sharing and storage of information

are also discussed under information utilization. In the case of data gathering, based on the

observations, SINR, interference and location data are collected at 1⃝. Collected data is pro-



50 CHAPTER 3. PATH LOSS ESTIMATION AND COVERAGE MANAGEMENT IN 3D SCS

cessed at 4⃝ or 7⃝, appropriately. In utilizing information, many of them like RSP values

on DL from previous occasions are used at 4⃝ and 7⃝ for numerous algorithms in achieving

different objectives. The same values are used at 1⃝ and 4⃝ to define transmission resource

blocks as well. For storage also, some data is passed to 7⃝ by 4⃝ where they are used for

processing and decision making purposes at different places including both locations.

3.2.2 Problem Formulation

The research problem is defined with two main components viz. 3D path loss parameter esti-

mation and cell border 3D communication distance extension where results of the first part are

used for the second part of the study.

Location-Specific 3D Path Loss Estimation

In the first stage, the problem of finding location-specific, spatially distributed and dynamically

updating or real-time path loss parameters for a 3D SC is addressed. Each set of estimated pa-

rameters is only valid for a specific location. The purpose of handling this problem is to use

them to find 3D cell coverage information, radio resource management (including RIM con-

struction and interference management), and radio coverage prediction at cluster or cell bound-

aries in a more realistic and effective manner at a subsequent occasion. In this way, efficient

and deterministic utilization of radio resources in real-time operations is assured. The techni-

cal challenges associated with this problem include unreliability of data collected from single

device (i.e., single device, single reading), limited availability of data at a given time instance,

dynamism of the environment, volatility in reporting device deployments (i.e., changes in lo-

cations over time), mitigation of influence of equipment-specific gains (i.e., transmitter and

receiver-specific losses and gains) and reduction of effect of noise (there can be interference as

well). To address some of these challenges, receive signal is to be analyzed in detail.

The observed receive signal y[t] of a device served by the BS at time t with transmit power

p, transmit symbol x[t] and additive white Gaussian noise (AWGN) η [t], η [t] ∼ Nc

(
0, σ2

)
, is
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given as y[t] =
√

pḠhx[t] + η[t]. The channel coefficient h, |h|2 =
∣∣∣hf

∣∣∣2 10−
LP
10 ,

∣∣∣hf
∣∣∣2 ∼ U (0.9, 1.1),

is with location based fading coefficient hf and path loss LP (in dB). U (0.9, 1.1) is used to

represent an uniform distribution in the close interval [0.9, 1.1] where this interval is used to

represent the slight variations in parameter
∣∣∣hf

∣∣∣2 due to non-significant general changes in the

environment relative to the device within a small period of time. With transmit antenna gain

GT, receive antenna gain GR and transmitter losses (e.g., feeder loss) LT, parameter for the

other losses and gains Ḡ (in Watts) is given as Ḡ = GTGR (LT)−1 [24] where all the transmitter

and some of the device-specific parameters (e.g., GR) are known. Even though LP is a location

dependent value, for the simplicity of the presentation they are not indexed with 3D location

coordinates. With E
[
x[t]2

]
= 1, the receive signal power of a symbol from a frame without

influence of the receiver-specific parameters is given as

pR =
|y[t]|2

GR
=

pGT

∣∣∣hf
∣∣∣2 10−

LP
10

LT
+
η2

GR
. (3.1)

With this formulation, the challenge of mitigation of impact of device dependent gains and

losses is also addressed.

Consider a device m at distance dm from the transmitter in a cluster with location-specific

path loss Lm
P and its estimated value L̂m

P , L̂m
P = α̂(x,y,z) + 10 log10 (dm)β̂(x,y,z) + ξ̂(x,y,z) + L̂O

(x,y,z) dB

[24, 111]. α̂(x,y,z), β̂(x,y,z), ξ̂(x,y,z) and L̂O
(x,y,z) are the estimated values of least square fit of float-

ing intercept, slope over the measured distances, log-normal shadowing, and location-specific

other loss at 3D spatial location (x, y, z), respectively. Their original values are given as α(x,y,z),

β(x,y,z), ξ(x,y,z) and LO
(x,y,z), accordingly and with ξ(x,y,z) ∼ N

(
0, σ2

PL

)
. σ2

PL is the log-normal shad-

owing variance. Building penetration and inside losses are included to LO
(x,y,z) [111]. Even

though, this loss is not discussed many of the related studies, it is included to the main path

loss equation by considering the importance of outdoor-to-indoor cell coverage scenarios.

However, it can be totally neglected for the scenarios related to outdoor-to-outdoor cover-

ages. For the simplicity, here onward this model is referred as NYUW (modified) path loss
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model. The devices are in the close vicinity of each other and their propagation parame-

ters are correlated in space domain within the cluster where parameters α̂(x,y,z), β̂(x,y,z), ξ̂(x,y,z)

and L̂O
(x,y,z) are considered to be common for the cluster. In the estimation process, parame-

ters
(
α̂(x,y,z) + ξ̂(x,y,z) + L̂O

(x,y,z)

)
is considered as a single entity as ζ̂(x,y,z) =

(
α(x,y,z) + ξ(x,y,z) + LO

(x,y,z)

∧)
leading to have L̂m

P = 10 log10 (dm)β̂(x,y,z) + ζ̂(x,y,z) where both β̂(x,y,z) and ζ̂(x,y,z) are to be estimated.

Discovery and Extension of 3D Communication Distance

In the second stage, problem of 3D communication distance extension is addressed. More pre-

cisely, two branches of the problem, determination of extended 3D communication distance

with existing parameters and extrapolation of propagation parameters at an extended distance

are considered separately. 3D communication distance is extended through a directional trans-

mission in 3D space [96] using a matched-filter precoded mMIMO system [96, 106]. In this

problem also, the same set of technical challenges like increasing the reliability of data col-

lected from single device, increasing amount of data at a given time instance, combating against

volatility in reporting device deployments, mitigation of influence of equipment-specific gains

and suppression of effect of noise are encountered. In addition, avoidance of interference

for other devices is identified as an additional challenge which is overcome with directional

beams [96, 106] while efficiently managed radio footprints. The main reasons to handle this

problem are to achieve better connectivity, precise coverage and efficient use of radio resources

with guaranteed QoS at the cluster boundaries [114, 115] and cell-free systems [105]. In addi-

tion, a radio map also can be constructed for the extended distances.

Similar to (3.1), the receive signal power of the mMIMO system containing A (A ≫ 1) BS

antenna elements serving to a single antenna devices [106] is expressed as

pR’ =
pGT

∣∣∣∣hf
(
hf

)H∣∣∣∣210−
LP
10

ALT
+
η2

AGR
, (3.2)

where hf be the channel vector of 1 × A components from BS antennas to a device and power



3.2. SYSTEM MODEL AND PROBLEM FORMULATION 53

of each component is in U (0.9, 1.1). All noises are assumed to be independent and with the

same variance. In this case, process of distance estimation is modeled as problem of finding

extended distance d̄E from the BS of the SC.

Consider a device dropped at the farthest location of a cluster at distance do from the BS

where there is a distance error of eo, eo ∼ U
(
−eo

max, e
o
max

)
, due to location reporting. With

increase of transmit power, further da is added to the distance. There is an error of ea, assuming

ea ∼ U(−0.1da, 0.1da) for that with the maximum allowed error of ea
max. de = do + da and de

is estimated based on the path loss LE
P . In this case, total distance from BS to the estimated

point which is directly away from the BS is given as dE = de + eo + ea [126]. When receiver

expected threshold value is PE, path loss is LE and p − PE = LE, the ideally estimated 3D

communication distance de is expressed as

de = 10
1

10β(x,y,z)

(
10 log10

(
pT
PE

)
−(α(x,y,z)+ξ(x,y,z))

)
, (3.3)

where transmit power after transmitter gains and losses pT is modeled as pT = pGTL−1
T . Using

(3.2), the receive signal is given as pR’. Since it is not a good idea to rely on a single readings

of a device, average is taken over M′ devices that are closer to the far most device. In this case,

pm
R’, em

a , pm, pm
T , dm

E and dm
a are the indexed versions of pR’, ea, p, pT, dE and da with device m,

respectively. As it is indicated in Fig. 3.3, the planned distance dP is the distance extension

from the farthest device to the planned point (xE, yE, zE) while dm is used to represent distance

for the same point from any other device at (xm, ym, zm) subject to the maximum distance of

dmax. For the farthest device dP = da = dm. The errors associated with estimations should be

limited to a maximum value giving em
a ≤ ea

max. With these conditions, problem of finding the

maximum average coverage distances d̄E, is formulated. For this overall accuracy for this

estimation δ is also to be ascertained.

In the previous phase of the problem, the same propagation parameters are assumed for

3D communication distance extension. However, this phase, the problem of extrapolation
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Figure 3.3: Extension of 3D communication distance.

of parameters for extended coverage is addressed. Similar to the first phase, the same sets

of purposes and technical challenges are found in handling the problem. In this case for a

given extended 3D communication distance dE, path loss parameters β(x,y,z) and ζ(x,y,z) are to be

predicted as β̂E
(x,y,z) and ζ̂E

(x,y,z), accordingly. For this extrapolation the relationship established

by formulation LE
P = 10β̂E

(x,y,z) log10 (dE) + ζ̂E
(x,y,z) is used. LE

P is the expected path loss at the

extension or beyond the border.

3.3 Data Gathering and Path Loss Estimation

Two main aspects are considered in providing solutions for the problems. First aspect is to

establish a mechanism to handle the dynamism of the cell coverage while managing the UE

admission and exit from the coverage area. Second aspect is to estimate path loss parame-

ters while eliminating influence caused by receiver-specific gains and losses, and discovery of

overall cell coverage through real-time radio data gathering and management.
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3.3.1 Crowdsensing-Assisted Algorithm for Discovery of 3D Cell Cover-

age

In selecting a method for data collection, spatial-temporal 3D crowdsensing-assisted [117,118]

data gathering approach is used. With this approach uncertainties and inaccuracies caused by a

single reading taken from a single device is reduced where quality of data is further improved

with a post-acquisition data processing stage. Since a large amount of data can be collected

over time on real-time basis without any extra effort using many devices in a cluster and this

solution appears more effective and convenient over conventional data collection techniques.

Dynamism of the cell coverage area is captured in terms of multiple time windows leading

to have a composite RIM where it is generated and continuously updated using information

derived out of gathered data. Clusters and device deployment setup at window υ is considered

as an independent crowdsensing [117] incident. It is assumed that the setup is going to last

for a period of time which is sufficient to run the algorithms for all C clusters in the SC and

find the optimum or suboptimum values for the parameters for that time window. Υ windows

are considered to construct a composite coverage or RIM. Number of active windows can be

varied at any time where there is no maximum or minimum value for that. For a newly formed

cell, a window is originated with arrival of a set of mobile devices to a coverage area. Tv and

Tmax are the time for the window v and the maximum time allowed to keep the coverage and

radio information of a window without deletion or archiving from the system, respectively. The

changes in device distributions are monitored and the composite coverage map is created by

the Algorithm 1. Windows are monitored periodically to identify changes on the locations of

the device and clusters deployments. If there is any major change, it is recognized as a new

window. Then one of the Algorithms 2, 3 or 4 and one of the Algorithms 5 or 6 are run to extend

3D communication distance, determine the parameters and to get new radio information. Upon

convergence of those algorithms cloud and RIM is updated with radio coverage and other

information (e.g., distance, accuracy, RSP). If a current window is equivalent to one of the
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previous windows or continuation of an existing window, the required parameter values for the

other functionalities are obtained from the cloud and RIM is not updated.

3.3.2 Data Preprocessing Stage

A simple and important data preprocessing stage is introduced to reduce the influence caused

by the fading channel and AWGN. For that, considering one device in a cluster, similar to (3.1)

one receive symbol from each frame n, pn
R, is taken and they are averaged over N frames or

symbols giving

pAv
R =

1
N

N∑
n=1

pn
R =

pGT10−
LP
10

LT

N∑
n=1

∣∣∣hf
n

∣∣∣2
N
+

1
GR

N∑
n=1

η2
n

N
. (3.4)

Since ηn ∼ Nc (0, 1/2) and for sufficiently large N, 1
N

∑N
n=1

∣∣∣hf
n

∣∣∣2 ≈ 1 and 1
N

∑N
n=1 η

2
n =

σ2

2 giving

pAv
R =

pGT10−
LP
10

LT
+
σ2

2GR
. (3.5)

Since noise variance and GR are known σ2

2GR
is modeled and reduced from the averaged observed

signal. Then considering 10 log10 for (3.5) and simplifying

−10 log10

(
LT

pGT

(
pAv

R −
σ2

2GR

))
≈ LP. (3.6)

In this work, three mechanisms are discussed to estimate the path loss parameters namely

LA, ordinary least squire (OLS) and GD methods where latter two methods are linear regres-

sion techniques based on ML principles [127]. In general, implementation simplicity, ability

to be operated on real-time basis and compatibility with complex environments are among the

main reasons behind the effectiveness of these solutions. Particularly, the complexity is cre-

ated by dynamic nature of different factors like device distributions in a cluster, background

environment and cluster distributions in a SC. On the other hand, there is no need to have field

measurement campaigns for these solutions where the devices in operation are used for report-
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Algorithm 1: Algorithm for Capturing Dynamic 3D Cell Radio Information with Crowdsens-
ing

1: Initialization
2: Identification of cellular layout
3: for υ = 1, 2, 3, . . .Υ do
4: if Window υ is active then
5: if Window υ ≈ One of the Current Windows then
6: Use existing values for the window υ
7: else
8: for c = 1, 2, 3, ...,C do
9: Crowdsensing and data preprocessing

10: Run Algorithm 2, 3 or 4 for υ.
11: Run Algorithm 5 or 6
12: Add the locations to the map
13: Update coverage and radio information
14: end
15: Υ← Υ + 1
16: end
17: Set Tυ = 0
18: else
19: if Tυ ≥ Tmax then
20: Archive / Delete radio and coverage information
21: Υ← Υ − 1.
22: else
23: Update Tυ ← Tυ + 1
24: end
25: end
26: end

ing and data collection. That is one of the most prominent advantage associated with these

solutions, when compared with most of the conventional approaches used for the empirical

models. Even though all these methods are for the systems with linear relationships between

independent and dependent variables, there is no similar relationship between distance and the

power in path loss models. In this case, the linear relationship is established by considering the

term 10 log10 (dm) as the independent variable. However, with this transformation sensitivity

of the dependent variable is reduced to a certain extent. That challenge is mitigated by taking

readings from spatially distributed devices within the cluster. Lm
P is used to represent LP of

device m.
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3.3.3 Linear Algebraic Method

In this method, linear equations for the path losses of two devices m and m′ are solved. In solv-

ing the pairs,
(

M
2

)
equation pair combinations are to be considered for a single set of solutions.

Then the solutions for a given device pair m and m′ is given as,

β̂′(x,y,z) =
Lm

P − Lm′
P

10 log10 (dm/dm′)
, (3.7)

ζ̂′(x,y,z) =
−Lm

P log10 (dm′) + Lm′
P log10 (dm)

log10 (dm/dm′)
. (3.8)

where terms Lm
P and Lm′

P are to be modeled with the left hand side of (3.6). To get the most

appropriate values, the process indicated in the Algorithm 2 is to be followed. In this process,

a set of possible solutions are averaged to determine the best values.

Algorithm 2: Algorithm with LA Method

1: Initialization
2: For all the devices in a cluster, collect pR, σ2,GR and dm. Calculate Lm

P .
3: for m = 1, 2, 3, ...,M do
4: for m′ = m + 1,m + 2,m + 3, ...,M do
5: Get the solution β̂′(x,y,z),m,m′ with (3.7)
6: if βmin

(x,y,z) < β̂
′
(x,y,z) < β

max
(x,y,z) then

7: Get the solution ζ̂′(x,y,z),m,m′ with (3.8)
8: end
9: end

10: end
11: β̂(x,y,z) = Avg

{∑
m∈M

∑
m′∈M β̂

′
(x,y,z),m,m′

}
, ζ̂(x,y,z) = Avg

{∑
m∈M

∑
m′∈M ζ̂

′
(x,y,z),m,m′

}

3.3.4 Linear Regression: Ordinary Least Square Method

This a Linear Regression (LR) method and also a basic ML technique used to establish rela-

tionship between the input/independent and the dependent variables [127]. Then the related
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terms X̄ = 10
∑M

m=1 log10 (dm)
M and Ȳ =

∑M
m=1 Lm

P
M are calculated and estimated parameters are given as

β̂(x,y,z) =

∑M
m=1

(
10 log10 (dm) − X̄

) (
Lm

P − Ȳ
)

∑M
m=1

(
10 log10 (dm) − X̄

)2 , (3.9)

ζ̂(x,y,z) = Ȳ + β̂(x,y,z)X̄. (3.10)

For the completeness, the procedure of implementation is given with Algorithm 3.

Algorithm 3: Algorithm with OLS Method

1: Initialization
2: For all the devices in a cluster, collect pR, σ2,GR and dm. Calculate Lm

P .
3: Calculate X̄ and Ȳ .
4: Calculate β̂(x,y,z) with (3.9) and then ζ̂(x,y,z) with (3.10).

3.3.5 Linear Regression: Gradient Descent Method

This is also a basic ML technique falling under the category of LR techniques [127]. For this,

with L̂m
P = 10 log10 (dm)β̂(x,y,z) + ζ̂(x,y,z), it is considered to minimize the mean of square errors E

associated with the estimated path loss values of the devices in the cluster. That is given as

min
β̂(x,y,z),ζ̂(x,y,z)

E =
1
M

M∑
m=1

(
Lm

P − L̂m
P

)2
. (3.11)

For this β̂(x,y,z) and ζ̂(x,y,z) values are selected based on an iterative process given by

β̂(x,y,z)t = β̂(x,y,z)(t−1) + γDβ(x,y,z) , (3.12)

ζ̂(x,y,z)t = ζ̂(x,y,z)(t−1) + γDζ(x,y,z) , (3.13)

where γ is the learning rate. Considering expression L̂m
P = 10 log10 (dm)β̂(x,y,z) + ζ̂(x,y,z), β̂(x,y,z)t

and ζ̂(x,y,z)t are randomly initialized and for β̂(x,y,z)t its a value in the range βmin
(x,y,z) ≤ β̂(x,y,z) ≤ β

max
(x,y,z).
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Then Dβ(x,y,z) and Dζ(x,y,z) are given as

Dβ(x,y,z) =
∂L̂m

P

∂β̂(x,y,z)
= −

20
M

M∑
m=1

log 10(dm)
(
Lm

P − L̂m
P

)
, (3.14)

Dζ(x,y,z) =
∂L̂m

P

∂ζ̂(x,y,z)
= −

2
M

M∑
m=1

(
Lm

P − L̂m
P

)
. (3.15)

The process of implementation of GD scheme with multiple iterations is explained in Algo-

rithm 4.

Algorithm 4: Algorithm with GD Method

1: Initialization
2: Collect pR, σ2,GR, dm and calculate Lm

P , ∀m ∈ M. Calculate Dβ(x,y,z) and Dβ(x,y,z) . Set a value for
γ, β̂(x,y,z)t ∼ U

(
βmin

(x,y,z), β
max
(x,y,z)

)
, ζ̂(x,y,z)t ∼ N

(
0, σ2

PL

)
.

3: repeat
4: Update β̂(x,y,z)t ← β̂(x,y,z)(t−1) + γDβ(x,y,z) .
5: Update ζ̂(x,y,z)t ← ζ̂(x,y,z)(t−1) + γDζ(x,y,z) .
6: Calculate Et.
7: until Convergence OR Et < Et−1;
8: β̂(x,y,z) = β̂(x,y,z)t, ζ̂(x,y,z) = ζ̂(x,y,z)t

3.4 3D Communication Distance Extension and RIM Con-

struction

Extension of cluster boundary coverage and construction of RIM under dynamic conditions are

the main objectives of the second part of the solution. In this case, two solutions are developed

to extend the 3D communication distance using already estimated parameters, and to estimate

parameters for extrapolation of limited coverage distance while updating the REM. Coverage

extension is achieved with transmit power control and estimation of corresponding propagation

distances. In this case principles of crowdsensing, IDW [119, 120] and NMS algorithm [122]

are used for data gathering, distance extension and path loss parameter predictions, accordingly.

By considering complexity of the problem (including dynamism and unpredictable na-
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ture of environment) and requirements of the future communication systems, IDW [119, 120]

method is selected to solve the problem. These solutions become even effective as it does

not require any knowledge on propagation parameters for the extended distance. Robustness

against the dynamism of the environment (e.g., changes in the background), real-time imple-

mentation, compatibility with 2D and other future networks, and applicability for the networks

with irregular cell shapes are some of the advantages with these solutions over existing meth-

ods. In this work, the main technical challenge of taking readings at the location where there

is no device to report. That challenge is mitigated with distance estimations done towards a

predefined location with reasonable accuracy.

3.4.1 Inverse Distance Weighting Assisted Algorithm

To extrapolate 3D communication distance with a planned distance dP from the farthest device,

a scheme based on IDW principle [119, 120] is proposed. Originally, this method is used for

extrapolation of multiple transmitters in indoor environments. Using this approach, the receive

power at a desired location is given as

PE =

M′∑
m=1

wm pm
R’, (3.16)

where the weighting factor for device m, wm, and the distance to the device m, dm are given

as wm =
d−b

m∑M′
m′=1 d−b

m′
is the and dm =

√
(xE − xm)2 + (yE − ym)2 + (zE − zm)2, accordingly. Based

on (3.3), the distance with estimated parameters d̂e is given as d̂e = 10
1

10β̂(x,y,z)

(
10 log10

(
pT
PE

)
−ζ̂(x,y,z)

)
.

Furthermore, similar to dm
E the estimated distance with errors is given as d̂m

E = d̂e + em
o + em

a

where em
a ∼ U(−0.1dm, 0.1dm). Then, estimated distance d̄E is expressed as

d̄E =

∑M′
m=1 d̂m

E

M′
. (3.17)

When calculation of d̄E, the overall accuracy of extension of 3D communication distance
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δm is defined as

δm =
1
2

[(
1 −

∣∣∣∣∣∣ em
a

ea
max

∣∣∣∣∣∣
)
+

(
1 −

∣∣∣∣∣ em
o

emax

∣∣∣∣∣)]
=

1
2

[
2 −

(∣∣∣∣∣∣ em
a

ea
max

∣∣∣∣∣∣ +
∣∣∣∣∣ em

o

emax

∣∣∣∣∣)] , (3.18)

where emax is the maximum error when reporting the locations of the devices. Then the average

accuracy is given by

δ =

∑M′
m=1 δm

M′
. (3.19)

This process is further explained in by the Algorithm 5.

Algorithm 5: Algorithm for 3D Communication Distance Extension

1: Initialization
2: Set eo

max, ea
max, dp and dmax.

3: Get dm, ∀m ∈ M′.
4: if dm < dmax,∀m ∈ M′ then
5: Initialization
6: for l = 1, 2, 3, ..., L do
7: for m = 1, 2, 3, ...,M′ do
8: Transmit with pm

T .
9: Crowdsensensing and data preprocessing

10: Get PE , dm
e , em

a and em
o .

11: if em
a ≤ ea

max then
12: Calculate dm

E (l) and δm(l).
13: else
14: Reduce dP,
15: Go to Step 3.
16: end
17: end
18: Calculate d̄E(l) with (3.17) and δ(l) with (3.19).
19: end

20: Calculate d̄E =
∑L

l=1 d̄E(l)
L and δ =

∑L
l=1 δ(l)

L .
21: else
22: Reduce dP,
23: Go to Step 3.
24: end
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3.4.2 Nelder-Mead Simplex Algorithm

In order to extrapolate parameters an extended 3D communication distance a mechanism based

on NMS algorithm [122] is suggested. Originally, this method is used for interpolation using

higher order Voronoi tessellation. In this work it is used for extrapolation of parameters for lim-

ited distances. For that sum of the weighted residual squares are minimized and corresponding

arguments are found as

(
x̂E, ŷE, ẑE, β̂

E
(x,y,z), p̂R’1

)
= arg max

x̂′E ,ŷ
′
E ,ẑ
′
E ,β
′

(x,y,z),p
′
R’1

1
J

M∑
m=1

wmλ
2
m

 , (3.20)

where wm, λm and J are given as wm = 1/
∣∣∣pm

Av’

∣∣∣b, λm = pm
Av’ − pR’1 + 10β̂(x,y,z) log10

(
dE

m

)
and

J =
∑M

m wm, accordingly. (x̂E, ŷE, ẑE), b, dE
m, pm

Av’ and pR’1 are extended position by the predic-

tion, power parameter, slightly extended 3D communication distance related to each device,

average and reference receive powers, respectively. By averaging similar to (3.5) and with

reduction of noise component σ
2

2GR
from the averaged signal over N frames, pm

Av’ is given as

pm
Av’ =

 1
N

N∑
n=1

pn
R’ −

σ2

2GR

 . (3.21)

By using known p̂R’1 , (3.20) is further simplified to

β̂E
(x,y,z) = arg max

β
′

(x,y,z)

1
J

M∑
m=1

wmλ
2
m

 . (3.22)

Since Heuristic search criterion is used for (3.22), there can be multiple solutions. Range for

β̂E
(x,y,z) and β

′

(x,y,z) is set as ± 20% than β̂(x,y,z) for the considered cluster. dm is increased by the

same step size for all the devices to get dE
m. Then, extended 3D communication distance dE is

given as dE = max
(
dE

1 , d
E
2 , . . . , d

E
M

)
. Considering the device with dE and for a close value to Lm

P ,

ζ̂E
(x,y,z) is given as ζ̂E

(x,y,z) = LE
P − 10β̂E

(x,y,z) log10 (dE). For LE
P a suitable value that is greater than

the loss at the location of the farthest device is to be selected. The process of implementation
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is detailed in Algorithm 6.

Algorithm 6: Algorithm with for Extrapolation of Parameters and Distance

1: Initialization
2: Crowdsensensing and data preprocessing
3: Calculate pm

Av’ with (3.21), ∀m ∈ M.
4: Calculate wm and λm, ∀m ∈ M.
5: Calculate J =

∑M
j wm.

6: Set the range for β̂E
(x,y,z):

β̂
′L
(x,y,z) = 0.8β̂(x,y,z),
β̂
′U
(x,y,z) = 1.2β̂(x,y,z).

7: Find β̂E
(x,y,z) using (3.22) and then decide dE

8: Use β̂E
(x,y,z) to find ζ̂E

(x,y,z) at dE

3.5 Simulation Results

Simulation results are presented considering a 3D SC of 50 m in approximate geographical

radius where BS is at the center. For the implementation, both 4G LTE system operated in

2.5 GHz band (band 41) [109, 110] and 5G NR system operated in 28 GHz band (band n257

in frequency range 2) [25, 128] are considered where the operating frequency 2.5 GHz is very

closely related to the bands 7 and 53 [109] that are used in certain variants of LTE networks

in different geographical regions. It is assumed that DLs of the BS are with an uniform and

continuous traffic flow with full buffer status. In construction of composite coverage map,

moving window size is set to two for windows υ and (υ + 1). For each window five cluster

deployments are considered and each cluster is 2-4 m radius with randomly dropped devices

of approximately 10 in number. For the simplicity, cluster deployments are considered with

NLOS properties covering both outdoor-to-outdoor and outdoor-to-indoor scenarios. Informa-

tion on the four propagation models used for the comparison UMa, UMi, UMi-street canyon

and NYUW (modified) [25, 109] are made available in Table 3.1. In the case of deployments,

except for the NYUW (modified) model, parameters α(x,y,z), β(x,y,z) are modeled with a varia-

tion of ±10% with respect to the values given in the Table 3.1. LTw, LIn
(x,y,z), LN pi, LGls, LCon
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and L2
Pe are the building penetration loss through the external wall, the inside loss dependent

on the depth into the building, additional loss to the external wall loss to account for non-

perpendicular incidence, standard multi-pane glass loss, concrete loss and is the standard de-

viation for the penetration loss, respectively. How to measure outdoor-to-indoor 2D distance

for the device m, dm
2Din, is shown in Fig. 3.4. Transmission frames of 10 ms are used and each

frame is equally divided among the devices in a cluster. Values for the common simulation

parameters for the 3D SC network is given in Table 3.2. In the case of sample size, 10,000

readings are averaged from each device. In this study, it is assumed that all the devices, BSs

and servers are properly synchronized in both time and frequency domains where they are well

coordinated with no network or processing delays.

3.5.1 Estimation of Path Loss Parameters

Estimated parameters for path loss model related to two time windows Tυ and T(υ+1) are pre-

sented in Table 3.3. Five clusters are considered for each time window and estimated parameter

values under three methods LA, OLS and GD are tabulated. Estimated values for β(x,y,z) and

ζ(x,y,z) are given in Table 3.3 (a) and Table 3.3 (b), accordingly. In these tables, actual and

estimated parameter values are compared against each other and errors percentages are also

presented for individual cluster at each time window. In the case of β̂(x,y,z), 9.244% for 28 GHz

NYUW (modified) model and 1.085% for 2.5 GHz UMa NLOS model are the highest and the

lowest error percentages, accordingly. Similarly, 10.621% for 2.5 GHz UMa NLOS model and

1.009% for 28 GHz NYUW (modified) model are the highest and the lowest error percentages

for ζ̂(x,y,z), respectively. In the case of UMi-street canyon model, values of the estimated param-

eters are given in Table 3.4. Considering parameter β̂(x,y,z) as given in Table 3.4 (a), 6.49% and

2.642% are the highest and the lowest error percentages, respectively. Furthermore, as given in

Table 3.4 (b), 6.847% with OLS method and 1.743% with GD method are the highest and the

lowest error percentages for ζ̂(x,y,z), respectively. However, by considering the average errors,

in general the best performance is shown by GD method.
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Figure 3.4: Layout of a 3D SC serving to an indoor device.

Table 3.2: Common simulation parameters for the 3D SC network.

Parameter Value 

Maximum transmit power 26 dBm 

Minimum transmit powers 2.6 dBm 

Power control steps 10 

The threshold power for 𝑃𝐸 -90 dBm 

Transmitter antenna gain  4 dB 

Receiver antenna gain 1 dB 

Transmitter feeder losses  2 dB 

Receive feeder loss  1 dB 

Receiver feeder loss variation 5% 

Variance for AWGN, 𝜎2  -100 dBm/Hz 
 

For the two time windows Tυ and T(υ+1), plots for the performance of OLS LR technique

are shown in Fig. 3.5. Liner plots for the propagation models UMa, UMi, UMi-street canyon

and NYUW (modified) [25, 109] are given in Fig. 3.5 (a) to Fig. 3.5 (d), respectively.

For the same time windows, convergence plots for E for the GD method are shown in Fig.

3.6. Plots for the propagation models UMa, UMi, UMi-street canyon and NYUW (modified)

[25, 109] are given in Fig. 3.6 (a) to Fig. 3.6 (d), respectively. For this, learning rate γ is set as

γ = 1 × 10−3.

In the case of outdoor-to-indoor scenarios, estimated parameters for propagation models

given in Table 3.5. Estimated values for β(x,y,z) and ζ(x,y,z) are given in Table 3.5 (a) and Table

3.5 (b), accordingly. In this process it is assumed that LTw and LIn
(x,y,z) are known. In these tables,

actual and estimated parameter values are compared against each other and errors percentages

are also presented for individual cluster at each time window. In the case of β̂(x,y,z), 14.097%

for 28 GHz NYUW (modified) model and 2.323% for 2.5 GHz UMa NLOS model are the

highest and the lowest error percentages, accordingly. Similarly, 17.623% for 2.5 GHz UMa

NLOS model and 1.398% for 28 GHz NYUW (modified) model are the highest and the lowest
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Table 3.4: In UMa-street canyon scenarios, for consecutive two time windows Tυ and T(υ+1)

of the management algorithm, considering a SC serving to five clusters at each window, under
three methods, the estimated values for the propagation parameters are shown with correspond-
ing estimation errors for the parameter: (a) β(x,y,z). (b) ζ(x,y,z).

(a) Estimations for the parameter β(x,y,z).

Cluster 𝒙𝟎, 𝒚𝟎, 𝒛𝟎 

(m) 

𝜷 �̂� Error (%) 

LA OLS GD LA OLS GD 

𝜐:1 -21.54, -13.69, -28.07 3.28 3.161 3.401 3.363 3.919 3.408 2.244 

𝜐:2 5.23, -15.51, -41.93 3.26 3.220 2.971 3.227 1.185 8.826 0.973 

𝜐:3 -36.20, 8.66, -16.13 3.33 3.172 3.401 3.343 4.905 2.025 0.298 

𝜐:4 21.28, 34.77, -14.32 3.32 3.131 2.971 3.313 5.791 10.577 0.278 

𝜐:5 40.80, -11.67, -14.48 3.14 3.190 3.401 3.355 1.676 8.402 6.950 

(𝜐 + 1):1 9.81, 3.06, -35.31 3.21 3.192 3.401 3.449 0.743 5.822 7.309 

(𝜐 + 1):2 -28.38, 18.15, -30.52 3.19 3.341 2.971 3.180 4.545 7.005 0.444 

(𝜐 + 1):3 35.17, 2.39, -20.91 3.09 3.401 3.401 3.186 10.050 10.083 3.124 

(𝜐 + 1):4 -0.246, -25.20, -32.54 3.17 3.171 2.971 3.176 0.123 6.162 0.301 

(𝜐 + 1):5 -42.32, -13.29, -6.19 3.08 3.201 3.163 3.222 3.792 2.591 4.500 

Average error 3.673 6.490 2.642 
 

(b) Estimations for the parameter ζ(x,y,z).

Cluster 𝒙𝟎, 𝒚𝟎, 𝒛𝟎 

(m) 

𝝃 �̂� Error (%) 

LA OLS GD LA OLS GD 

𝜐:1 -21.54, -13.69, -28.07 52.22 54.361 51.051 50.406 4.102 3.470 2.235 

𝜐:2 5.23, -15.51, -41.93 63.40 63.693 63.820 68.219 0.457 7.601 0.662 

𝜐:3 -36.20, 8.66, -16.13 57.26 60.042 57.083 56.188 4.828 1.897 0.336 

𝜐:4 21.28, 34.77, -14.32 59.60 62.591 59.759 65.261 5.022 9.504 0.273 

𝜐:5 40.80, -11.67, -14.48 77.72 61.340 75.879 76.496 21.080 1.580 2.373 

(𝜐 + 1):1 9.81, 3.06, -35.31 73.94 61.343 70.505 75.217 17.046 1.720 4.652 

(𝜐 + 1):2 -28.38, 18.15, -30.52 58.68 56.221 58.970 62.386 4.192 6.316 0.494 

(𝜐 + 1):3 35.17, 2.39, -20.91 67.80 62.242 66.310 62.535 8.198 7.763 2.195 

(𝜐 + 1):4 -0.246, -25.20, -32.54 57.19 57.030 56.977 60.296 0.282 5.429 0.375 

(𝜐 + 1):5 -42.32, -13.29, -6.19 58.14 56.251 55.916 56.862 3.259 2.207 3.834 

Average error 6.847 4.749 1.743 
 

error percentages for ζ̂(x,y,z), respectively. However, by considering the average errors, except

for the case of 28 GHz UMa NLOS model, the best performance is shown by GD method for

estimation of ζ(x,y,z) and ζ(x,y,z), accordingly.

In the case of conventional 2D models, no parameter value estimations are needed as the

values given in the literature [25] and standards [109] are assumed to be correct for ζ̂(x,y,z) and

ζ̂(x,y,z) where they are constant for a given SC.

Sample size or the number of frames used for averaging, N, is a very important factor

to be considered from the implementation point of view and the accuracy of the estimated

values. Because, less sample sizes lead to reduced overheads and also reduced window time

duration values. To get a clear idea on this, average error values of the estimated parameters
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(a) LTE, UMa NLOS. (b) 5G NR, UMa NLOS.

(c) 5G NR, UMi-Street Canyon. (d) 5G NR, NYUW (modified).

Figure 3.5: For consecutive two time windows, linear plots for parameter estimations with
OLS: (a) for 2.5 GHz, 4G LTE UMa NLOS model. (b) for 28 GHz, 5G NR UMa NLOS
model. (c) for 28 GHz, 5G NR UMi-street canyon model. (d) for 28 GHz, 5G NR NYUW
(modified) model.
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(a) LTE, UMa NLOS. (b) 5G NR, UMa NLOS.

(c) 5G NR, UMi-Street Canyon. (d) 5G NR, NYUW (modified).

Figure 3.6: For consecutive two time windows, convergence plots of average of square error
(E) for parameter estimations with GD method: (a) for 2.5 GHz, 4G LTE UMa NLOS model.
(b) for 28 GHz, 5G NR UMa NLOS model. (c) for 28 GHz, 5G NR UMi-street canyon model.
(d) for 28 GHz, 5G NR NYUW (modified) model.
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against sample size are considered in Fig. 3.7 where the average error values against estimated

parameter β̂(x,y,z) and ζ̂(x,y,z) are shown in Fig. 3.7 (a) and Fig. 3.7 (b), accordingly. For this all

the three estimation methods LA, OLS and GD are used. Based on results presented in Fig.

3.7, comparatively high stability for the results is shown for the sample size of 1,000 or more.

3.5.2 3D Communication Distance Extension and Radio Map Construc-

tion

For the purpose of 3D communication distance extension a cluster in a SC is considered where

the devices are served by a BS equipped with 64 antenna element (A = 64) mMIMO system

considering NYUW (modified).

Inverse Distance Weighting Assisted Algorithm

With the use of IDW method, variations of estimated receive power and estimated extended

distance are shown in Fig. 3.8. In this case, it is assumed that path loss parameters are stable

enough to be used for extrapolations within 4 m (dmax = 4 m) from the farthest device and with

b = 4. Furthermore, different transmit power levels in the range 24.5 - 26 dBm with estimated

path loss parameter values under GD method β̂(x,y,z) = 2.673 and ζ̂(x,y,z) = 64.103 are used for

this part of study. The estimated receive power values at a planned receive location situated

away from the farthest device is given in Fig. 3.8(a). It is shown that for a given transmit power

level there is no significant variation of estimated receive power against variation of planned

distance (dP). However, there is a apparent change of estimated receive power (about 3-3.25%)

with the change of transmit power level under the same estimated path loss parameter values.

In Fig. 3.8(b), for d̂e distances are calculated with parameters estimated with GD method and

for de distance are calculated with ideal parameters with the use of conventional equations.

For this, a range of expected receiver power PE values -75.86, -75.6, -75.26 and -75.08

dBm are used for corresponding transmit power values of 24.5, 25, 25.5 and 26 dBm, accord-

ingly. For the error estimation, the maximum values are set as eo
max = 0.4 m and ea

max = 0.8 m,
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(a) Average error with β̂(x,y,z). (b) Average error with ζ̂(x,y,z).

Figure 3.7: Variation of average error with the estimated parameters against the sample size:
(a) Estimated parameter β̂(x,y,z). (b) Estimated parameter ζ̂(x,y,z).

respectively.

For the same cluster, using IDW method, variation of average estimated extended distance

and distance estimation accuracy is shown in Fig. 3.9. As it is indicated in Fig. 3.9(a), they

are observed against planned estimation distance dP. Corresponding receive power variation

used for that is given in Fig. 3.9(a). In the case of average distance, there is a apparent level

of sensitivity of 2.8-2.2% for the change of transmit power in comparison against variation

of planned distance. When the estimation accuracy is considered, as shown in Fig. 3.9(b),

distance estimation accuracy decreases significantly against increase of planed distance. When

the planned distance is about 0.5 m, an estimation accuracy of 74.75% is shown. However,

there is no apparent variation i accuracy with considered transmit power levels.

Nelder-Mead Simplex Algorithm

Estimated path loss parameters with NMS algorithm is shown in Table 3.6 using transmit power

value of pm
T = 26 dBm, reference distance of dr = 1 m and with b = 4. Extrapolated propaga-
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(a) Variation of receive power. (b) Variation of estimated distance.

Figure 3.8: Variation of estimated power and distance at different transmit power levels: (a)
Estimated receive power at a planned distance. (b) Estimated distance from the BS on the
direction of farthest device.

tion parameters for extended distances of 1 m and 4 m are shown by Table 3.6(a) and Table

3.6(b), respectively. They are for two consecutive cluster deployment scenario time windows

Tυ and T(υ+1). However, these values cannot be compared against natural values as they are

unknown. Further, it is assumed that the parameter values are unchanged over the predicted

distance and the variations of them can be successfully captured by the NMS method.

3.6 Chapter Summary

By recognizing necessity of utilization of third spatial dimension for cellular network planning

in handling cell densification, wireless connections originated from different spatial poisons

in 3D space and dynamic nature of the environment, location-specific path loss estimation

and coverage management for dynamic 3D SCs were done in this work. Further, real-time

knowledge on path loss parameters was used for 3D communication extension or predication
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(a) Average vs planned distance. (b) Accuracy vs planned distance.

Figure 3.9: Variation of average estimated extended distance and distance estimation accuracy
against planned distance: (a) Average estimated extended distance. (b) Accuracy of distance
estimation.

of clusters in the SCs while facilitating for efficient radio resource management. For that, data

from dynamic device clusters in a 3D SC was gathered using crowdsensing principle where a

data management algorithm and supporting network architecture are also discussed in detail.

In association with the data management algorithm, three methods namely, LA, OLS and GD

were used to estimate path loss parameters considering 2.5 GHz and 28 GHz bands used for 4G

LTE and 5G NR systems. Subsequently, IDW and NMS algorithms were used for extension of

cluster border coverage and construction of RIM. In the case of 3D communication distance

extension, analysis on communication distance extension and accuracy of distance estimation

is also presented. Further, with the use of OLS and GD techniques, the solutions are benefited

with the advantages of real-time ML techniques as well. With these outcomes of this study,

radio resources of 3D SCs can be managed efficiently particularly in assigning transmit power

values for the devises while maintaining seamless connectivity, QoS for the devices specially

at cluster boundaries. When considering all the contributions, this study can be pronounced
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Table 3.6: For consecutive two time windowsTυ andT(υ+1) of the algorithm to capture dynamic
3D cell radio information, estimated parameter values β̂E

(x,y,z) and ζ̂E
(x,y,z) for extrapolation of 3D

communication distances from the far most device in the clusters with the extended distances:
(a) 1m. (b) 4m.

(a) Parameter predictions with extension of 1m.

Cluster 𝒙𝑬, 𝒚𝑬, 𝒛𝑬 

(m) 

𝒅𝑬 

(m) 
�̂� �̂� 

𝜐:1 -21.09, -41.06, -4.64 46.39 3.125 57.282 

𝜐:2 -42.13, 18.61, -5.22 46.35 2.754 58.835 

𝜐:3 13.90, 20.09, -39.10 46.11 3.186 55.364 

𝜐:4 -27.78, -30.77, -21.04 46.49 2.755 61.003 

𝜐:5 18.49, -42.36, 5.25 46.52 2.521 58.881 

(𝜐 + 1):1 14.89, 29.64, 32.12 46.18 2.972 57.565 

(𝜐 + 1):2 -22.47, 5.89, 36.52 43.28 3.242 55.588 

(𝜐 + 1):3 42.86, -7.79, -15.74 46.32 3.184 56.21 

(𝜐 + 1):4 28.48, -11.12, 31.63 43.99 2.755 56.582 

(𝜐 + 1):5 -10.73, 43.11, -9.98 45.53 2.798 50.51 
 

(b) Parameter predictions with extension of 4m.

Cluster 𝒙𝑬, 𝒚𝑬, 𝒛𝑬 

(m) 

𝒅𝑬 

(m) 
�̂� �̂� 

𝜐:1 -23.14, -43.11, -6.69 49.39 3.125 57.467 

𝜐:2 -44.20, 20.68, -7.29 49.35 2.754 59.041 

𝜐:3 15.78, 21.97, -40.98 49.11 3.186 54.859 

𝜐:4 -29.53, -32.52, -22.78 49.49 2.755 61.259 

𝜐:5 20.57, -44.44, 7.33 49.52 2.521 58.710 

(𝜐 + 1):1 16.69, 31.44, 33.92 49.18 2.972 57.380 

(𝜐 + 1):2 -24.44, 7.86, 38.50 46.28 3.242 57.961 

(𝜐 + 1):3 44.92, -9.85, -17.80 49.32 3.184 57.360 

(𝜐 + 1):4 30.32, -12.96, 33.47 46.99 2.755 56.725 

(𝜐 + 1):5 -12.83, 45.21, -12.08 48.53 2.798 50.464 
 

as an early step of designing an efficient self-configurable, environment aware and flexible 3D

cellular networks.



Chapter 4

Device and Network Coordination for

Opportunistic Utilization of Radio

Resources in 3D HetNets

Device and network coordination is critical for efficient radio resource utilization while meet-

ing QoS requirements in heavily congested future heterogeneous wireless networks featured

with 3D SCs. Device and network coordination assisted opportunistic and coordinated use

of radio resources in distinct bands could dramatically improve the spectrum utilization in

these networks. In this study, overall communication performance enhancement through better

utilization of opportunistically available spatially distributed radio resources in a 3D SC is ad-

dressed considering two co-located networks operated in LB and UB while jointly accounting

for several related factors like 3D spatial positions and QoS requirements of the devices. To

confront this problem, a device and network coordination assisted solution is developed using

QL and Slotted-ALOHA (S-ALOHA) principles. Then, to maintain performance standards,

device and network coordination aided scheduling, power control and access prioritization

schemes are discussed. Subsequently, a RBL-assisted algorithm is presented for the UB to op-

timally utilize radio resources. In these solutions, both device-network and network-network

78
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interactions are considered. In the results, an overall coordination efficiency of even over 75%

is shown at the initial iterations for the scenarios with the highest device density while demon-

strating attractive performance.

4.1 Introduction

With the emergence of IoE and ongoing industry transformation, it is expected that billions of

machines and sensors will be connected to Internet through wireless networks, leading to a rad-

ical paradigm shift from the rate-centric enhanced mobile broad-band services of yesteryears

to an information-centric, ultra-reliable, low latent, intelligent, communication and computing

services [129, 130]. In contrast to physical objects in the definition of IoT, encompassing four

components namely things, processes, data and people are honored as the key contributors in

the definition of IoE in upcoming communication systems [5, 131]. On this path towards a

smart world, even the number of conventional IoT devices are expected to grow by hundreds

of billions by 2030 [130] exerting an enormous pressure on the wireless infrastructure facili-

ties to cope with dense wireless SCs using scarce radio resources in an efficient manner than

ever before. Due to massive number of devices, their priority and QoS requirements, design

and operation of wireless networks have become increasingly challenging tasks. In the emerg-

ing complex HetNets environment, 3D network rollout aspects [10] together with device and

network coordination schemes are to be thoroughly studied for better utilization of critically

limited radio resources.

With the increase of network densification and service diversification, there is a significant

hike in the number of devices seeking network access through always scarce radio resources

in a densely dispersed 3D space. In addition, due to the limitations of the radio resources

in the LB, UB is also recognized as a source of opportunistically accessible radio resources

for the cellular networks [132] while sharing it with other non-cellular network users [133].

Furthermore, these spatially distributed location-specific radio resources [15] are to be utilized
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more accurately and even better than in 2D networks avoiding the assumption used to develop

techniques for the 2D networks that the radio resources are constant over the third spatial

dimension. On the other hand, devices are with disparate operational conditions and QoS

needs while intensely competing for the radio resources and network access. In this case, it is

necessary to have more informative device and network coordination assisted mechanisms for

systematic exploration of the third spatial dimension for service effective coverage planning,

radio resource management, reduction of access delays and meeting the QoS aspects of the

devices in an efficient and effective manner in the future HetNets.

One of the key initiatives in device and application prioritization mechanisms is to introduce

a distributed scheduling and multiple access mechanism with a basic prioritization option for

the devices [134]. However, most of these schemes are not supported with at least the simplest

device and network coordination schemes like error feedback algorithms [135]. Moreover,

these primary prioritization and feedback schemes have not identified the potential contribu-

tions they could have received from the transmit power control mechanisms [136]. In this

case, even though these prioritization schemes have evolved up to the 5G NR networks [137],

no connection can be seen between device prioritization and the initial transmit power of the

devices.

One of the historical milestones on device and network coordination for initial radio re-

source allocation for wireless channels is marked with the introduction of ML aided S-ALOHA

schemes to solve random access channel (RACH) congestion problem in 2012 [138] where the

coordination is established with DL coordination farms. Subsequently, this solution is further

improved with QL leading to sub-optimum solutions [139,140]. RACH access in UL is the first

occasion where radio resources become opportunistic for the devices seeking communication

in the LB. Since, future 3D networks [10] are going to be service and application oriented,

information centric, well-coordinated intelligent entities, it is necessary to consider device pri-

oritization, QoS and 3D location-specific radio resource information within the initial device

and network coordination scheme along with any of the radio resource utilization processes.
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However, in some studies, 3D spatial positions of the devices are considered in certain prob-

lems like UL power control for UAVs aided communications [141].

Traffic offloading to UB through opportunistic utilization of radio resources [17, 142, 143]

using NR-U [142] and LTE-Unlicensed (LTE-U) [144] concepts is a very common solution for

the problem of scarcity of radio spectrum in the LBs rather than employing spectrum sharing

and cognitive radio (CR) concepts [145,146]. To get a much fair understanding, random access

and coordinated scheduling schemes for UL of a LTE license-assisted access (LAA) system

are also to be compared without accounting for channel access delays [17, 143]. Moreover, to

support this traffic offloading concept, total throughput of both DL and UL channels of a NR-U

system is maximized while ensuring fair coexistence with a WiFi network in a study done by

Huang et al. [142]. Moreover, listen before talk (LBT) options are also employed for resource

utilization in NR-U in the presence of different wireless networks [147]. In another approach,

solutions to mitigate the aliasing effects caused by pseudo paths in 5G NR and NR-U networks

are proposed by Wang et al. [148].

The main difference between the solutions presented in this study and radio resource uti-

lization in CR [149,150] is that the opportunistic radio resource utilization algorithms discussed

in this study focus on how to use the 3D spatially distributed radio resources rather than to de-

cide whether a particular frequency band can be used for communication or not. Furthermore,

availability of a frequency band is opportunistic in CR [149,150] and channel access is oppor-

tunistic in the solution analyzed in this study. Moreover, in the solutions of this investigation,

attention is paid to 3D spatial domain utilization of radio spectrum. In many of the solutions

presented with RBL [58] and other learning techniques [132, 133, 144, 151] for dynamic radio

resource management in LTE-U in 2D networks are highly inefficient as they don’t consider 3D

spatial distribution of location-specific radio resources and avoid device access prioritization

needs in utilization of radio resources for the UL channel access problem.

Other than the timely demand on 3D SC networks, this work is highly motivated by a

number of other reasons as well. First, the need of a mechanism to account for different priority
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requirements of the data types, services and devices in future 3D SC HetNets by recognizing

their 3D location-specific properties and radio resources. There should be enough provisions

to represent numerous types of physical parameters (e.g., altitude of a device), QoS needs and

priority requirements (e.g., priority for mission critical data) in physical or MAC layer problem

formulation, enabling them to be accounted for subsequent solutions. Secondly, the necessity

of having a more efficient and fast channel access mechanisms leading to low latent and reliable

networks. Prominent delays in the networks are in the areas of grant acquisition (5 ms), random

access (9.5 ms), transmit time interval (1 ms), signal processing (3 ms), packet retransmission

(8 ms) and core network/Internet (vary vastly) [27, 94] where random access mechanisms are

with significantly high delays. Furthermore, most of the algorithms in cellular networks are

executed at the BSs resulting not only large waiting times for RACH access and radio resource

utilization [17, 143] but also heavy UL access interference as well [152, 153]. These delays

can be reduced with the use of intelligent, proactive, independent and coordinated devices

and algorithms. Thirdly, to support radio resource and interference management by utilizing

opportunistically available radio resources in different networks operated in distinct frequency

bands. Forth factor is to promote environment and situation aware, self-configurable technical

background for future intelligent HetNets consisting of proactive devices.

In the past, there had been less device density in the 3D space due to the small number of

devices and low flying objects [33, 154] leading to have comparatively low demand for the ra-

dio resources. Under that condition, there was no significant scarcity of radio resources where

many of the challenges and motivations discussed in this study were not at the forefront of

designing cellular wireless networks. With the increase in device density and the demand for

high throughput rates, it was compelled to use high frequency bands with reduced communi-

cation distances for the cellular networks, leading to dense SCs. In this environment, radio

resources are going to be extremely scarce and they are to be very carefully used. However,

even under this situation, with 2D network design and operation principles, on most occasions

approximate site-specific path loss parameters are used for the allocation and utilization of ra-
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dio resources. Then, in a highly dense environment and with these approximate parameters,

the errors and performance degradation caused due to inaccurate and inefficient use of radio re-

sources are not going to be negligible anymore. As a solution for this problem, the third spatial

dimension is suggested to be used for cellular network planning and radio resource manage-

ment together with spatially distributed location-specific path loss parameters, leading to have

better performing 3D SC HetNets through efficient and much accurate use of radio resources.

4.1.1 Technical Challenges

There are several challenges to overcome in achieving highly efficient communication in 3D

SC HetNets. These challenges include, coordinated use of location-specific opportunistic radio

resources in a precise and efficient manner, management of channel access [31,32] while min-

imizing access collisions and relevant delays (i.e., increase of access probability through mit-

igation of collisions), and avoidance of access attempts for already allocated radio resources.

Due to addition of uncoordinated massive number of heterogeneous devices, these challenges

are still at the forefront of future wireless network designs. The situation becomes even worse

as machine type devices can continuously compete for limited radio resources in a small 3D

space, even risking connections for the most needed devices.

4.1.2 Proposed Solution

This study is developed based on the overall objective of efficient utilization of opportunisti-

cally available LB and UB radio resources in 3D cellular networks through device and network

coordination while prioritizing the requirements of the devices and their associated services by

identifying some of them as location-specific 3D spatially distributed parameters. Here, device

and network coordination is defined by inclusion of two background interaction processes in

supporting the main communication viz. the interaction between devices and the serving BS or

the access point (AP) and inter-network interaction or interaction between co-located BS and

AP. In addition, several congested locations in a SC are identified as critical areas (e.g., opera-
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tion theaters) where some of the nearby devices are facilitated to use historical data on devices

and services at those regions during the process of channel access. To successfully achieve

the objective of this study, device and network coordination assisted learning based schemes

are developed as the solutions by using principles of QL [57], S-ALOHA [155] and RBL [58].

Moreover, these solutions are capable of accounting for multiple prioritization needs of the

devices operated in both LB and UB even addressing conventional RACH access problem in

congested environments. The success of the solutions is evaluated using several performance

metrics like overall coordination efficiency, sum weighted volume capacity, network access

delay and channel occupancy. Furthermore, solutions are with several general advantages like

capacity to be operated in real-time, fast convergence and less processing power consumption

as well.

4.1.3 Technical Contributions

The contributions of this study are identified in numerous directions in addressing problems

related to 3D radio resource utilization through device and network coordination while ac-

counting for QoS and access prioritization needs of the devices. Compared to all the existing

work, this study well adheres to the definition of a fully functional 3D network by inclusion

of the four main components within the design and implementation phases. Then, the main

contributions are summarized as:

• In order to maintain performance standards and in meeting QoS aspects we introduce

device network coordination assisted scheduling, transmit power control and prioritized

access granting schemes. In contrast to conventional approaches, 3D spatial positions of

the devices and several other related factors are used in these schemes to achieve better

performance. Several challenges like maximizing the access probability and minimizing

waiting time for prioritized devices are also addressed with this solution.

• To expedite the process of UL RACH access and to increase the utilization efficiency
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of opportunistic 3D radio resources on LB and UB, device and network coordination

assisted learning algorithms are presented. When comparing against the previous stud-

ies, simultaneous access of LB and UB 3D radio resources is considered with the inter

network and inter device-network coordination. Same time, challenges of increasing

the situation awareness, fast adaptation to the environment and coordinated use of op-

portunistic radio resources are also addressed. With this approach, for the LB 66.42%

coordination efficiency for the first iteration and 50% less time for the full frame occu-

pancy over regular schemes are achieved. The results for the same performance metrics

related to UB are 76% and 50%, respectively.

• In order to further enhance the utilization efficiency of opportunistic 3D radio resources

in UB, a RBL algorithm is discussed while addressing the challenges of making the

devices more proactive and ensuring use of UB radio resources in a fair manner. With

this solution, nearly 16% more sum volume capacity value is achieved over ordinary

schemes.

• For the purpose of implementation, functional protocols are discussed for the operations

of the devices, BSs, algorithms and mechanisms used in UB and UB networks while

addressing the challenges related to data and information exchange among different en-

tities.

4.2 System Model and Problem Formulation

A deployment setup of three 3D SCs of a multi layer 3D cellular network is shown in Fig. 4.1.

Each SC is with randomly dropped M devices indexed with m and they are served by a BS in

the center of the cell where every BS is co-located with a WiFi AP as well. In this case, BSs

are with the capacity to handle both 5G NR and NR-U traffic through LB and UB, respectively.

Even though, the solutions presented in this study are highly compatible with the LTE [156]

and LTE-U [144] systems, they are not considered in the system model as they are going to
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Figure 4.1: Deployment setup of three layers of a 3D cellular network created with three 3D
SCs with 5G NR BSs capable of handling LB and UB links.

be obsolete and fully replaced with 5G NR and NR-U systems in the near future. In addition,

considering the simplicity of the presentation and the study, only the middle cell is considered

for the subsequent derivations and calculations. Some of the important symbols those are used

in the system model and problem formulation together with some of the performance metrics

are summarized in Table 4.1.

Fading channel for the device m is modeled as |hm|
2 =

∣∣∣hf
m

∣∣∣2 10
−L,Pm

10 , hf
m ∼ Nc (0, 1), with

path loss LP
m, LP

m = α(x,y,z) + 10β(x,y,z) log10 (dm) + ξ(x,y,z) dB [25] where hf
m is the fading chan-

nel coefficient for the device m at distance dm, dm =
√

x2
m + y2

m + z2
m. Here, (xm, ym, zm) are the

Cartesian coordinates for the location of the same device. Floating intercept, line slope param-

eter and lognormal shadowing for the path loss model are given by α(x,y,z), β(x,y,z) and ξ(x,y,z),

accordingly [15]. Site-specific path loss parameters used in conventional 2D networks are not

indexed with Cartesian coordinates as they are considered to be constant for a particular cell.

Then, corresponding site-specific parameters for α(x,y,z), β(x,y,z) and ξ(x,y,z) are given as α, β and

ξ [25], accordingly. However, based on the scenario, there are certain provisions to model

shadowing parameter as a sub-region or sub-site specific parameter [25]. For the simplicity of

the presentation, these location-specific and frequency dependent path loss parameters [15] are

not indexed with the frequency band. In Fig. 4.1, location-specific path loss parameters and

common site-specific path loss parameters based on conventional methods are marked. How-
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Table 4.1: Summary of Symbols and Performance Metrics Used in the System Model and
Problem Formulation

Symbol Definition
dm Distance to device m in 3D space
dr Radius of the SC
hm Channel coefficient for device m including path loss
hf

m Fading channel coefficient for device m
k Index for a time slots in a frame
pm

s UL transmit power of device m with control step s
pm

s,R Receive signal power at device m at time t
pm′

s,R Instantaneous interference from device m′ to the BS
tmin/tmax The minimum/maximum UL transmission time allowed for a device
tm
q UL transmit time of device m with control step q

tU Total time allocated for UL transmission
(xm, ym, zm) 3D or (x, y, z) Cartesian coordinates for device m
x[t] One of the symbols in a sequence sent by a device
ym[t] Receive signal at device m at time t
wm

(x,y,z)/ wNw,m
(x,y,z) Normalized weighting factor of device m/Weight Nw of device m

CV
E,t Sum volume capacity enhancement

CV
m Throughput volume capacity of device m

CV
min The minimum volume capacity required by a device

CW,V
Sum Sum weighted volume capacity

C,Par,V
Sum,t /C

Seq,V
Sum,t Sum volume capacity at iteration t with sequential/parallel band utilization

CV
Sum,t/C

R,V
Sum,t Sum volume capacity at iteration t with the proposed/reference method

EC,t/EOC,t Coordination efficiency/Overall coordination efficiency
Imax Maximum interference limit for a device
K/K Number/Set of time slots in a frame
LP

m Path loss for device m
M/M Number/Set of transmit devices of the SC
MU/MU Number/Set of access granted devices in the UB
Nw Number of weights considered
Ot/OR

t Frame occupancy at iteration t with the proposed/reference method
OPara

t /OSeq
t Frame occupancy at iteration t with parallel/sequential band utilization

P Transmit power values set
Pmin/Pmax The minimum/maximum UL transmission power allowed for a device
Q/Q Number/Set of transmit time steps
S /S Number/Set of transmit power steps
W Bandwidth of the radio link
α(x,y,z)/α Location/site-specific floating intercept for the path loss model [15]
β(x,y,z)/β Location/site-specific line slope parameter for the path loss model [15]
ξ(x,y,z)/ξ Location/site-specific lognormal shadowing for the path loss model [15]
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ever, both locations of the devices and the path loss parameters related to those locations are

assumed to be known. It is considered that the channel is constant over a period of a frame and

the channel information can be estimated perfectly.

In addition, a finite set of critical or priority areas are also considered where they are cre-

ated by identifying the requirements of the applications, data types and the devices. Operation

theaters, fire routes and entrances to emergency rooms in hospitals are some of the examples

for them. Based on the applications, devices in and nearby those areas may need stable ra-

dio links, access prioritization and maintenance of high QoS standards. Then, those devices

are facilitated to use historical data from the network during the processes of channel access,

initial resource allocation and algorithm training while reducing information processing and

channel access delays. In this case, it is reasonable to be considered that certain device related

characteristics are also 3D spatially distributed parameters.

The observed receive signal at time t, ym[t], with AWGN η [t], η [t] ∼ Nc

(
0, σ2

)
, due to

signal transmitted from device m is given as ym[t] =
√

pm
s hmx[t] + η[t]. Power of the symbol

x[t] is normalized to unity as E
[
x[t]2

]
= 1 and pm

s is the UL transmit power of the device m with

power control step s. Since noise and signal are uncorrelated, the receive signal power pm
s,R is

given as

pm
s,R = |ym[t]|2 = pm

s |hm|
2︸  ︷︷  ︸

pRC
s,m

+η2. (4.1)

In practice, receive signal strength is measured including noise power η2 and it cannot

be further purified to get only pRC
s,m. In this case, pm

s,R is used as the receive signal power for

the subsequent calculations. Then, throughput volume capacity CV
m of device m is given by

CV
m =

W
πd3

r
log2

(
1 +

pm
s,R∑

m′∈M\m pm′
s,R+η

2

)
tU [157, (36)] where W, dr, M and tU are bandwidth of the

radio link, radius of the SC, set of devices in the SC and the time allocated for UL transmission,

respectively. Since 3D SCs are considered for this study, in contrast to 2D cellular network
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designs, volume capacity is used as a performance metric where it is defined as the throughput

capacity for a given unit volume in 3D space. Then, the maximum interference limit Imax for

the instantaneous interference pm′
s,R is established as

pm′
s,R ≤ Imax. (4.2)

4.2.1 Data Prioritization in 3D Networks

A brief overview of a very high-level architecture of a 3D SC HetNet containing a set of co-

located UB enabled SC BS and AP combinations is given in Fig. 4.2. This architecture is

developed based on already available network architecture development principles [158, 159].

The coordination operations are managed by the UB enabled BS and the coordination inter-

action between each BS-AP pair is given by double-headed dashed arrows. In this network,

types of data associated with the devices are considered as the prioritization factor for them.

There could be mission critical data like real-time information exchange within a tele-surgery

at lower layer and control data of an UAV at a higher layer. Delays related to them should be

minimized while increasing the reliability of the transmissions [27].

In this multilayer 3D SC network, layer 1 or the ground level BSs, APs and associated

devices are with the lowest elevation. Basically, all the devices on the ground are included to

this layer. BSs, APs and associated devices with highest elevation are referred to the layer n

or the top layer. There can be several other layers in between layer 1 and n based on their

separation distance.

For a given device in a certain altitude, different types of data are expected in numerous

quantities where they are handled under four sequential stages explained as

1. Classification: Data is classified on arrival using the headers from multimedia to control

and emergency data. Then they are placed on temporary buffers.
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Figure 4.2: Overview of the 3D SC network with co-located BSs and APs.
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Figure 4.3: Data prioritization policy considering equal volume for each category.

2. Quantification: The quantity of data is determined based on the time a temporary buffer of

a device is being held ”full”. If the duration is high, it is considered that the volume that

data is also high.

3. Prioritization: Data is prioritized considering data volume, importance of data, elevation

of the device and availability of radio resource in an alternative band as given in Fig. 4.3.

Priorities could be varied according to elevation of a device as well.

4. Queuing: Data is buffered until been transferred to the BS.

Based on this approach, 3D spatial distribution of different services, their QoS needs and pri-

ority requirements are well recognized.

4.2.2 Medium Access with Opportunistic Radio Resources

The devices are allowed to connect to the BS using frame based S-ALOHA scheme [140].

There are K slots in a frame indexed with k where a device can bid for any kth slot or sub-
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frame in that data frame. Even though the LB is allocated for a particular operator and then to

a cell through frequency planning, availability of time slots are entirely opportunistic for the

devices during the process of UL RACH access. Initially, all the devices are allowed to access

the UL time slots of the LB. Once all the time slots are filled, accessing the opportunistically

available radio resources in UB is initiated. Within the final study scenario, devices are allowed

to access both bands in parallel.

4.2.3 Decisions with Weighted Volume Channel Capacity

In selection of devices to grant channel access, weighting factors are collectively defined by the

devices and the BS as wm
(x,y,z) =

(
w1,m

(x,y,z)+w2,m
(x,y,z)+···+wNw ,m

(x,y,z)

)
Nw

where there are Nw weights for the device

m at (x, y, z). These weights are adjusted by the BS based on the priority requirements of

the devices. As an example, w1,m
(x,y,z) can be proportionately adjusted according to the altitude

of a device zm. Let w2,m
(x,y,z) be adjusted according to priority of data which is defined using

current or historical data related to the nearest critical area as given in the horizontal arrows

in Fig. 4.3. w3,m
(x,y,z) can be based on availability of an alternative band for communication.

If a band is available, the weight is set to 0 and some other value otherwise. In this way

prioritized channel access problem is converted to a RACH access problem supported with

weighted volume channel capacity values.

4.2.4 Problem Formulation

There are two main components of the problem viz. acquisition of opportunistic radio resources

in any of the bands and efficient utilization of radio resources in UB. With the first problem,

devices face the same RACH access problem.

Acquisition of Opportunistic Radio Resources

In this study the problem of performance enhancement through better utilization of oppor-

tunistically available spatially distributed radio resources in a 3D SC HetNet is addressed.
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Conventionally, in LB, it is known as RACH access congestion or RACH access problem. In

this study, radio resources in both LB and UB are utilized for the same problem while jointly

accounting for several other important communication related factors like 3D spatial positions

of the devices, their priority needs and the data types.

Efficient Utilization of Radio Resources in UB

In contrast to LB, UB is with a greater flexibility in varying both transmit power and time

for communication. In this case, problem of efficient use of opportunistically available UB

radio resources for communication is addressed while deviating from LB. For that, an opti-

mization problem is formulated to maximize the sum weighted volume capacity CW,V
Sum of a SC

considering those radio resources as variables subject to a set of constraints:

maximize
pm

s ,tmq
CW,V

Sum =

MU∑
m=1

wm
(x,y,z)C

V
m (4.3a)

subject to tm
q ≥ tmin, ∀m ∈ MU (4.3b)

pm
s ≥ Pmin, ∀m ∈ MU (4.3c)

pm
s ≤ Pmax, ∀m ∈ MU (4.3d)

CV
m ≥ CV

min, ∀m ∈ MU (4.3e)

tm
q ≤ tmax, ∀m ∈ MU (4.3f)

pm′
s,R ≤ Imax, (4.3g)

where MU and MU are the number and the set of access granted devices in UL of the UB,

accordingly. Transmit time with time control step q for the device m is given by tm
q , q ∈ Q

where Q, Q = {1, 2, . . . , q, . . . ,Q}, is the set of time steps with the highest step Q. The lower

and the upper limits for tm
q are controlled by (4.3b) and (4.3f) with the minimum and the max-

imum allowed UL transmission times tmin and tmax, accordingly. Similarly, the lower and the

upper limits for pm
s are managed with (4.3c) and (4.3d) with the minimum and the maximum
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allowed UL transmission power values Pmin and Pmax, respectively. QoS needs are maintained

by (4.3e) with CV
min where CV

min is the minimum volume capacity that the device m is required

to achieve. Furthermore, interference to the BS from the other devices is controlled with (4.3g)

as discussed in (4.2).

There are several purposes for addressing these problems. Some of them include facili-

tation of fast channel access for the devices, better serving their applications with enhanced

sum volume capacity values and guaranteeing QoS through efficient radio resource manage-

ment. The technical challenges associated with these problems include exchanging informa-

tion among waiting devices, selection of the best devices to grant channel access, utilization of

location-specific and other related information to get priority in communication, and utilization

of opportunistically available UB in a fair and efficient manner.

4.3 Coordinated Learning Schemes for Opportunistic Radio

Resources Utilization

Mainly, the principles of RL are used in developing device and network coordination assisted

solutions for the problems of efficient radio resource management in 3D SCs. Their proven per-

formance for real-time operations over conventional approaches, even without prior knowledge

on the environment [140] is the main reason to select them. Since they are with the property

of fast adaptability to the operational environment, these model-free, less complex algorithms

are capable of quickly converging to sub-optimal solutions within a limited number of itera-

tions. In addition, less amount of energy, processing power and device memory are required by

them while leading to the best solutions under model unaware complex environments like the

HetNet 3D SCs considered in this study. In this case, these RL based solutions are identified as

very effective, stable and efficient approaches over conventional methods and even data driven

learning techniques. When compared to traditional dumb and reactive wireless devices, the de-

vices equipped with these solutions become intelligent and proactive equipment. A summary
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of symbols, functions and notations used in the solutions developed in this study is given in

Table 4.2.

Table 4.2: Summary of Important Symbols, Functions and Notations Used in the Solutions

Symbol Definition
dC

max The maximum allowed distance from a device to the center of the nearest
critical area

dm
C Distance from device m to the center of the nearest critical area
{i, k} State-action pair
l Game round or iteration in RL
rt Reward at time t
sm Power step by self estimated device priority level
sC Power step recommended by the BS
Am Action set of device m in RL
CV

max The maximum volume capacity of the SC
CV

tar Volume capacity target for the RL algorithm
CV

CAvg Average volume capacity for the SC
G RL game
IS Set of states in QL
KA Set of actions in QL
L Total game rounds or iterations
LP,L

m Path loss in LB
LP,U

m Path loss in UB
MD/MD Number/Set of devices detected
Qt(i, k) Q-value at iteration or time t
Q∗(i, k) The optimum Q-function
QπQL(i, k) Q-function with policy πQL

R(x,y,z)(m, k) Reward function at a particular 3D spatial position
RC(k) Penalty for a collision
RC Congestion report
γ Discount factor
λ Learning rate
πm(l) Probability value set for RL algorithm for the elements in P for the device m

after game round l
πm

s (l) Probability for RL algorithm for the element s in P for the device m after
game round l

πQL Action selection policy for QL
πQL(i) The Best action for any state i
1c Indicator function with condition c
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4.3.1 Device and Network Coordination

To establish device and network coordination, a DL broadcast frame is sent on the LB at the

end of each UL frame [138,140]. In contrast to conventional approaches, not only information

on the occupancy of UL time slots but also information on device and network coordination

like instructions and data on switching the band, initial power control and critical areas are also

sent to the devices through the same frame. In addition, a co-located AP is used to establish co-

ordination among wireless cellular NR, NR-U and WiFi networks. For accessing the UB also,

the devices are coordinated through another DL broadcast information frame sent through the

LB. Instructions on managing the transmission of the AP are sent to it by the BS as indicated

by the double-headed dashed arrows in Fig. 4.2 according to the basic network coordination

principles [158, 159]. To utilize radio resources in the UB, a duty cycle based periodic access

mechanism is suggested for the UL of the NR-U system. Communication through the AP is

disabled for WiFi devices when the duty cycle is on for the mobile cellular devices that are

seeking network access through NR-U UL transmissions.

In certain scenarios, the devices are allowed to access both bands simultaneously, however,

not by the same device. To avoid undue collisions, transmission of an UL frame by any of the

devices on any of the bands is allowed only through an empty slot found after listening to a

DL broadcast frame. Critical or priority areas are determined by the BS using historical data

on both networks. Information related to these areas is shared with the devices enabling them

to be used by both devices in those areas and the BS, appropriately.

By using a DL broadcast frame, one of the main challenges in data exchange is mitigated.

With the availability of location-based data through this frame, challenges of situation and

location awareness, and fast adaptation to the situation and the environment are successfully

addressed.
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4.3.2 Q-learning with Network Coordination

In this study, a coordinated QL scheme is suggested as a solution for the RACH access problem

in 3D SCs while efficiently utilizing the opportunistic radio resources. This solution is further

improved by jointly considering the device prioritization schemes and location-specific infor-

mation. Compared to conventional algorithms [140], time slots are granted based on wm
(x,y,z)C

V
m

with the assistance of initial transmit power control.

This QL algorithm, a model-free RL scheme, is developed based on the agent-environment

relationship with the action-reward function given by a Q-table [57, 140] where this environ-

ment can be described by a Markov Decision Process (MDP). At each time-step in this MDP,

an agent in state i takes an action k ∈ KA trying to maximize own reward at time t given by rt

and reaching the next state i′, {i, i′} ∈ IS, under a certain transition probability where IS and

KA are the sets of states and actions, accordingly. Considering a certain action selection policy

πQL and state-action pair {i, k}, Q-function and the optimum Q-function are given as QπQL(i, k)

and Q∗(i, k) = max
πQL

Q(i, k), respectively. The action is selected based on the highest Q-value as

πQL(i) = arg max
k

Q(i, k). Then, the Q-value at iteration or time t + 1 could be updated as

Qt+1(i, k)← (1 − λ)Qt(i, k) + λ
{
rt + γmax

k′

(
Qt

(
i′, k′

))}
, (4.4)

where λ, {i′, k′} and γ are the learning rate, next state-action pair and the discount factor, ac-

cordingly.

In this QL solution, device m is allowed to select time slot k and Q-value is updated at the

end of each frame as

Qt+1(m, k) = Qt(m, k) + λ(R(m, k) − Qt(m, k)), (4.5)



4.3. COORDINATED LEARNING SCHEMES FOR OPPORTUNISTIC RADIO RESOURCES UTILIZATION 97

where reward function is defined as

R(x,y,z)(m, k) =


wm

(x,y,z)C
V
m

CV
CAvg

success,

−RC(k) otherwise.
(4.6)

CV
CAvg and RC(k) are the average volume capacity for the cell and penalty for a collision due to

simultaneous packet access, respectively. When there are K time slots, the congestion report is

defined as RC =
1
M

[
R(x,y,z)(m, 1),R(x,y,z)(m, 2), . . . ,R(x,y,z)(m, k), . . . ,R(x,y,z)(m,K)

]
and sent with

the DL broadcast frame. As it is explained in Fig. 4.4, for the time slot or sub-frame k, RC(k) is

set to 1 when the slot is not assigned to a device. With this design, challenges of minimization

of collision in devices accessing the channel simultaneously, avoidance of accessing already

occupied slots and undue congestions caused by continuously attempting machine type devices

are addressed.

Multi-factor Prioritization Scheme for Access Granting

Even though the devices and services are prioritized, solutions cannot be implemented if the

link quality is neglected. In this case, to allocate time slots for the devices, a multi-factor,

weighting assisted, situation aware, location dependent prioritization policy is used while con-

sidering QoS aspects. For this strategy, to determine the weighting factors given as wm
(x,y,z),

necessary information is sent to the BS by the devices with bids for time slots. In the absence

of current data, these weights are calculated based on the historical data provided by the de-

vices operated at the same location previously. A device in the vicinity of a critical area has

the option to use the most favorable set of data from historical or current data sets. In order

to a device to be get qualified for this process, condition that the distance from that device to

the center of the nearest critical area dm
C should be less than or equal to the maximum allowed

distance dC
max is to be fulfilled as indicated by dm

C ≤ dC
max.

As it is indicated in Fig. 4.4, there may be situations where a given time slot is accessed by

a single device, more than one device or no device with sufficient receive signal power enabling
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Figure 4.4: RACH attempts in UL frame no l and corresponding DL broadcast coordination
frame used for the QL scheme.

the devices to be detected at the BS. In a case of multiple devices bidding for a time slot, there

may be a situation where more than one or more devices are detected for that particular vacant

slot. In that kind of situation, the prioritization scheme is used to grant the slot to the device

with the highest weighted volume capacity wm
(x,y,z)C

V
m. If there are two or more devices with the

same wm
(x,y,z)C

V
m value, access is given based on zm. However, if those devices are in the same

height, access is granted to a randomly selected device. If no device is identified, no action is

needed. If one device is detected, access would be granted to that device. Subsequently, the

congestion report is generated accordingly. If an alternative band is not available for a device,

high priority is given for that device through weighting trying to secure a band and a time slot

for that device.

With this scheme technical challenges of getting priority for certain devices and avoid-

ance of long waiting times to get channel access are successfully addressed. In other words,

attractive solutions are provided for the challenges of access delay minimization and access

probability maximization for prioritized devices.

Scheme for Transmission Device Power Adjustment

To determine the initial transmission power, both current 3D location-based and historic priori-

tization information are considered. As it is explained in Algorithm 7, if a device is in the close

vicinity of a critical area, it is allowed to select the highest transmit power value out of sm and



4.3. COORDINATED LEARNING SCHEMES FOR OPPORTUNISTIC RADIO RESOURCES UTILIZATION 99

sC at the first attempt itself. Here, sm and sC are the power control step selected according to self

estimated device priority level and power control step recommended by the BS, respectively.

The step sC is based on the historical data on the location and that information is passed to the

devices through the DL broadcast frame as a part of device and network coordination. All the

other occasions, power control step index s is incremented by one (s← s + 1) while increasing

pm
s . This process is continued until channel access is granted. Transmit power values set P is

given as P =
{
p1, p2, p3, . . . , pm

s , . . . , pS
}

with S = {1, 2, 3, . . . , s, . . . , S }, S = |P|, and with the

highest transmit power pS . This approach is with a clear difference compared to many of the

open-loop or closed-loop gradual power control mechanisms used at the devices, particularly

in determining initial transmission power values [160, 161]. Moreover, this solution enables

the devices to reach the most suitable initial transmit power values quickly and efficiently. In

addition, with the congestion report, instructions are sent on transmit power adjustments based

on the interference limits given in (4.2). In LB, after receiving access, devices are allowed to

adjust the power levels based on the same principle until the maximum safe limits are reached.

Flowcharts for the operations of the devices and the BSs are given in Fig. 4.5. Functions re-

lated to the transmission process at a device and the BS are explained in Fig. 4.5(a) and Fig.

4.5(b), respectively.

4.3.3 Communication in UB

In this solution, use of UB is considered as a form of utilization of opportunistically available

radio resources for communication when and only when the LB time slots are fully occupied.

Furthermore, simultaneous access attempts or connections to the UB enabled BS through both

bands by the same device are also not allowed. Due to frequency dependent nature of the

path loss characteristics, a separate set of location-specific values is expected for the path loss

parameters in the UB [15]. In addition, this band cannot be fully occupied by the devices

operated through NR-U channels and should be shared with the other wireless networks like

WiFi [151] in a fair manner.
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Algorithm 7: Algorithm for Device Initial Transmit Power

1: Initialization
2: Obtain sC from the last DL broadcast frames
3: Calculate distances to the nearest congestion point dm

C
4: if dm

C ≤ dC
max then

5: if s < max {sC, sm} then
6: Update (s← max {sC, sm}), pm

s
7: else
8: Update (s← s + 1) under (4.3d) and (4.3e), pm

s
9: end

10: else
11: if s < sm then
12: Update (s← sm), pm

s
13: else
14: Update (s← s + 1) under (4.3d) and (4.3e), pm

s
15: end
16: end
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Figure 4.5: Flowcharts for operations at devices and BSs: (a) Functions at devices on trans-
mission and parameter adjustments. (b) Operations at a BS on data reception and parameter
calculations.

In this scenario also, devices are allowed to make the decision on accessing the channel

using the QL algorithm and to select the most suitable transmit power values using Algorithm
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7. In conventional approaches, UB channel access is entirely managed by UB enabled BSs

where there were no proactive devices [132]. This band is accessed and used according to the

time division duplex (TDD) frame of the same length as of LB using a NR-U interface and a

duty cycle where the structure is presented in Fig. 4.6. Percentages of duty cycles are allocated

based on the amount of WiFi traffic available at that occasion through the co-located WiFi AP

where higher the WiFi traffic lower the duty cycle percentage for communication through the

NR-U interface. Furthermore, NR-U operation is coordinated by the AP by switching on and

off the WiFi transmissions appropriately. For the simplicity, access beacons or the guard frames

are not discussed. Each TDD frame is capable of serving a number of devices as indicated

by different colors. At the start, all the devices are allocated with equal time durations. In

this study, a heavily congested environment is considered where there are more than or equal

number of devices than the number of slots in a frame.

Once access is granted, to get the optimum utilization of opportunistic radio resources,

time durations allocated for the devices are dynamically adjusted using device and network

coordination. That would lead to unevenly allocated time durations for the devices at the point

of convergence based on their performance. In contrast to conventional LB operations, in this

method devices get the opportunity to adjust both transmit time and power to reach a sub-

optimum solution for the optimization problem presented in (4.3a) using RBL principles [58].

To implement this solution, the RBL game G =
{
MU, {Am}{m∈MU} ,

{
wm

(x,y,z)C
V
m

}
{m∈MU}

}
is de-

veloped considering (4.3a).

• Players: Device setMU in the SC is defined as the players. A game round or an iteration

l is played by each player m, m ∈ MU.

• Actions: The action set Am is defined for player m as Am =
{
pm

s , t
m
q

}
{s∈S,q∈Q}

where the

action can be changed over iterations. For the round l, player m is allowed to select

transmission power pm
s , pm

s ∈ P and tm
q , q ∈ Q. If current weighted capacity is greater

than the that of previous the previous iteration, time allocation is increased by one di-

vision as (q← q + 1) and vice versa while guaranteeing a minimum amount for each



102CHAPTER 4. DEVICE NETWORK COORDINATION FOR RESOURCE UTILIZATION IN 3D HETNETS

 

 Resource blocks for devices  

S
u
b
ca

rr
ie

rs
                                  

                                

Time 
 

                                

                                

                                

                                
                                  

  User 1  User 2  User 3  User 4  
 

 

Structurer of the UL TDD frame 
 

60%    

40%    
20%    

    
TDD frame TDD frame TDD frame   

Duty cycle 
 

Figure 4.6: Duty cycle for the UL of the devices operated in the unlicensed band.

user. Similarly, all the players in the cell are facilitated to select their own transmission

power values under equal opportunity conditions. In a occasion where CW,V
Sum < CV

tar or

wm
(x,y,z)C

V
m <

{
CV

min

}
, s is increased by one leading to an increment in pm

s to maintain the

QoS requirements. CV
tar is the target capacity. Further, adjustments for pm

s is subjected to

a set of constraints and the probability function as well.

• Utility function: Weighted volume capacity of the device m at a given location wm
(x,y,z)C

V
m

is used as the utility function.

Probability value set for the elements in P after game round l of total rounds L is given

by πm(l). πm
s (l) ∈ πm(l), πm(l) =

{
πm

1 (l), πm
2 (l), . . . , πm

S (l)
}
, is the probability of achieving volume

capacity target CV
tar for pm

s . Since sum weighted volume capacity of a cell is optimized, cell

level values are used to update the probability function. When s = s′, s′ ∈ S and with πm
s (l),

πm
s′(l + 1) is given [58] as

πm
s′(l + 1) = πm

s′(l) + τ(l)gm(l)
(
1{s′=s} − π

m
s′(l)

)
1{CW,V

Sum<CV
tar}
, ∀s′ ∈ S, (4.7)

where CV
max is the maximum volume capacity that the SC can achieve after iteration l with

τ(l) = 1
l+1 and gm(l) =

CV
max+CW,V

Sum−CV
tar

2CV
tar

. 1c is the indicator function with condition c. pm
s (l + 1) = pm

s
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is chosen with s = arg max
s′∈S

(
πm

s′(l)
)

followed by an increment in time with (q← q + 1) for the

next iteration tm
q (l + 1) = tm

q . The process of optimization and strategy of the game G are ex-

plained in Algorithm 8 and the complete operations on the UB is managed by Algorithm 9.

Algorithm 8: Algorithm for Sum Weighted Volume Capacity Optimization

1: Initialization
2: Determine UL slots in UB for devices, set CV

max and CV
tar.

3: Initialization; G:
4: Set πm

s (0) = 1
S , ∀s ∈ S, ∀m ∈ MU.

5: for l = 1, 2, 3, ..., L do
6: for m = 1, 2, 3, ...,MU do
7: Execute the actionAm, Calculate CW,V

Sum .
8: if (4.2) then
9: if CW,V

Sum > CV
tar and (4.3e) then

10: Update (4.7), Select pm
s (l + 1) = pm

s , s = arg max
s′∈S

(
πm

s′(l)
)
.

11: if (4.3b) then
12: Update (q← q + 1), tm

q .
13: end
14: else
15: if (4.3d) then
16: Update (s← s + 1), pm

s .
17: if (4.3f) then
18: Update (q← q − 1), tm

q .
19: end
20: end
21: end
22: else
23: if (4.3c) then
24: Update (s← s − 1), pm

s .
25: end
26: end
27: end
28: end

Over iterations, convergence of the game G is expected to be achieved reaching the con-

vergence equilibrium for all m ∈ MU and {s ∈ S, q ∈ Q} with πm
s (l) > 0 [58]. This is under the

assumption, that the game has at least one equilibrium under pure strategies. In contrast to

equilibrium achieved in game theory [58], the equilibrium achieved in the RBL can be unsta-

ble over time under considerably dynamic environmental conditions. In this kind of situation,
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Algorithm 9: Algorithm for Communication in UB

1: Initialization
2: Set initial values for the Q-tables, transmitters.
3: repeat
4: Coordinate with WiFi network, determine duty-cycle.
5: Switch off the WiFi AP as of the duty-cycle.
6: repeat
7: repeat
8: Execute the process in Fig. 4.5 in UB for NR-U.
9: until Convergence;

10: Run Algorithm 8.
11: until WiFi traffic flow is stable;
12: until LB is full;

again the agents can achieve new convergence equilibrium under new conditions. In this case,

with RBL, always convergence equilibrium is expected giving sub-optimal solution for the

optimization problem.

4.3.4 Device and Network Coordination for Simultaneous Operation of

LB and UB

In order to further reduce channel access delays while improving utilization efficiency of op-

portunistically available radio resources, a device and network coordination based approached

is introduced for simultaneous use of LB and UB. In this solution, the challenge of coordina-

tion of wireless cellular and WiFi networks is mitigated by using a co-located BS and a WiFi

AP. The challenge of making the devices more proactive is mitigated by allowing them to

select an appropriate time slots by themselves using the same QL algorithm. This decision is

further supported with information provided by the BS on availability of time slots on either

bands. However, the same device is not permitted to access both bands at the same time. As

it is explained in Fig. 4.7, an integrated DL coordination frame is used to provide data for the

Q-tables of the devices. This frame is designed combining information from both bands and

transmitted it through the LB.

Step by step operations related to device and network coordination in allocation of time
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slots in LB and UB is explained by Algorithm 10. In this algorithm, the number of devices

detected, the set of detected devices and the set of time slots in a frame are given by MD,MD

and K , respectively. LP,L
m and LP,U

m are used to represent the path loss values for the device m

in LB and UB, accordingly. In this scheme also, the vacant slots are assigned to the device

based on the prioritization scheme. For a given instance, when both LB and UB are available,

the algorithm is capable of coordinating the devices and the two networks to assign the band

with the minimum path loss to the device with the highest weighted volume capacity and the

remaining band to the device with the second highest weighted volume capacity irrespective of

the bands that the devices attempted to access the channel.

4.4 Simulation Results

A spherical SC of approximate radius of 20 m is considered where the BS is at the center of it.

This is the layer 2 SC in Fig. 4.1 containing 10 critical or priority areas where each of them is 4

m in radius. The maximum allowed distance from a device to the center of the nearest critical

area dC
max is also set to 4 m. The devices are with the maximum and the minimum transmit

power values of 2.6 dBm and 26 dBm, respectively where there are discrete power control

steps in between them. The threshold power value for the cell coverage PE is set to -90 dBm.

For the path loss model, parameter values for the LB operated in the 28 GHz band are

set as 61 ≤ α(x,y,z) ≤ 72, 2 ≤ β(x,y,z) ≤ 2.8 and ξm
(x,y,z) ∼ N

(
0, σ2

PL

)
where σPL, σPL = 8.7, is an

estimated random value based on the location [15]. Values for the same set of parameters used

in the UB operated in 6 GHz band are specified as 31.4 ≤ α(x,y,z) ≤ 34.7, 3.49 ≤ β(x,y,z) ≤ 3.85

and ξm
(x,y,z) ∼ N

(
0, σ2

PL

)
with σPL = 4, accordingly [15]. All the parameters are made sensitive

to vertical angle in the range of 0◦ - 90◦ (i.e., z ≥ 0) by randomly selecting the parameters

including the LOS scenarios [15, 25]. However, for the vertical angle in the range of -90◦ - 0◦

(i.e., z < 0) LOS is not allowed. TDD data frames of 10 ms are used for the 5G NR and NR-U

transmissions with 100 time slots or sub-frames. The algorithms are implemented at the BS
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Algorithm 10: Algorithm for Device and Network Coordination in Allocation of Time Slots
in LB and UB

1: Initialization
2: Devices: Set s = 1, Set initial values for Q-tables, Q(k′,m) = 1

K , ∀m ∈ M, ∀k ∈ K
3: BS: Opens LB and UB, set duty cycle percentage, send DL coordination frame
4: repeat
5: Devices: Run Algorithm 7, set pm

s

6: Devices: Select the band with min
{
LP,L

m , L
P,U
m

}
and k, k = arg max

k′∈K
(Q(k′,m)), ∀m ∈ M,

access the channel
7: for k = 1, 2, 3, ...,K do
8: BS: Listen to devices, check for LB or UB parallel slots, detect symbols in slots
9: if Already allocated then

10: BS: Include
wm

(x,y,z)C
V
m

CV
CAvg

with (4.6) to the relevant slot/s in the DL coordination frame

11: else if Empty then
12: BS: Set value 0 to the relevant slot/s in the DL coordination frame
13: end
14: if Collision detected in LB and UB then
15: BS: Include −RC(k) with (4.6) to the relevant slots in the DL coordination frame

for LB and UB
16: else if MD > 0 then
17: if Collision detected in LB or UB then
18: BS: Include −RC(k) with (4.6) to the relevant slot in the DL coordination

frame for LB or UB
19: BS: Estimate LP,L

m or LP,U
m for available band, calculate wm

(x,y,z)C
V
m, ∀m ∈ MD

20: BS: Assign the slot in available band to m, m = arg max
m′∈MD

(
wm′

(x,y,z)C
V
m′

)
21: BS: As in (4.6), include

wm
(x,y,z)C

V
m

CV
CAvg

to the corresponding slot in the DL

coordination frame for LB or UB
22: else
23: BS: Estimate LP,L

m and LP,U
m , calculate wm

(x,y,z)C
V
m, ∀m ∈ MD

24: if MD ≥ 2 then
25: BS: Assign LB and UB slots (Sequence: low to high LP,L

m and LP,U
m ←

device highest to lowest wm
(x,y,z)C

V
m)

26: BS: Include
wm

(x,y,z)C
V
m

CV
CAvg

with (4.6) to the relevant slots in the DL coordination

frame for LB and UB
27: else
28: BS: Assign the slot from the band with min

{
LP,L

m , L
P,U
m

}
29: BS: Include

wm
(x,y,z)C

V
m

CV
CAvg

with (4.6) to the relevant slot in the DL coordination

frame for LB or UB
30: end
31: end
32: end
33: end
34: BS: Send DL coordination frame
35: Devices: Listen to BS, update Q-tables
36: until Convergence;
37: Run Algorithm 8
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Figure 4.7: Integrated DL coordination frame and integrated Q-table used in devices for the
LB and UB frames started at the same time instance when the devices are allowed to access
both bands simultaneously.

and the collaborative devices based on the assumption that all the devices, BS and servers are

properly synchronized with no additional core network or processing delays. Default learning

rate for the QL algorithm is set to λ = 0.1 unless otherwise it is mentioned.

In calculating weighted capacities, three prioritization weighting factors w1,m
(x,y,z), w2,m

(x,y,z) and

w3,m
(x,y,z) are considered representing operating height of the devices, user data criticality and

availability of alternative band for communication. The minimum and the maximum limits for

each weighting factor are set as of 0 and 1 with five intermediate levels. For the first weight-

ing factor, weights are assigned proportionately to the altitudes of the devices. In the second

weighting factor, the data carrying control or emergency information is given the highest pri-

ority by allocating the highest weights. For the third weighting factor, weight of 1 is assigned

when there is no alternative band available for communication and 0 when there is an available

band. As an example, if the channel access attempt is on UB and if the LB is fully occupied,

weight 1 is assigned. If still there are some vacant slots in the LB, no weight is added in favor

of that device.
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4.4.1 Evaluation of Coordination Efficiency

Three simple performance metrics namely coordination efficiency EC,t, sum volume capacity

enhancement CV
E,t and overall coordination efficiency EOC,t are used to further evaluate the per-

formance enhancement due to device network coordination. In all these metrics, performance

is evaluated with respect to the same iteration of a reference solutions and they are defined

as EC,t =
Ot−OR

t
OR

t
× 100%, CV

E,t =
CV

Sum,t−CR,V
Sum,t

CR,V
Sum,t

× 100% and EOC,t =
EC,t+CV

E,t

2 × 100%. Here, Ot, OR
t ,

CV
Sum,t and CR,V

Sum,t are frame occupancy at iteration t with the proposed solution, frame occupancy

at iteration t under reference method, sum volume capacity at iteration t with the proposed so-

lution and sum volume capacity at iteration t under a reference method, respectively.

4.4.2 Communication in LB

In accessing UL radio channel and radio resource allocation, performance of the coordinated

QL-assisted S-ALOHA algorithm for numerous device distribution densities is given in Fig.

4.8. Convergence of the algorithm for weighted sum volume capacity values is shown in Fig.

4.8(a) where corresponding volume capacity values are given in Fig. 4.8(b). Here weighted

sum values are used as a performance measure for decision making in assigning time slots or

allocation of resources where values without weights are used as a performance measure for

the system. In addition, the difference between with and without prioritization scheme [140]

is a performance measure for the efficiency of the improved device and network coordination

assisted solutions suggested in this study. The results for device densities of 20, 60 and 100 (or

more) are investigated. Generally, sum volume capacity values are increased with the increase

of number of devices until the maximum number is reached. Channel access interference and

packet collisions are reduced due to two reasons. First reason is that the devices have to listen

to the broadcast message containing congestion report and other information before sending

access request messages. Second reason is that the channel access time slots are selected based

on the learning algorithm. Dee to these reasons, comparatively better or faster convergence
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is shown by the algorithm with device prioritization mechanism compared to the reference

method [140].

Performance of QL schemes with and without prioritization scheme for the cell is shown

in Fig. 4.9. Occupancy of the sub-frames or slots with λ = 0.1 is shown in Fig. 4.9(a). Fast

occupancy is indicated with the prioritization scheme at the early iterations. In the case of

100 or more (maximum number of devices), for the iterations 1-4, better frame occupancy

rates are shown for the algorithm with prioritized slot allocation mechanism compared to the

reference scheme [140] as 68.42%, 43.33%, 29.73% and 16.67%, respectively. Further, with

the prioritization scheme full channel occupancy is achieved with 50% less time or 200% faster

than regular scheme (i.e., 5 iterations with and 10 iterations without prioritization scheme).

Similar kind of behaviors are shown for the other device densities as well. This is a very

important characteristic when serving the devices with urgent or emergency data. Convergence

of those two coordinated QL schemes under different learning rates are shown in Fig. 4.9(b).

Faster convergence could be observed with the increase of learning rate giving evidence for

proper functionality and the implementation accuracy of the algorithms.

4.4.3 Communication in UB

Occupancy of the sub-frames or slots when number of devices are greater than the number

of available slots is shown in Fig. 4.10 under three duty cycle percentages 20%, 40% and

60%. For all these duty cycle percentages, curves with prioritization scheme coincide with

each other. Similarly, curves without prioritization scheme also coincide each other. However,

for all the duty cycle percentages there is a considerable time reduction in achieving 100%

frame occupancy for the schemes with prioritization schemes over the conventional method

[140]. In UB also, with the prioritization scheme full channel occupancy is achieved with 50%

less time or 200% faster than regular scheme (i.e., 5 iterations with and 10 iterations without

prioritization scheme). In addition, better frame occupancy rates are shown for the algorithm

with prioritized slot allocation mechanism compared to the regular algorithm [140] for the
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(a) Weighted sum volume capacity. (b) Sum volume capacity.

Figure 4.8: Convergence of throughput capacity with QL (λ = 0.1) under different device dis-
tributions with and without prioritized slot allocation mechanism: (a) Weighted sum-capacity
vs. iterations with three weighting factors. (b) Sum-capacity vs. iterations without weighting.

iterations 1-4 as 73%, 44%, 27% and 17%, respectively. These results are clear indicators of

the success of the device and network coordination assisted mechanisms used for this work.

Results for QL algorithm in UB under different duty cycle percentages are shown in Fig.

4.11. Here, it is considered that the number of devices are greater than available time slots.

Convergence of the plots for the weighted sum volume capacity values are shown in Fig.

4.11(a). It is indicated that when the device prioritization scheme is used, convergence is

achieved faster than regular occasions [140] while supporting QoS and other requirements of

the devices and the SC. Corresponding sum volume capacity plots are shown in Fig. 4.11(b)

which are the true performance indicators of the system.

Upon getting access to the BS, communication performance is further improved with ra-

dio resource management done through RBL principles assisted algorithm. This algorithm is

expected to better utilize opportunistically acquired radio resource in the UB. At the start, in

a given duty cycle about 10% of the resources are allocated for a single device instead of one
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(a) Frame occupancy. (b) QL algorithm.

Figure 4.9: Performance of the algorithm and convergence of QL scheme with and without
prioritized slot allocation mechanism: (a) Convergence of algorithms for different device dis-
tributions. (b) Convergence of QL algorithms for different λ values (Mb = 100).

Figure 4.10: Frame occupancy in the UB with for different duty cycle duration with and without
consideration of prioritization scheme.
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(a) Weighted sum volume capacity. (b) Sum volume capacity.

Figure 4.11: Convergence of throughput capacity in UB with QL algorithm is used to get
access for the communication channel under different duty cycle percentages with and without
prioritized slot allocation mechanism: (a) Weighted sum volume capacity vs. iterations with
two weighting factors. (b) Sum volume capacity vs. iterations without weighting.

slot. Subsequently, allocated time for each device and power are adjusted (remaining in the

same duty cycle) to get the sub-optimum sum volume capacity performance while utilizing

available radio resources in an efficient manner. Overall performance of this scheme for the

SC is shown in Fig. 4.12 under different duty cycle percentages. Convergence of the plots for

the weighted sum volume capacity values under different duty cycle percentages are shown in

Fig. 4.12(a) and corresponding sum volume capacity plots are shown in Fig. 4.12(b). In this

case also, true performance of the system is reflected with the sum volume capacity plots.

Both QL and RBL principles based schemes are capable of converging almost below 15

iterations while showing acceptable sum volume capacity values at the convergence. This is

a clear indication that the schemes are capable of being used for real-time operations in the

wireless communication systems very successfully.
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(a) Weighted sum volume capacity. (b) Sum volume capacity.

Figure 4.12: Convergence of throughput capacity in UB with RL under different band occu-
pancy levels: (a) Weighted sum volume capacity vs. iterations with two weighting factors. (b)
Sum volume capacity vs. iterations without weighting.

4.4.4 Coordination Efficiency of LB and UB Operations

Relative performance improvement of the device prioritization assisted QL algorithm com-

pared against reference QL algorithm is shown in Fig. 4.13. The device and network coordina-

tion assisted mechanism and the device prioritization scheme are the two main reasons behind

these impressive results. In this case, device and network coordination efficiency for LB and

the UB are given in Fig. 4.13(a) and Fig. 4.13(b), accordingly. Considering scenario of 100 de-

vices or more in the LB and all the scenarios in the UB, nearly 70% and over 75% coordination

efficiency values are shown with the solution suggested with this study at the initial iterations,

respectively. With both Ot and OR
t reaching to 100% over iterations, the difference

(
Ot − OR

t

)
becomes zero leading to have zero coordination efficiency over iterations. Corresponding, sum

volume capacity enhancement values for LB and the UB are given in Fig. 4.13(c) and Fig.

4.13(d), accordingly. In these cases also, nearly 70% and over 75% sum volume capacity en-
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(a) Coordination efficiency for the LB. (b) Coordination efficiency for the UB.

(c) Enhanced volume capacity in LB. (d) Enhanced volume capacity in UB.

Figure 4.13: Relative performance improvement in device access process at early iterations
due to coordination assisted mechanism, QL and device prioritization mechanism: (a) Device
and network coordination efficiency for LB (b) Device and network coordination efficiency for
UB (c) Sum volume capacity enhancement in LB (d) Sum volume capacity enhancement in
UB.
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hancement values are shown with the solution suggested with this study at the initial iterations

for the scenario with 100 devices or more in the LB and all the scenarios in the UB, respec-

tively. When it comes to sum volume capacity enhancement also, for the case of 100 devices or

more in the LB and for all the scenarios in the UB, approximately 70% and 75% performance

results are shown for the early iterations, accordingly. With both CV
Sum,t and CR,V

Sum,t reaching to

their sub-optimum values over iterations, the difference
(
CV

Sum,t −CR,V
Sum,t

)
is drastically reduced

leading to have very low sum volume capacity enhancement values over iterations.

Overall coordination efficiency with the proposed algorithm over reference method is shown

in Fig. 4.14 where values for the LB under different device densities is shown in Fig. 4.14(a)

and values for different duty cycle percentages are presented in Fig. 4.14(b). Approximately,

70% performance is shown for the cases of 100 devices (or more) in the LB and for all the duty

cycle scenarios of the UB. With drastic reduction of both EC,t and CV
E,t over iterations, the sum-

mation
(
EC,t +CV

E,t

)
is also reduced leading to have very low or near zero overall coordination

efficiency values over iterations.

4.4.5 Device and Network Coordination for Simultaneous Operation in

LB and UB

In order to get much better understanding on efficient utilization of opportunistically available

radio resources, performance of device and network coordination for simultaneous operation

of LB and UB is studied against that of the sequential operation. Overall sum volume capacity

of the BS in accessing and utilizing opportunistically available radio resources on LB and UB

sequentially and in parallel with and without device access prioritization scheme are shown

in Fig. 4.15. Always UB is accessed under the scenario of with 100 devices or more where

three duty cycle percentages 20%, 40% and 60% are considered for that. In Fig. 4.15(a), UB

is accessed once the LB is fully occupied. The device prioritization algorithm is capable of

allocating all the opportunistic radio resources in the LB during first 7 iterations for scenario

of device density of 100 or more. Then, the remaining devices are facilitated to access the
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(a) Overall performance in LB. (b) Overall performance in UB.

Figure 4.14: Overall coordination efficiency with of the proposed method over reference algo-
rithm: (a) Overall coordination efficiency vs. iterations in LB with different device densities.
(b) Overall coordination efficiency vs. iterations under different duty cycle percentages in UB.

opportunistically available radio resources in the UB where they are captured and allocated by

the same algorithm from iteration 8 to 13, until the convergence. Starting from iteration 14, for

all the duty cycle percentages RBL algorithm is used to optimize the radio resource utilization

efficiency. In summary, with and without prioritization mechanism, about 20 and 35 iterations

are spent to reach the final sub-optimum solutions, accordingly. As it is indicated in Fig.

4.15(b), in the case of device density is more than 100, for all the duty cycle percentages both

UB and LB are accessed in parallel. With the device prioritization algorithm, radio resources

in both bands are allocated within first 7 iterations. Starting from iteration 8, RBL algorithm is

used to optimize the radio resource utilization efficiency. About 11 and 20 iterations are used to

reach the sub-optimum solutions with and without device prioritization scheme, respectively.

Relative performance enhancement on device and network coordination related to parallel

access of LB and UB for the prioritized QL scheme against the regular reference method mea-

sured for the SC is given in Fig. 4.16. Device and network coordination efficiency is given in
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(a) LB and UB access is in sequntial manner.

(b) LB and UB access is in parallel manner.

Figure 4.15: Overall sum volume capacity performance measured at the BS with and without
device prioritization scheme: (a) UB is accessed when LB is fully occupied. (b) Both UB and
LB are simultaneously accessed.

Fig. 4.16(a) and sum volume capacity enhancement is given in Fig. 4.16(b). In both subplots,

performance values are over 70% at the start of the iterations and they begin to decline over
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(a) Coordination efficiency. (b) Sum volume capacity enhancement.

Figure 4.16: Performance measured for the SC when LB and UB are accessed in parallel: (a)
Device and network coordination efficiency for both bands (b) Sum volume capacity enhance-
ment for both bands.

iterations based on the same reasons given for the sequential band access scenarios.

Overall coordination efficiency for the 3D SC is given in Fig. 4.17. Overall coordination ef-

ficiency measured for the device prioritization scheme against conventional approach when LB

and UB are accessed in parallel is given in Fig. 4.17(a). Here also, performance values are over

70% at the beginning and start to fall due to the reasons explained under the sequential band

access scenarios. Then, overall coordination efficiency measured for LB and UB when they

are accessed in parallel with device prioritization against when they are accessed in sequential

manner using conventional method is presented in Fig. 4.17(b). For this, EC,t and CV
E,t are

defined considering sequential and parallel band utilization modes as EC,t =
OPara

t −OSeq
t

OSeq
t

× 100%

and CV
E,t =

C,Par,V
Sum,t −CSeq,V

Sum,t

CSeq,V
Sum,t

× 100%, accordingly. Here, OPara
t and OSeq

t are the occupancy values

measured in parallel and sequential band access modes with device prioritization, accordingly.

Then, C,Par,V
Sum,t and CSeq,V

Sum,t are the sum volume capacity values for the sequential and parallel band

utilization modes with device prioritization scheme, respectively.
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(a) Sequencial access. (b) Parallel access.

Figure 4.17: Overall coordination efficiency for the SC: (a) Measured for the device priori-
tization scheme against conventional approach when LB and UB are accessed in sequential
manner (b) Measured for LB and UB when they are accessed in parallel with device prioritiza-
tion compared to band sequential access.

In the case of sequential band access, radio resources in the UB remains unoccupied until

all resources in the LB are allocated. Due to this reason OPara
t increases in parallel to OSeq

t with

a significant gap until the LB resources are fully allocated where the behavior of C,Par,V
Sum,t and

CSeq,V
Sum,t pair is also the same. This has led to have constant and very high overall communica-

tion efficiency values approximately within first 7 iterations in Fig. 4.17(b). However, those

efficiency values start to fall sharply with the start of allocation of radio resources in the UB in

the reference or the sequential band access method after about iteration 7.

4.5 Chapter Summary

Device and Network coordination assisted mechanisms for opportunistic utilization of radio

resource in 3D SC HetNets were studied in this work. For that, approaches for fast resource al-

location and efficient resource utilization for the devices in dense wireless communication net-
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works are presented while meeting different requirements of the applications and the devices.

In this case, the problem of performance reduction due to negligence of different location-based

information, priority requirements of their data types, availability of LB for communication,

delays in radio resource allocation in a 3D network is addressed while satisfying the QoS re-

quirements of the devices. For this problem, QL and S-ALOHA principles based solution is

developed with the help of device and network coordination which is even capable of amelio-

rating the RACH congestion problem. Subsequently, a RBL algorithm is presented to utilize

UB radio resources in a very efficient manner. In all these solutions, location-specific and 3D

spatially distributed radio resources in LB and UB are utilized while recognizing their limited

and opportunistic availability for the devices in heavily congested device distributions. The

effectiveness and success of the study are shown with a set of an attractive results presented in

terms of several performance metrics including sum volume capacity and overall coordination

efficiency.



Chapter 5

Neighboring Station Coverage

Identification and Dynamic Resource

Utilization for 3D Cells in NR-U Networks

With the ongoing proliferation of wireless networks and the dramatic growth of data traffic, of-

floading cellular network traffic to UB enabled NR BSs becomes one of the critical alternatives

to address the radio resource constraint. Due to ongoing network densification and reduced

SC coverage, this solution can be further improved through efficient and dynamic utilization

of 3D spatially distributed common UB radio resources while deviating from current ineffi-

cient 2D concepts. For that, accurate 3D coverage information of nearby NR-U BSs is vital

information. The overall objective of this study is to better estimate the location-specific signal

or interference power values in a 3D SC due to operations of neighbor UB BSs enabling that

information to be used for efficient and dynamic radio resource utilization in the overlapped

3D coverage space. In the first part of this study, the problem of determining the receive signal

power at a given location due to a transmission done by a neighboring NR-U BS operated in

the 6 GHz band is addressed. As a solution, a deep regression neural network (DRNN) based

algorithm is introduced to predict the receive signal or interference power of a neighbor BS at

121
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a given location of a 3D SC, gaining the benefit of bypassing the complex path loss parameter

estimation process. In the second part of the study, the problem of efficient radio resource man-

agement is considered while dynamically utilizing the UB spectrum for NR-U transmissions.

For that, a collaborative double Q-learning (DQL) algorithm is introduced while exchanging

mutual cell radio information within the learning process and using the outcomes of the first

part of this study. In this case, under ideal, estimated and theoretical categories of predictions,

approximately 11%, 23% and 20% better performance results are shown by the DQL based ap-

proach over conventional QL based solutions, respectively. However, for the same categories,

approximately 59%, 212% and 67% faster algorithm convergence results are indicated by the

DQL based method over QL based solutions, accordingly. With the estimated path loss pa-

rameters, over 200% faster algorithm convergence is achieved by the DQL based method over

conventional solutions.

5.1 Introduction

Over the last few decades, there is a continuous and exponential increase in the density of

heterogeneous devices [124] operated under diverse operational and terrain conditions while

catering to numerous requirements of various applications. Consequently, it has become a pri-

mary design goal to facilitate flexible, intelligent, and self-healing communication systems that

are capable of providing joint communication, environment sensing and computing services

under extremely scarce radio resource conditions. Deployment of this type of communication

system may lead to a strategic and holistic paradigm shift toward more sophisticated future

wireless networks. In meeting the technical targets of upcoming 6G and beyond communica-

tion systems, data rates are to be significantly increased up to 4.3 Tb/s with latency reduction

up to submillisecond in serving prospective applications including high-fidelity holograms with

immersive reality, tactile/haptic based communications, and mission-critical applications [28].

This revolutionary shift may lead to excessive network densification while exerting tremendous



5.1. INTRODUCTION 123

pressure to utilize all available scarce radio resources, including UB, to meet the diverse QoS

requirements of the radio links in a much more efficient manner [162] than ever before.

Network densification together with migration to high frequency bands may dramatically

reduce the size of the wireless cells towards SCs [96] where those SCs can be served by NR-U

enabled BSs while facilitating ever-growing data traffic [163]. However, in a dense environ-

ment, it is highly possible that the radio resources in UB could also be very inefficiently utilized

with chaotic and abrupt transmissions resulting in very heavy interference. With the reduced

cell sizes, the third spatial dimension is also being considered for wireless coverage planning

leading to 3D SCs. At the same time, it is a necessity to consider spatially distributed radio

resources on a real-time basis for efficient radio resource utilization while minimizing differ-

ent types of interferences where coverage and radio resource management are two sides of the

same coin [102]. This situation has drawn the attention of the communication systems design-

ers who are working on upcoming versions of WiFi and NR systems to come up with efficient

solutions to manage UB radio resources through UB enabled BSs or NR-U BSs [164, 165].

Due to the site-specific deployment patterns, propagation characteristics and coverage sce-

narios, it is extremely challenging to manually set different optimum or sub-optimum parame-

ter values for all the BSs to maintain the best coverage for the devices while minimizing mutual

interference and utilizing radio resources efficiently. As a solution, autonomous and adaptive

systems are being developed to fulfill those requirements [101]. Through this improvement,

some of the adverse effects caused to the communication systems due to several changes in the

environment like rapid urbanization with high-rise buildings, increased use of flying devices

and continuous industrialization are successfully minimized.

Due to their versatility, ease of implementation and high performance, ML techniques have

attracted the interest of designers in almost all sectors of engineering, including wireless com-

munication [166]. For the NR-U deployment scenarios in this study, solutions are heavily sup-

ported by ML principles where the algorithms are expected to learn and extract knowledge by

interacting with the environment under complex environmental conditions. Even though there
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are many studies to estimate propagation parameters, interference and receive signal power,

only on very few occasions those objectives are achieved in an autonomous and intelligent

manner in 3D environments [70, 74]. On most occasions, satellite images are processed with

DCNNs to determine the characteristics of the terrains [70,74]. However, these approaches are

far away from reality, as the phenomenon of radio wave propagation is heavily dependent on

the medium of propagation and the propagation characteristics can only be effectively identi-

fied through observation of the waves traveling through a particular medium.

This work is mainly motivated by a number of technical problems and limitations in NR-U

deployment scenarios with 3D SCs. One of the main reasons for this is that many of the cur-

rent networks operated in UB have no proper coverage deployment plans, even in 2D space,

which has led to a situation with very high interference and inefficient radio resource utiliza-

tion. Increasing demand to utilize the third spatial dimension for proper coverage planning,

particularly for NR-U deployment scenarios to meet the requirements of future wireless net-

works is another key reason behind this study. Due to the scarcity of radio resources, it is vital

to consider the spatial distribution of opportunistically available radio resources and interfer-

ence in managing radio resources efficiently for dense 3D coverage deployment scenarios. The

second reason is the requirement of having radio information on neighboring BSs based on

observations that are free from influences caused by certain types of interferences and noise.

Receive signals and interference are highly affected by environments with spatially distributed

and unknown propagation characteristics. Moreover, most of the data that is important to

provide continuous NR-U coverage while efficiently managing the radio resources in a dense

environment with reduced interference to neighbouring SCs and good QoS [167] is changed

over time. Development of infrastructure facilities for future super-active (i.e., situation aware,

ultra-fast and proactive), deterministic, adaptive and intelligent communication systems and

networks [168] can be introduced as another main motivation behind this study.
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5.1.1 Technical Challenges

There is a number of technical challenges against solving the problem of determining the re-

ceive signal power at a given location due to a transmission by a neighboring BS or coverage

identification of neighbor stations while managing radio resources in a NR-U deployment sce-

nario efficiently. With the involvement of the third spatial dimension, several limitations are

also imposed on the applicability of conventional techniques and methods used in 2D deploy-

ments.

When considering some of the important challenges, the first challenge is the lack of knowl-

edge on 3D spatially distributed path loss parameters to estimate receive signal power or inter-

ference values in developing solutions for radio resource and interference management. Un-

evenly distributed device locations in 3D space are identified as the second challenge where

readings at desired locations are always preferred in certain conventional path loss estimation

and coverage prediction mechanisms. The third challenge is to increase the resolution or the

granularity of the readings and thereby increasing the accuracy of the solutions. In addition,

there are always some conventional challenges, including getting rid of the signal coming from

the serving BS when monitoring the neighbor stations and designing a network architecture to

facilitate operations related to data collection, data processing, resource allocation, communi-

cation and network control [27].

5.1.2 Proposed Solution

This study is developed with the overall objective of better estimation of location-specific signal

or interference power values in a 3D SC coverage space due to the operations of UB enabled

neighbor BSs. The main purpose of these estimations is to facilitate efficient and dynamic radio

resource utilization in an overlapped 3D coverage space. Discussions on the solutions to the

problems are initiated with a design for data gathering from overlapped NR-U coverage spaces.

In the collection of data, a set of communication devices connected to the serving BS that is in
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the overlapped volume is used. In this study, a DRNN [64,65,169,170] based approach is used

to predict the receive signal power or interference values at a given location while solving the

first problem. That is followed by a solution developed for the problem of dynamic spectrum

utilization and radio resource allocation using the principle of DQL with cooperative learning.

Even though access to a NR-U enabled network can be managed by channel access schemes

like LAA [17] or LBT [147], still there is no mechanism to identify the distribution of radio

information including the coverage and provide a situation and environment aware proactive

solution. In this case, it is very important to establish mechanisms to utilize radio resources

very efficiently, even after acquiring them through a channel access mechanism in UB in a

chaotic and abrupt transmission environment.

There are several advantages in using ML techniques to solve a problem. First, they are

capable of outperforming conventional signal processing techniques even under complex con-

ditions and constraints. Secondly, deep learning and reinforcement learning techniques are

with fast prediction and convergence properties, accordingly while giving sub-optimum solu-

tions with acceptable accuracy. The third advantage is, in general, ANN and other supervised

learning methods are outperformed by deep learning techniques [63] provided that sufficient

amounts of data, training time and processing power are available. However, DQL has the

advantage of being operated on a real-time basis without prior training data [171]. As a whole,

these solutions are with the general advantage of having backward and forward compatibil-

ity with existing and near future networks, systems, protocols and their performance aspects.

Especially they can be well-matched with intelligent and autonomous concepts.

The way that the location-specific parameters are used for the coverage predictions is the

main difference between the recent coverage prediction techniques presented for 3D SCs in

LB [15] and the solutions discussed in this work. In the previous approaches [15], location-

specific path loss parameters are used for the coverage predictions where the same outcomes are

achieved without estimation of path loss parameters in the ML based solutions discussed in this

study. In addition, the availability of device clusters together with different data collection and
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processing mechanisms is a requirement for some of the solutions in the previous study [15].

In this study, a set of the most appropriate solutions is discussed for some of the problems

and challenges identified in designing the UB operations of NR-U enabled 3D SCs [15]. The

solutions become most appropriate as: 1. DNN based solutions are highly compatible with

the future radio transceiver architectures or the upcoming integrated neural processing units

for communication [66], 2. they facilitate proactive, intelligent, situation aware, environment

aware and adaptive systems and networks, 3. they are convenient to deploy with no model

selection, no model customization or no generalization to the coverage volumes (i.e., self-

configurable solutions suitable for coverage volumes with multiple cells).

5.1.3 Technical Contributions

Within this study, much attention is paid to coverage identification of neighbor 3D NR-U BSs

and post-channel access radio resource management related problems in UB. The contributions

of this study are summarized as:

• To address the problem of estimation of location-specific receive signal or interference

power values of a 3D NR-U enabled neighbor BSs operated in UB, a DRNN based

solution is presented. Some of the challenges faced by conventional solutions like having

knowledge of a suitable propagation model, estimation of path loss parameters for that,

taking readings at desired locations for the path loss parameters and performing these

operations on a real-time basis are mitigated with this approach. With this solution, at a

point of 12 m towards transmit BS from the monitoring BS, 17% better performance for

receive power estimation is shown compared to conventional theoretical calculations.

• To solve the problem of inefficient utilization of UB radio resources in the overlapped ar-

eas of 3D SCs, a DQL principle assisted collaborative learning algorithm is introduced.

Subsequently, a performance metric is also established to quantify the strength of the

collaborations. Several challenges like neighbor cell interference management and uti-
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lization of mutual information for collaborative learning in real-time operations under

complex environmental conditions are addressed with this solution. With the estimated

interference values, about 23% better sum volume capacity values and over 200% faster

algorithm convergence are achieved over the QL based scheme at the end of 200 itera-

tions.

• To overcome the challenges related to the management of radio information from 3D

SCs for training the neural networks, subsequent real-time operation and elimination of

inaccuracies associated with readings taken through opportunistic observations, a sup-

porting algorithm is discussed for the training and utilization of DRNNs. Furthermore,

a simple data preprocessing stage is also included in the same algorithm to reduce both

impulse noise (IN) and AWGN noise.

• To facilitate 3D NR-U coverage deployment scenarios, smooth flow of data and informa-

tion, data processing, resource management, real-time operations, network control and

convenient implementation of solutions, a network architecture of a 3D cellular network

containing NR-U BSs and devices is also discussed.

5.2 Network Architecture and Problem Formulation

A layout of a primary 3D NR-U SC that is heavily overlapped with a similar neighbor cell is

considered in Fig. 5.1. This can be considered as the network architecture of the 3D network

as well. Both primary and the neighbor SCs are approximately equal in size and they are

with randomly dropped devices served through UB radio links. However, only the devices in

the overlapped coverage region are considered in this study and they are capable of receiving

signals from both BSs. In the common coverage space, belongs to each SC, there are randomly

dropped M devices indexed with m, m ∈ M, M = {1, 2, 3, . . . ,m, . . . ,M} where M can be a

specific number for each cell. UB interference power values due to the transmission done by

the neighbor BS and the own location information are opportunistically reported to the serving
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Figure 5.1: Network architecture of 3D network containing NR-U capable primary and neigh-
bor BS with their device distributions.

BS by the devices. Moreover, UB interference is continuously monitored by the serving BS

as well. Locations of the transmit antennas of the BSs are considered as the origins of the

Cartesian coordinate systems of the 3D SCs.

5.2.1 Overview on Network Architecture

The network architecture of the 3D network is designed to facilitate three main functions in

supporting this study namely, data gathering, data processing and information utilization. Here,

a 3D network refers to a cellular network containing 3D SCs with NR-U enabled BSs. In

certain occasions, 3D service coverage of a BS in UB is introduced as a 3D coverage volume

that is equal in size and shape to a 3D SC [15]. Functions related to the cellular network

operated on the LB are not discussed in this architecture. In this study, work related to data

gathering, storage and processing is introduced as data management and the operations related

to processed radio data or information are named as radio information management.

When briefing the operations supported by the network architecture of a 3D network shown
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in Fig. 5.1, radio data like RSP, SINR, interference and location information are collected at

the devices through opportunistic observations and passed to the BS. For observation of a

neighbor BS coverage, DL signal or the interference from that station is used. Intermediate

data preprocessing and radio resource management operations can be done at the BSs. BSs are

expected to manage the 3D coordinate systems for their own service areas as well. To construct

own 3D coverage maps, data gathered by own devices is normally processed at the BSs instead

of being passed to the cloud. From the BSs, necessary data and information are passed to the

cloud through the backhaul link. Similarly, information needed for DL transmission, resource

management and other network operations is passed to the BS through the same link.

As shown in Fig. 5.1, the cloud is used for network management, information management,

data processing and data storage functionalities. If the BSs are from different networks, sepa-

rate clouds are used as indicated by the dashed black lines. If they are from the same network,

a common cloud can be used as shown by the solid black line. Either at the cloud or BSs, data

is processed using different intelligent algorithms and techniques to achieve the objectives. If

there are two networks, certain data and information related to the collaborative learning pro-

cess, neighbor BSs and interference management are exchanged between the two networks and

subsequently among the BSs. Each BS is capable of gathering radio data by observing the UB

transmit signals of the neighbor BSs. That information is also exchanged among relevant BSs.

Information like RSP (or interference) from DLs of neighbor NR-U BSs is stored and utilized

at the observing BSs and the cloud for learning algorithms and other objectives like radio re-

source management. However, from the perspective of latency, the cloud is the best location to

store common data needed for real-time radio resource management functionalities.

There are two additional advantages to this network architecture due to the mitigation of

two drawbacks associated with conventional techniques. The first drawback is the difficul-

ties and costs (in terms of capital and labor) associated with the deployment of measurement

devices all over the cell to take readings amid access restrictions in certain locations. The

second shortcoming is the network overhead and costs of using a dedicated channel or frames
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for the data collection process. These drawbacks are mitigated with opportunistic reading and

reporting of data using available devices and network resources in an autonomous manner.

In this way, even location access restrictions can be avoided. Since data is collected using

more than one device in the coverage volume with more than one reading from each device,

device-specific inaccuracies can also be avoided.

5.2.2 Problem Formulation

There are two main parts to the research problem namely, neighbor BS coverage identification

and efficient radio resource allocation for dynamic spectrum utilization. Furthermore, discov-

ered radio information from the first part of the problem is to be used to find the solutions for

the subsequent part of the study.

Neighbor Base Station Coverage Identification

In the first part of this study, the problem of estimation of location-specific and dynamically

changing receive power values due to a transmission from a BS in a neighbor 3D SC is ad-

dressed. In other words, the problem of estimation of coverage of a neighbor 3D SC on a

real-time basis under dynamic conditions is investigated. Consideration of NR-U deployments

in UB is of significant importance as communication could be disturbed by chaotic and abrupt

transmissions as all the transmitters don’t follow disciplined access principles like LBT [147]

or don’t listen to the nearby transmissions. The purpose of solving this problem is to use that

information for radio resource management and coverage prediction including dynamic utiliza-

tion of spectrum among both cells through individual cell radio resource allocation. This work

also leads to efficient interference management operations where location-specific, spatially

distributed RSP values can be used for that on a real-time basis.

The transmit signal of a neighbor NR-U station can be sensed by the devices in the over-

lapped coverage volume and the primary NR-U station. Other than the known interference,

practical wireless communication channels are contaminated by location related IN or un-



132CHAPTER 5. NEIGHBORING STATION COVERAGE IDENTIFICATION FOR 3D NR-U CELLS

known interference [172, 173] as well. The strength and the occurrence or contamination

possibility of IN are very high in the UB. Then, the observed receive or interference signal

from the neighbor NR-U station with observations done by a receiver at (x, y, z) at time t from

transmit frame n, yn
(x,y,z)[t], with AWGN η [t], η [t] ∼ Nc

(
0, σ2

)
and IN i(x,y,z), i(x,y,z) ∼ Nc

(
0, σ2

i

)
is given as yn

(x,y,z)[t] =
√

p′h′nx′[t] +
√

phnx[t] + i(x,y,z,n) + ηn. x[t], x′[t], p and p′ are the trans-

mit symbol from the neighbor NR-U station, transmit symbol from the serving NR-U station,

transmit power of the neighbor NR-U station and transmit power of the serving NR-U sta-

tion, accordingly. hn and h′n are the channel coefficients for the radio links from neighbor and

serving stations in a UMi open squire (OS) NLOS environment [18, 20], accordingly. Since

E
[
x[t]2

]
= E

[
x′[t]2

]
= 1, the receive signal power of a symbol from frame n, observed by a

receiver at (x, y, z) is given as

pn
R(x,y,z) =

∣∣∣yn
(x,y,z)[t]

∣∣∣2 = p′
∣∣∣h′n∣∣∣2 + p |hn|

2 + i2
(x,y,z,n) + η

2
n. (5.1)

To identify neighbor NR-U station coverage, In
R(x,y,z) at a given location is to be discovered

or predicted.

When facing the conventional challenge of avoiding the signals transmitted by the serving

BS, two mechanisms could be used viz. taking opportunistic readings by opportunistically

available devices when the serving BS is not transmitting and applying an interference can-

cellation scheme [174] for the primary signal. However, by considering the convenience of

implementation and energy efficiency, it is decided to take opportunistic readings to collect

training data at the expense of time. Then the receive signals without signals from own BS

In
R(x,y,z) is given as,

In
R(x,y,z) =

∣∣∣yn
(x,y,z)[t]

∣∣∣2 = p |hn|
2 + i2

(x,y,z,n) + η
2
n. (5.2)

To beat the long-established challenge of removal of some of the other interruptions like IN
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or unknown ad-hoc interference and noise from the desired neighbor station signals, a signal

preprocessing stage is employed.

Since IN and AWGN are uncorrelated, considering a sufficiently large number of frames

N, 1
N

∑N
n=1 i2

(x,y,z,n) + η
2
n = pσiσ

2
i + σ

2 = σ2
Sum where pσi is the occurrence probability of IN in a

given time instance [173]. When σ2
Sum is known, it can be deducted from the averaged observe

signal to get the signal with reduced influences from noise as, IR(x,y,z) =
1
N

∑N
n=1 In

R(x,y,z) − σ
2
Sum.

This preprocessing stage is very important, particularly when a overlapped coverage volume is

served by several NR-U transmissions in parallel disregarding LBT type access schemes [147].

Duty cycle based DL channel access mechanisms [132] are typical examples for them.

Efficient 3D Radio Resource Allocation and Dynamic Spectrum Utilization

In the second stage of the study, the problem of efficient radio resource allocation for dynamic

spectrum utilization is addressed. The main reasons to address this problem are to eliminate

the latency due to information exchange (i.e., receive power, interference or signal-to-noise

ratio (SNR) values) among neighbor stations while maintaining device cooperation for other

purposes like cooperative learning. In this case, an optimization problem is formulated to

maximize the sum volume capacity Cv
Sum of the small cell for efficient utilization of radio

resources under a set of constraints as:

maximize
psm,b , fm,b

Cv
Sum =

2∑
b=1

M∑
m=1

Cv
(m,b) (5.3a)

subject to Im,b, Ib ≤ ITh, ∀m ∈ M,∀b ∈ {1, 2} (5.3b)

psm,b ≥ pmin, ∀m ∈ M,∀b ∈ {1, 2} (5.3c)

psm,b ≤ pmax, ∀m ∈ M,∀b ∈ {1, 2} (5.3d)

Cv
(m,b) ≥ Cv

min, ∀m ∈ M,∀b ∈ {1, 2} (5.3e)

fm,b ≥ fmin, ∀m ∈ M,∀b ∈ {1, 2} (5.3f)

fm,b ≤ fmax, ∀m ∈ M,∀b ∈ {1, 2} (5.3g)
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where, Im,b, Ib and ITh are the total interference felt by device m served by NR-U BS b, total in-

terference sensed by NR-U BS b and the interference threshold, respectively. The relationship

between them is sown by (5.3b). sm,b, sm,b ∈ S, S =
{
s1, s2, s3, . . . , s|P|

}
, is the power control

step for device m served by NR-U BS b leading to have transmit power psm,b , psm,b ∈ P and with

transmit power value set P, P = {p1, p2, p3, . . . , pmax}. pmin and pmax are the minimum and

maximum transmit power values where they are related to psm,b as in (5.3c) and (5.3d), accord-

ingly. fm,b is the number of subcarriers allocated for device m served by BS b. fmin and fmax are

the minimum and maximum limits for fb,m, accordingly. Their relationships to fb,m are estab-

lished by (5.3f) and (5.3g), respectively. Cv
(m,b) is the volume capacity for the device m in NR-U

BS b and Cv
min is the minimum volume capacity needed to maintain the QoS requirements as

indicated by (5.3e). Here, volume capacity is defined as the throughput capacity that can be

achieved for a unit volume of a cell and calculated as Cv
(m,b) =

C(m,b)

πR3
b
=

∑ fm,b
f=1 w f

πR3
b

log2

(
1 + SINR f

)
where C(m,b), w f and Rb are the throughput capacity of device m served by BS b, subcarrier

bandwidth and the radius of the cell, respectively. SINR value on subcarrier f , SINR f , is given

as SINR f =
pn

R(x,y,z)

In
R(x,y,z)

.

5.3 Intelligent 3D Neighbor SC Coverage Identification and

Efficient Radio Resource Allocation

Solutions to the problems are derived from two main branches. One is aimed at the problem of

neighbor NR-U BS coverage identification and the other is on efficient radio resource allocation

and dynamic spectrum utilization. The outcomes of the first part are effectively used for the

second part as well.

5.3.1 Neighbor BS Coverage Identification with Deep-Learning

For the first problem definition, a learning based solution is presented using the principles of

DRNN [64, 65, 169] to achieve the objective of finding and prediction of coverage (i.e, receive
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signal and interference powers) at a given location at a neighbor 3D NR-U coverage volume

in real-time with receive signal observations. In this approach, no propagation characteristics

are needed to predict a receive signal or interference power value where the third challenge is

also easily mitigated. In addition, with this solution, the second challenge is also successfully

addressed as there is no requirement to have readings taken at a particular location in a given

volume similar to conventional measurements-based approaches.

Utilization of discovered radio information for efficient radio resource management is the

main purpose of finding it. The primary reason to select a DNN based approach over other

ML techniques is that, in the long run, DNN can outperform most of the conventional ML

techniques, provided that a sufficient amount of data is available [63]. In addition, the DRNN

method is well compatible with the linearity properties of the transmit and receive power val-

ues while supporting regression type input-output relationships. Widely used DCNN based

solutions are much more suitable for solving problems with image processing [70,74] and they

are not going to be the best solutions for this study.

This solution is with several advantages as well. Since DNNs can be centrally implemented,

most probably at a BS, subsequently estimated receive power or interference values related to

different locations could be obtained with low or no communication latency, provided that they

are used by different algorithms at the same BS. Further, as receive power or interference

could be directly obtained, all the work related to the estimation of path loss parameters can be

eliminated saving computational resources and energy. The solution becomes more effective

than conventional methods used to determine receive power or interference values as no prede-

fined path loss models, including propagation parameters are required to be assumed or known

to estimate the receive signal values. Since training data can be collected over a long period

of time, inaccuracies caused by the dynamism of the environment and the device deployment

scenarios are also successfully beaten.
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Figure 5.2: Layout of a 3D coverage volume with neighbor BS monitoring devices and one of
the cubic volume containing a DNN.

Layout Preparation

A DNN may become overly generalized if data from all over the cell is used to train it. This

is due to the influence of the data collected from different locations in the coverage volume

containing different properties. Even within the volume considered, there is a possibility of

having a considerably large diversity in data due to different types of reflection and scattering

surfaces [175]. This technical problem and the first challenge are overcome by dividing 3D

coverage into cubic volumes as indicated in Fig. 5.2 for DNN network training and utilization

purposes while facilitating the use of a single DNN for each cube. This may lead to more

accurate location-specific predictions.

DRNN Model

The model developed for prediction of the interference or receive power from a neighbor NR-U

capable BS using the principles of DRNN [64,65,169] is shown in Fig. 5.3. In this supervised

learning model, labeled data is used after pre-processing and normalization stages. The data

includes the location coordinates of the observation device with respect to the transmitter, dis-

tance to the transmitter, transmit power and observed interference power from the neighbor



5.3. INTELLIGENT 3D NEIGHBOR SC COVERAGE IDENTIFICATION AND EFFICIENT RADIO RESOURCE ALLOCATION 137

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Start 

End 

Input layer 

 

Initialization of RDNN 

Training 

Save model 

Output 

layer 

Hidden layers, 

activation functions 

Data gathering 

Data pre-processing 

Normalization 

Training data Validation data 

Validation/Error calculation 

RDNN training 

Figure 5.3: Block diagram for the DRNN network for the network training process.

NR-U BS. A segment of randomly selected data is used for validation as well. Hyperparam-

eters of the DNN are determined based on the random parameter optimization method [176]

and Rectified Linear Unit (ReLU) function [177] is used as the activation function. In the case

of location prediction, a procedure developed based on the principles of multi-output regres-

sion [178] is used. One complete DRNN for each cube is implemented and the dynamism

of the devices and the environment could be captured by periodically training the networks.

The whole process of data gathering, DNN training and value prediction, including the data

update cycle is given in Algorithm 11. For that, cubic volumes Vc operated over total time of

Tw is used. However, if the mean square error for validation MSEv is grater than the thresh-

old MSETh, the model belongs to cubic volume vc trained at time window tw, c, DRNNtw,c, is

replaced with previously trained model DRNNtw−1,c.
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Algorithm 11: Algorithm for Training and Utilization of DRNNs

1: Initialization
2: Initial data gathering
3: for tw = 1, 2, 3, . . .Tw do
4: for c = 1, 2, 3, ...,Vc do
5: Data gathering through opportunistic observations
6: Data pre-preprocessing and normalization
7: Addition of new data to the data base
8: Data separation for training and validation
9: Initialization of DRNNtw,c

10: Training DRNNtw,c.
11: Model validation
12: if MSEv ≤ MSETh then
13: Save the DRNNtw,c

14: else
15: Replace DRNNtw,c ← DRNNtw−1,c
16: end
17: Removal of oldest data of volume vc from the database
18: end
19: Use DRNNtw,c ∀vc ∈ {1, 2, 3, ...,Vc} for prediction of interference ÎR(x,y,z).
20: end

5.3.2 DQL Based 3D Radio Resource Allocation and Dynamic Spectrum

Utilization

Utilization of the radio spectrum in a dynamic manner through an efficient 3D radio resource

allocation mechanism is the main objective of the second part of the problem. However, the

processes of channel access in UB are not considered in this study. It is assumed that all the

participating NR-U capable BSs (i.e., primary and neighbor) have already acquired necessary

UB spectrum for DL transmissions through duty cycle based [132] or any other spectrum ac-

cess mechanisms [179] used in UB. Then, a solution is developed to reduce the inference for

the devices served by the neighbor NR-U BSs while increasing the efficient utilization of the

spectrum. Interference management is achieved through a systematic management of 3D radio

resources, namely transmit power values, time and number of subcarriers at the serving NR-U

BSs accounting for estimated mutual interference at the locations of the devices as well as the

BSs. In this case, the principle of DQL [171] are used to develop an algorithm to collaboratively
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learn the most suitable radio resource allocation for both serving NR-U BSs. Furthermore, ϵ

greedy policy is employed [59,171] for the algorithm. The reason and purpose of the selection

of the greedy policy are to ensure that all the state/action pairs are explored as the number of

iterations goes to infinity. Mutual interference is estimated much more accurately using the

DRNN based approach presented in the first part of this study for the overlapped cell coverage

area. Subsequently, those values are used to calculate the volume capacity values as well.

Some of the advantages associated with the DQL schemes [171] over conventional QL

based algorithms [57] is the main reason to develop a DQL based solution for this problem.

Generally, fast convergence with less training are shown by DQL based schemes than QL

based algorithms. In addition, particularly in this study, a collaborative learning process with

a nearby device can be established while reducing intense competition among devices for the

radio resources through situation awareness. Intense competition in QL based solutions can

degrade overall system performance due to two reasons. The first one is excessive acquisition

of radio resources by one device leaving less resources for the other devices. The second reason

is undue interference generated by some devices.

In this solution, device cooperation for the learning process is achieved by mutually ex-

changing and updating the Q-function values between two nearby devices served by each NR-U

BS. In this case, devices are paired only for algorithm training purposes. Here onward, index m

is changed from random to two mutually nearby devices. Considering two NR-U BSs, the de-

vice pair is indexed as (m, b), m ∈ M, b ∈ {1, 2}. That means, two devices indexed as (m, 1) and

(m, 2) are considered to be in the close vicinity of the overlapped coverage volume and paired

for algorithm learning while being served by BS 1 and 2, respectively. Furthermore, there is a

possibility that the locations of both devices may have the same 3D path loss values for infor-

mation signals and interference from the BSs where an information signal from one device is

the interference for the other device and vice versa. However, to avoid excessive complexity,

one device is paired with only one other device. This method is highly capable of overcoming

the technical challenges of the limited time available for training, dynamic environments and
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collection of data for training during real-time operations. In addition, this approach is highly

effective not only due to the aforementioned properties but also due to its inherent capacity to

enhance the learning experience through the exchange of training information between device

pairs while converging fast to sub-optimal solutions.

This model-free DQL algorithm is designed considering the agent-environment relationship

with the action-reward function given by a Q-table [57] described by a MDP. In this MDP,

at each time-step, an action k ∈ KA is taken by an agent in state i trying to maximize own

reward at time t given by rt and reaching the next state i′, {i, i′} ∈ IS, under a certain transition

probability. IS and KA are the sets of states and actions, accordingly. Considering the Q-

function Qπ(i, k) in QL [57], the optimum Q-function is given as Q∗(i, k) = max
π

Q(i, k) for a

certain policy π and state-action pair {i, k}. The action is selected based on the highest Q-

value given as π(i) = arg max
k

Q(i, k). When DQL [171] is considered, two value functions are

updated using separate experiences as Q(m,b)
t+1 (i, k), b ∈ {1, 2}, for the iteration or time t + 1 as

Q(m,1)
t+1 (i, k)← (1 − λ(i, k))Q(m,1)

t (i, k) + λ(i, k)
{

rt + γQ
(m,2)
t

(
i′, arg max

k′
Q(m,1)

t+1
(
i, k′

))}
(5.4)

Q(m,2)
t+1 (i, k)← (1 − λ(i, k))Q(m,2)

t (i, k) + λ(i, k)
{

rt + γQ
(m,1)
t

(
i′, arg max

k′
Q(m,2)

t+1
(
i, k′

))}
(5.5)

where λ, {i′, k′} and γ are the learning rate, next state-action pair and the discount factor, re-

spectively.

Definitions for Actions, States and Cost

The state action pair for the Q-functions of device (m, b) at time t is introduced as
{
j(m,b)
t , sm,b

}
.

Then, the definitions for the action set, states and cost for the learning algorithm are given as

• Action: Action set is S =
{
s1, s2, s3, . . . , s|P|

}
.
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• State:

J =



1, Cn,v
(m,b) < 0.1

2, 0.1 ≤ Cn,v
(m,b) < 0.2

3, 0.2 ≤ Cn,v
(m,b) < 0.3

4, 0.3 ≤ Cn,v
(m,b) < 0.4

5, 0.4 ≤ Cn,v
(m,b) < 0.5

6, 0.5 ≤ Cn,v
(m,b) < 0.6

7, 0.6 ≤ Cn,v
(m,b) < 0.7

8, 0.7 ≤ Cn,v
(m,b) < 0.8

9, 0.8 ≤ Cn,v
(m,b) < 0.9

10, 0.9 ≤ Cn,v
(m,b)

(5.6)

• Cost: Cn,v
(m,b) =

Cv
(m,b)

Cv,max
(m,b)

Where Cn,v
(m,b) and Cn, max

(m,b) are the normalized volume capacity for device m served by BS in the

SC b and the maximum average volume capacity for the same cell.

In applying DQL, each device in pair (m, b), m ∈ M, b ∈ {1, 2}, is allowed to select transmit

power value pm,b, m ∈ M, b ∈ {1, 2} independently. At the end of transmit times allocated for

the devices in that pair, the Q-values of them are updated using (5.7) and (5.8).

Q(m,1)
t+1

(
j(m,1)
t , sm,1

)
← (1 − λ)Q(m,1)

t

(
j(m,1)
t , sm,1

)
. + λ

{
Cn,v

(m,1) + γQ
(m,2)
t

(
j(m′,1)
t+1 , arg max

s′
Q(m,1)

t+1

(
j(m′,1)
t+1 , s

′
))}

(5.7)

Q(m,2)
t+1

(
j(m,2)
t , sm,2

)
← (1 − λ)Q(m,2)

t

(
j(m,2)
t , sm,2,

)
. + λ

{
Cn,v

(m,2) + γQ
(m,1)
t

(
j(m′,2)
t+1 , arg max

s′
Q(m,2)

t+1

(
j(m′,2)
t+1 , s

′
))}

(5.8)
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Policies for Interference Management and Subcarrier Allocation

In a case of
{
Im,b, Ib

}
≥ ITh and

{
Cv

(m,b),C
v,Pr
(m,b)

}
≥ Cv

min transmit power step of the neighbor device

is reduced as
(
sm,b ← sm,b − 1

)
leading to have a power reduction as psm,b ← p(sm,b−1). Cv,Pr

(m,b) is

the precalculated capacity of the device after subcarrier adjustment. Cv,Pr
(m,b) is calculated with an

already trained DNN designed to give 3D location-specific receive power values.

At the start, all the devices are allocated with at least the minimum number of subcarriers

as fb,m ≥ fmin. If
{
IPr
m,b, I

Pr
b

}
< ITh and fb,m < fmax number of subcarriers for a device is increased

by one as
(
fm,b ← fm,b + 1

)
where IPr

m,b and IPr
b are the precalculated values for the interference at

device (m, b) and the interference at the observing BS, respectively. IPr
m,b and IPr

b are determined

using an already trained DNN designed to give 3D location-specific receive power values.

However, if
{
Im,b, Ib

}
≥ ITh and fb,m > fmin, the number of subcarriers for that device is decreased

by one as
(
fm,b ← fm,b − 1

)
. Dynamic vs fixed utilization of spectrum in terms of subcarrier

allocation for DL of a mobile radio channel is shown by Fig. 5.4.

After Q-function is updated with the cost Cn
(m,b) received for the current state action pair,{

j(m,b)
t , sm,b

}
, j(m,b)

t ∈ J and sm,b ∈ S, a new action is to be selected for the next state. For that

greedy policy [59, 171] is used while considering exploration purposes. In this case, if a gen-

erated random number r, r ∼ U(0, 1) is with the property r < ϵ, an random action is selected

as sm,b ∈ U (1, |pmax|). Otherwise action is selected as psm,b , sm,b = arg max
s′

Q(m,b)
t+1

(
j(m,b)
t , s′

)
. This

DQL based algorithm is summarized in Algorithm 12.

Contribution from Collaboration

In order to analyze and quantify the impact of the collaborative learning process against the

conventional processes, a separate performance metric is defined using the values available in

the Q-tables. Performance metrics used to evaluate the system output are not used for that due

to two main reasons. The first reason is that system performance can be influenced by other

factors other than device collaborations. The second reason is that collaborations take place by

exchanging the values in the Q-tables.
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Figure 5.4: Utilization of the spectrum for different devices considering a DL serving to four
devices: (a) Fixed utilization (b) Dynamic utilization

Algorithm 12: Algorithm for Dynamic Spectrum Utilization and Radio Resource Allocation

1: Initialization
2: Set, sm,b ∈ U (1, |pmax|), fm,b = fmin and ITh Cv,max

(m,b) , ∀m ∈ M, ∀b ∈ {1, 2}.
3: for t = 1, 2, 3, . . . ,T do
4: for m = 1, 2, 3, ...,M do
5: for b = 1, 2 do
6: Execute psm,b , update (5.7) or (5.8).
7: if (5.3b) and

{
Cv

(m,b),C
v,Pr
(m,b)

}
≥ Cv

min then
8: Update,

(
sm,b ← sm,b − 1

)
, psm,b

9: if (5.3f) then
10: Update,

(
fm,b ← fm,b − 1

)
11: end
12: else
13: Generate a random number r, r ∼ U(0, 1)
14: if (r < ϵ) then
15: Set, sm,b ∈ U (1, |pmax|), psm,b

16: else
17: Set, sm,b = arg max

s′
Q(m,b)

t+1

(
j(m,b)
t , s′

)
, psm,b

18: end
19: if (5.3g) and

{
IPr
m,b, I

Pr
b

}
≥ ITh then

20: Update,
(
fm,b ← fm,b + 1

)
21: end
22: end
23: end
24: end
25: end



144CHAPTER 5. NEIGHBORING STATION COVERAGE IDENTIFICATION FOR 3D NR-U CELLS

Considering the Q-tables, let Q(m,m′)
t

(
j(m,m′)
t , sm,m′

)
and Q(m,m′)′

t

(
j(m,m′)
t , sm,m′

)
be the Q-values

for the device m′ of collaborating device pair m with and without collaboration or exchanging

the Q-values, accordingly. In this case, collaboration contribution C(C,m′)
(t,m) of a device m′ at

iteration t is measured as,

C(C,m′)
(t,m) =

∣∣∣∣Q(m,m′)
t

(
j(m,m′)
t , sm,m′

)
− Q(m,m′)′

t

(
j(m,m′)
t , sm,m′

)∣∣∣∣ . (5.9)

Here, Q(m,m′)′
t

(
j(m,m′)
t , sm,m′

)
is selected from an already trained reference Q-tables of a conven-

tional QL or DQL algorithms. Then the overall collaboration contribution CC
(t,m) for the device

pairs at iteration t is given as

CC
(t,m) =

1
2M

M∑
m=1

2∑
m′=1

C(C,m′)
(t,m) . (5.10)

5.4 Simulation Results

Two overlapped 3D NR-U SCs are considered and each cell is approximately similar in size

with a 20 m in radius. NR-U BSs are in the centers of them. In addition, the centers of the

SCs are 20 m away from each other and approximately on the same horizontal plane. In the

overlapped space, there is a set of randomly dropped devices (a random number between 40

and 160) served by each NR-U BS in the DL operated in the 6 GHz frequency band. For the

device deployments, path loss parameters are randomly selected within a set of ranges. These

ranges and the rest of the simulation parameters for the deployment operated in a UMi OS

NLOS environment [18, 20] are given in Table 5.1 where simulated data is used to model the

device deployment scenarios.

In real life, the path loss is identified as a location-specific property rather than conventional

site-specific models [15]. In addition, based on a particular environment, parameter values of

a path loss model can vary dynamically over time subject to a certain range. In this case, to

be more realistic, dynamic parameters are used for the path loss model for a given location.
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Table 5.1: Simulation parameters for the 3D NR-U deployment in a UMi OS NLOS environ-
ment.

Parameter Value 

Propagation parameter, 𝛼 2.4 

Propagation parameter, 𝛽(𝑥,𝑦,𝑧) 3.96 ≤ 𝛽(𝑥,𝑦,𝑧) ≤ 4.84 

Propagation parameter, 𝜉(𝑥,𝑦,𝑧) 𝜉(𝑥,𝑦,𝑧)~𝒩(0, 𝜎𝑃𝐿
2 ) 

Parameter, 𝛾𝑓 1.9 

Parameter, 𝜎𝑃𝐿 7.8 

Maximum transmit power 28 dBm 

Minimum transmit powers 2.8 dBm 

Power control steps 10 

The threshold power for 𝑃𝐸 -80 dBm 

Interference threshold, 𝐼𝑇ℎ -100 dBm/Hz 

Variance for channel coefficient, 𝜎ℎ
2 0.5 

Variance for AWGN, 𝜎2  -120 dBm/Hz 

Variance for IN, 𝜎𝑖
2 10 𝜎2 

Occurrence probability of IN, 𝑝𝜎𝑖
 0.001 

 

Furthermore, the relationship between those parameter values at a given location and those of

nearby devices are also taken into account. Most of the time, there shouldn’t be a significant

change in those path loss parameters at a given location compared to the parameter values at

the locations of the nearby devices. The path loss model used in this study, the process of

modeling the location-specific path loss parameters, their behavior based on a given location

and their evolution over time are explained in APPENDIX A.

Each frame is confined to 10 ms where scheduling and resource allocations are supported

through network coordination. In the case of receive signal prediction using DRNNs, each SC

is divided into 64 cubes having equal dimensions of 4 m and one DRNN for each cube. For

the purpose of training, a labeled data set of 10,000 entries is created where each entry from

any location is generated with 1,000 opportunistic readings (N = 1, 000) for the removal of IN

and AWGN. The same set of simulated data is used for the empirical models as well. In this

DRNN, MSE is used as the loss function and the root mean square propagation (RMSprop)

algorithm is used as the training optimization algorithm. The eest of the simulation parameters

related to DRNN models are given in Table 5.2.

In developing these solutions, a set of assumptions is also made. First, it is considered that
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Table 5.2: Simulation parameters for the to DRNN models.

Parameter Location Prediction Power Prediction 

Layers 4 

Number of neurons for each layer 5, 300, 75, 3 4, 300, 75, 1 

Inputs 𝑥𝑚, 𝑦𝑚, 𝑧𝑚, 𝑝𝑠𝑚,𝑏
, 𝐼𝑅{𝑥,𝑦,𝑧} 𝑥𝑚, 𝑦𝑚, 𝑧𝑚, 𝑝𝑠𝑚,𝑏

 

Outputs �̂�, �̂�, �̂� 𝐼𝑅{𝑥,𝑦,𝑧}  

Loss function MSE 

Activation function ReLU, 𝑓(𝑥) = 𝑥+ = 𝑚𝑎𝑥(0, 𝑥) 
Learning rate  0.001 

Optimization tool Keras RMSprop 

Size of labeled data set 10,000 entries 

Training to testing ratios of data 80% : 20% 

Model validation ratio of data 20% out of testing data 
 

all devices, BSs and servers are properly synchronized in both the time and frequency domains.

Furthermore, they are well coordinated and without delays due to any of the network related

operations.

5.4.1 DRNN-Assisted Neighbor BS Coverage Identification

Trained DRNN and performance curves are used to predict the interference values at desired

locations in a 3D SC where they are explained in Fig. 5.5. The value of this prediction is

very high in industrial applications they can be used for important decisions like device po-

sitioning and avoiding high interference locations. Observations from NR-U BSs are made

with high accuracy as the location information and receiver-specific parameters are precisely

known. However, the data reported by the devices may contain slight errors related to loca-

tion information and receiver-specific noise. Since observation data can be collected through

a NR-U BS and the devices served by it, the MSE for the received power or interference pre-

diction algorithm under different combinations of observation data sets is given in Fig, 5.5 (a).

The MSE is given as MSE = 1
3nT

∑nT
ni=1

((
x̂ni − xni

)2
+

(
ŷni − yni

)2
+

(
ẑni − zni

)2
)

for nT samples.

The prediction of location distribution of receive power or interference values for PE -80 dBm

to -60 dBm using the device-BS observation data combination of 75%-25% is given in Fig.

5.5 (b). Using simulations, the optimum epochs for device percentages of 25%, 50%, 75% and
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(a) MSE for algorithm.

(b) Prediction of locations.

Figure 5.5: Performance of DRNN algorithm in 3D space: (a) MSE for algorithm under dif-
ferent percentages of observation data collected from the devices. (b) Location distribution of
receive power or interference value PE -80 dBm to -60 dBm.

100% to have the minimum difference for training and validation errors are identified as 74,

62, 122, and 4, accordingly. Simulation parameters related to DRNN model are given in Table
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5.2. Once network is trained, receive power at a given location could be obtained.

The performance results in a narrow strip in 3D space between the two centers of the

coverage volumes (i.e., on the vertical plane connecting the centers of the two cells) is shown

in Fig. 5.6. The importance of this scenario is that it can be used to compare the performance

of the DRNN algorithm against conventional methods used for receive power, interference

power or path loss predictions. In this scenario also, data can be gathered through readings

taken from both the NR-U BS and the devices served by it. Then, the MSE for the receive

power or interference prediction algorithm under different combinations of observation data is

given in Fig, 5.6 (a). The MSE is given as MSE = 1
nT

∑nT
ni=1

(
Îni,R{x,y,z} − Ini,R{x,y,z}

)2
. The receive or

interference power observations done by BS and the devices together with curves for prediction

done with theory, average values of the observations and prediction done with DRNN are given

in Fig. 5.6 (b). For the DRNN, device-BS observation data combinations of 25%-75% is used.

In the case of theoretical prediction, cell-specific path loss parameters α = 2.4 and β = 4.4

with path loss estimation equation LP, LP
m = α + 10β log10 (dm) + 10γ f log10

fUB
1GHz are used to

calculate the path loss for a device m at distance dm [24]. Using simulations, 68, 60, 50 and 12

are identified as a set of optimum epochs for device percentages of 25%, 50%, 75% and 100%

to have the minimum difference for training and validation errors, respectively. Once network

is trained, location of a desired power could be obtained. Simulation parameters related to

DRNN model are given in Table 5.2.

5.4.2 DQL Based 3D Radio Resource Allocation and Dynamic Spectrum

Utilization

In the second part of the study, the predicted receive power or interference of neighbor NR-U

stations is used for 3D radio resource allocation to facilitate dynamic spectrum utilization while

maximizing the volume capacities of the primary coverage volumes. To maintain the flexibility

of radio resource allocation, the number of devices considered in the overlapped coverage

volume is limited to 40. The convergence of the volume capacity values for DQL and QL
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(a) MSE for the algorithm.

(b) Receive or interference power monitoring and prediction.

Figure 5.6: Performance of DRNN algorithm in a narrow strip in 3D space between two NR-
U stations (i.e., on the vertical plane connecting centers of the two approximately spherical
coverage volumes): (a) MSE for algorithm under different percentages of observation data
collected from the devices. (b) Receive or interference power observations done by the BS
and the devices together with curves for prediction done with theory, average values of the
observations and prediction done with DRNN.
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algorithms are shown in Fig. 5.7. In Figs. 5.7 (a), 5.7 (b) and 5.7 (c) ideally calculated

interference, interference estimated with the first part of this study and interference estimated

with the path loss estimation equation are used, accordingly. Under these three categories,

approximately 11%, 23% and 20% better volume capacity values are achieved by the DQL

based approach over conventional QL at the end of 200 iterations, respectively. Furthermore,

for the same categories, approximately 59%, 212% and 67% faster algorithm convergence

values are indicated by the DQL based method over the QL based approach, accordingly.

A volume capacity comparison for the coverage space of the primary NR-U deployment

for the two algorithms DQL and QL under the three categories of interference estimations,

namely ideally assumed, estimated with DRNN and estimated with the path loss estimation

equation are shown in Fig. 5.8. The convergence values of the DQL and QL algorithms are

given in Fig. 5.8 (a) and Fig. 5.8 (b), respectively. In both cases, better performance is shown

for the scenario when interference is estimated with DRNN over the case when interference is

estimated with the theoretical method.

The collaboration contribution of the DQL algorithm is shown in Fig. 5.9. To obtain these

results, the system is operated under ideal, estimated, and theoretically derived interference

power values. Performance with Q-table values of the regular QL algorithm is used as the

reference scheme as in Fig. 5.9 (a). Similarly, the results considering the Q-table values of

the DQL algorithm without collaborations are shown in Fig. 5.9 (b). In both scenarios, the

highest values are shown for the theoretically determined interference values. This is due to

the highest level of interference generated by that scenario. That means the degree of contri-

bution from the algorithm to increase the system performance remains highest when the level

of interference is also very high. Based on the same reason, coordination contributions for the

scenarios with estimated and ideally calculated interference values receive the second and third

positions, accordingly. In all the scenarios, overall collaboration contributions decrease with

the convergence of the algorithm over iterations. In this case, overall collaboration contribution

values considered against QL at iteration 200 for the scenarios with theoretically calculated and
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(a) Idealy calculated receive interference val-
ues.

(b) Estimated receive interference values.

(c) Interference values derived from theory.

Figure 5.7: Volume capacity comparison of algorithms DQL and QL when interference powers
are evaluated as: (a). Ideally calculated or known (b). Estimated with DRNN (c). Taken from
theory.
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(a) Performance of QL algorithm. (b) Performance of DQL algorithm.

Figure 5.8: Performance comparison of two algorithms for ideal, estimated and theoretically
derived interference power values: (a) Volume capacity of QL algorithm. (b) Volume capacity
of DQL algorithm.

estimated interference values are 25.33% and 8.6% greater than the overall collaboration con-

tribution value estimated with ideally calculated interference, respectively. Similarly, overall

coordination contribution values considered against DQL without collaboration at iteration 200

for the same cases are 12.03% and 5.74% greater than the overall collaboration contribution

value estimated with ideally calculated interference, accordingly.

5.5 Chapter Summary

By understanding the importance of accurate knowledge on the coverage of nearby NR-U

BS deployment in the allocation and utilization of scarce radio resources to meet the QoS

requirements of different applications of devices connected in upcoming dense 3D coverage

spaces in UB, the problem of neighbor NR-U station coverage identification was addressed in

the first part of this study. As a solution, an algorithm based on DRNN is discussed to predict
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(a) Performance against QL. (b) Performance against regular DQL.

Figure 5.9: Overall collaboration contribution of DQL based solution under ideal, estimated
and theoretically derived interference power values: (a) Considering QL algorithm as the ref-
erence. (b) Considering regular DQL algorithm without collaboration as a reference.

the receive interference power from a neighbor station at a given location in a 3D coverage

space. Then, the problem of efficient radio resource allocation for dynamic spectrum utilization

is addressed by presenting a solution based on the DQL technique with device collaboration

while facilitating dynamic spectrum utilization. For that, the outcomes of the first part are

used and volume capacity values are compared against those of conventional independent QL.

When considering all the contributions, this study can be identified as a fruitful attempt to make

devices more proactive while reducing real-time performance dependencies and constraints

like radio information arriving through the network and associated delays while efficiently

using the spectrum and other radio resources in the 3D NR-U deployment.



Chapter 6

Conclusion and Future Work

6.1 Conclusion

With the identification of evolving trends in the numerous sectors of wireless mobile commu-

nication, demand for sophisticated wireless communication systems and increasing demand

for scarce radio resources, this study was carried out to expand the dimensions of the cellular

networks beyond their conventional horizon while stepping towards the concept of 3D net-

works. In this case, at the start of this work, fundamental limitations and upcoming challenges

against the progress or future usage of the long-lasting concept of “2D cellular networks” are

identified. Most importantly, “2D cellular networks” is the predominant technology used for

areal coverage in cellular networks since its inception, almost throughout all the generations of

mobile wireless communications up to 5G over several decades.

In order to overcome the limitations and foreseen challenges of 2D networks, a number

of solutions are presented with this work while paving a clear path to replace 2D networks

with 3D networks, including maintenance of backward compatibility. In this case, this study is

inaugurated with the identification of fundamental limitations with existing cellular networks

and key challenges faced in developing technologies for 3D SC networks. However, compar-

atively high attention is paid to lifting the numerous natural constraints imposed on the usage

154
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of the spectrum like the scarcity of it through efficient management of radio resources while

considering their distribution in the 3D space.

Preliminary information is presented in Chapter 2 for the study conducted to investigate

efficient information management schemes for ultra-dense 3D HetNets. Emerging and pio-

neering technologies related to 6G and beyond communication systems are discussed as the

basis for introducing the 3D HetNets and enabling technologies. At the beginning, some of

the upcoming and very recently developed technologies related to coverage planning, spec-

trum management and ML technologies used in 3D space and 3D HetNets are discussed under

the subtopic of recent developments on 3D HetNets. That is followed by a brief discussion

on recently launched or suggested ML and signal processing based receive signal estimation

methods for 3D environments. Advantages, different types and use cases of RL and ANN tech-

nologies are discussed with the subtopic on ML technologies used in 3D space. Some of the

reasons and benefits of efficient information management in wireless networks are also briefly

discussed.

In Chapter 3, a detailed study is carried out for path loss estimation and dynamic coverage

management in 3D wireless networks with dense SCs. In this work, crowdsensing-assisted al-

gorithm is used to collect data in a dynamic environment without employing dedicated devices.

The objective of this study was to increase the efficiency of radio resource utilization of dense

and dynamic 3D SCs. In this case, at the first part of the study, three mechanisms, namely LA,

OLS and GD are used to discover spatially distributed location-specific path loss parameters

while comparing their performance. That is followed by development of two schemes, namely

IDW and NMS to extend the 3D communication distance at cluster’s farthest borders. For that,

propagation characteristics are extrapolated with a reasonable degree of accuracy. On all the

occasions RIMs or radio resource managements (RRMs) over 3D space are constructed facil-

itating radio resources to be used more efficiently in meeting anticipated QoS values for the

applications. It is always emphasized the importance of maintaining connectivity at the cluster

boundary with an acceptable level of QoS even for an efficient handover process. A number of
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challenges are mitigated in providing the solutions. Difficulties with the deployment of mea-

surement equipment at desired locations to take readings, facing the dynamism of both devices

and the environment, elimination of device dependent errors on readings, reduction of com-

munication overhead for data exchange and provision of required processing power could be

highlighted as some of them. When all the contributions and challenges addressed related to

this study are considered, it could be recognized as another progressive step taken to build up

infrastructure facilities for 3D SC networks in a very efficient and effective manner through ef-

ficient utilization of spatially distributed location-specific radio resources. Furthermore, these

solutions are compatible with the existing 2D network deployment scenarios as well.

In Chapter 4, enabling technologies are studied for device and network coordination in the

utilization of opportunistically available radio resources in 3D networks. Here it is assumed

that information on spatially distributed location-specific radio resources is available when it

is needed. In this work, primarily attention is paid to improve the device-network coordination

in granting access to the devices upon their requests for communication while considering

different requirements like data priority, QoS and connectivity. In addition, the variation of

those requirements based on device elevation is also taken into account, as that is going to

be a non-negligible factor in future wireless networks. While considering these factors, the

problem is converted to a RACH congestion problem, leading to a fast resource allocation

solution while reducing network access delays. Since maximum and efficient radio resource

utilization techniques are considered, limited and opportunistically available radio resources

in both LB and UB are considered. The solutions are developed based on QL and S-ALOHA

principles with the assistance of device-network coordination established through common DL

broadcast frames. In addition, occupancy of UB is decided using a duty cycle based approach

while guaranteeing a fair share of spectrum for the other devices. Upon acquisition of radio

resources in UB, UL radio resources utilization efficiency is further increased with the RBL.

Several challenges like minimization of collisions in accessing the UL channel, avoidance

of accessing already occupied slots, getting the priority for certain devices and reduction of
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long waiting times to get channel access are also addressed. In general, with this study, radio

resource utilization efficiency of 3D SC is considerably increased with the minimization of

access delay, time allocation for devices and control of transmit power.

Neighbor station coverage identification, dynamic spectrum utilization and resource alloca-

tion for 3D SC NR-U networks are the main objectives considered in Chapter 5. In developing

solutions for these problems a set of challenges is also addressed including overcoming the

costs associated with measuring device deployments, device, avoiding interference coming

from the monitoring BS and mitigation of device-specific errors associated with the readings

taken from the devices. When addressing these problems and challenges, learning based solu-

tions are selected due to several reasons like their capacity to outperform conventional methods

and their ability to be operated in an autonomous manner. In this case, a DRNN based algo-

rithm is suggested to predict receive interference power from a neighbor BS at a given location

of a 3D SC. When addressing the problem of efficient radio resource allocation for dynamic

spectrum utilization, an algorithm based on DQL and device collaboration is presented. With

this solution, a number of advantages could also be enjoyed over other techniques and algo-

rithms. As the DNN is centrally implemented, most probably at a BS, estimated receive power

or interference values related to different locations could be obtained with low communication

latency values for subsequent use of them for other calculations and algorithms implemented at

the same BS. In addition, computational resources and energy can be saved as trained DRNN

facilitates to directly calculate the receive power or interference without any additional pro-

cessing like path loss parameter estimations. Furthermore, these learning algorithms based

solutions are highly compatible with the emerging integrated neural processing units for com-

munication as well. Based on these reasons, it is very clear that the employment of these

solutions in upcoming 3D SC networks could lead to both technical and non-technical benefits

at a very low cost.
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6.2 Future Work

Several technical problems and challenges related to the design and deployment of 3D SC

networks have been addressed in this research study. However, in order to bring this concept

to the forefront further improvements are to be done while addressing several other research

problems and challenges.

6.2.1 Improvements and Extensions for This Study

As a general practice of the design process, it is prudent to make several improvements and

fine-tune the solutions of this study before they are deployed and integrated into a real-life

wireless communication network.

• Opportunistic reporting with crowdsensing: Due to the opportunistic nature of reporting,

there may be occasions where the devices may not be at the locations and at the time

where the readings are needed. In this case, it is identified as a challenge how to take a

report from a given location at a given time instance. To address this issue, two solutions

are recommended. First one is to use interpolation algorithms covering both time and

location parameters. The second solution is to compensate for the readings with readings

taken at the same location at different time instances. For the second solution, there

should be an algorithm to monitor and identify the repetitive patterns of the environment.

However, attention is to be paid to the default challenges with crowdsensing like privacy

and security related issues. Since those areas of research are far away from this study

and they are not exclusively discussed.

• Accurate positions for the devices: In this study, it is assumed that the devices are capable

of reporting the location information accurately. However, attention is to be paid to get

accurate location information from the devices. To overcome this challenge, reference

points based position determination or position accuracy increasing algorithms can be
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used at the data preprocessing stage.

• Device calibration: In this study, it is assumed that the device dependent parameters are

known at the receivers. However, it is necessary to have an operator independent central-

ized database to know the device-specific parameters. That information together with the

already identified typical interference level at the location (if there is any) can be used

to calibrate the devices and to get better readings on location-specific radio information.

This is an important technical problem as unexpected fading and interference are identi-

fied as critical challenges in the process of path loss estimation or determination of path

loss parameters.

• Deep learning techniques: In this study, a number of solutions are presented based on

simple ML techniques based on some reasons like real-time operations, convenience of

implementation at the devices, and to achieve fast training without prior data. However,

over the time, by monitoring device availability patterns, their data patterns, available

radio resources and the device type, many of them can be converted to better perfor-

mance oriented deep learning techniques. Moreover, some of the coordinated learning

techniques can be replaced with federated learning techniques [180].

• Cooperative and coordinated solutions: Device and network coordination is discussed

in this study. However, positioning and placement of UAV BSs are discussed in the lit-

erature under different application scenarios [48, 83], which are very highly sensitive in

terms of accuracy and radio resource utilization. Because, inaccuracy can lead to severe

interference to the neighbor cells. Moreover, this increases the dynamism of the envi-

ronment as well. In this case, device and network coordination aspects are to be further

extended to manage UAV BS placements through real-time, cooperative and coordinated

solutions.

• Other networks for data collection: Based on the location, availability and compatibility,

other wireless networks like sensor networks can be used to collect the data on radio
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resources on cellular bands. However, these networks may not communicate using the

cellular bands and data is to be collected through their servers. Moreover, their data is to

be separately processed and integrated as there may be a separate set of device dependent

errors than the regular devices used in the cellular networks.

• Cost of Implementation: Considerable attention has been paid during the design process

for the implementation of these solutions in a cost effective manner. Most of the solutions

presented in this study are based on software modules. In this case, it is recommended

to maintain the same trend for the rest of the developments related to this work like

hardware integration while leading the whole set of solutions to an economical viable

and technically feasible system.

• Commissioning Time: Some of the solutions presented in this work are based on ML

techniques that depend on prior data. In this case, a separate study is to be carried out to

determine the most effective and efficient amount of data needed for proper training of

those NNs. Since this data is to be collected in real-time at the real locations, this time

could be added to the commissioning time of the system or the SC as well. However,

this should be a reasonable duration based on the scenario.

6.2.2 Enhancements on Supportive Technologies

In order to use the concept of 3D networks in a very effective and efficient manner, the support

technologies must also be developed in parallel. Some of the supportive techniques in demand

related to sophisticated mobility management schemes for 3D SC HetNets can be briefed as

• Proactive and dynamic handover mechanisms: Proactive and dynamic handover mecha-

nisms are to be further developed to cope with different mobility patterns and radio re-

source conditions in 3D space. Selection of a handover can be to an another cell, another

network (e.g., WiFi) or to a cell of another operator. Because, there could be a signif-

icant variation in radio resource conditions (including interference) with the change of
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frequency band where the frequency band can be significantly changed with a handover.

It is always very important to have better handover techniques for the applications with

V2X data traffic [181].

• 3D beam steering techniques: Apparently, beam steering (or beamforming) with narrow

beams and accurate positioning can improve the performance of 3D HetNets by reducing

interference. For these technologies also, it is very important to provide accurate radio

information. The situation is the same with extra-large scale MIMO arrays or SM-MIMO

systems [182] and HBF [43]. Better performance can be achieved with accurate and pre-

cise reflection directions and transmit power values. However, in all of these approaches,

to achieve the best performance location-specific and spatially distributed radio resource

information and path loss parameter values should be updated on a real-time basis.

• Best navigation paths: With the availability of RIM for almost all the cells, several asso-

ciated studies can be developed. Finding the navigation paths with the best radio infor-

mation would be one application. These paths would be on land, water, sky or combina-

tions of them. By considering dynamic radio information conditions, these paths could

also be dynamically updated to maintain the QoS requirements. Having navigation paths

with good radio link conditions is important for certain autonomous delivery vehicles

like drones under adverse weather conditions like snow, rain and dust. Because they

are currently being used for many essential and critical services like medical supplies,

disaster recovery programs and military operations.

• Motion tracking and location tracing techniques: For the occasions where there is no

satellite available to support tracking and tracing functions, attention is to be paid to

further develop conventional radio information assisted motion tracking and location

tracing techniques. Particularly they are very important in indoor environments. For

these techniques, more accurate algorithms can be developed to support these operations

in 3D space. This work can be further extended or used to predict the communication
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coverage for the extended locations or for the locations where there are no devices to

report radio information. This work can be done jointly with the techniques used for

motion and trajectory prediction [183, 184].

• 3D location information for identification and authentication: Access management is

an area where the devices try to establish radio links with the serving BSs. It is very

important to have a high degree of signal detection at this stage. However, this process

includes not only physical layer signal detection but also higher layer access requests, de-

vice identification and authentication. In order to maintain a high degree of accuracy for

this process other than signal detection, 3D location-specific radio information including

precise 3D location information can be used for a multi factor verification process. Be-

cause, most of the time almost all the transceivers are in their unique locations and they

are with location-specific radio information as well.
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[132] N. Rupasinghe and İ. Güvenç, “Reinforcement Learning for Licensed-Assisted Access
of LTE in the Unlicensed Spectrum,” in Proc. IEEE Wireless Commun. Networking Conf.
(WCNC), New Orleans, LA, USA, Mar. 2015.

[133] M. Chen, W. Saad, and C. Yin, “Echo State Networks for Self-Organizing Resource
Allocation in LTE-U With Uplink–Downlink Decoupling,” IEEE Trans. Wireless Com-
mun., vol. 16, no. 1, pp. 3–16, Jan. 2017.

[134] J. Mark, “Distributed Scheduling Conflict-Free Multiple Access for Local Area Com-
munication Networks,” IEEE Trans. Commun., vol. 28, no. 12, pp. 1968–1976, Jan.
1980.

[135] H. O. Burton and D. D. Sullivan, “Errors and error control,” Proceedings of the IEEE,
vol. 60, no. 11, pp. 1293–1301, Jan. 1972.

[136] A. J. Viterbi, A. M. Viterbi, and E. Zehavi, “Performance of power-controlled wideband
terrestrial digital communication,” IEEE Trans. Commun., vol. 41, no. 4, pp. 559–569,
Aug. 1993.
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Appendix A

Path Loss Model with Dynamic

Parameters

Consider a receive signal sample from the frame n of the device m at location (xm, ym, zm),

yn
(x,y,z)[t], yn

(x,y,z)[t] =
√

p′h′nx′[t] +
√

phnx[t] + i(x,y,z,n) + ηn. The channel coefficient hn in the re-

ceive signal is modeled as |hn|
2 =

∣∣∣hf
n

∣∣∣2 10−
LP

m
10 , hf

n ∼ Nc

(
0, σ2

h

)
where hf

n and LP
m are the location

based fading coefficient path loss (in dB), accordingly. For this study, path loss LP
m based on

UMi OS NLOS environment [18, 20] is expressed as

LP
m = α + 10β(x,y,z) log10 (dm) + 10γ f log10

fUB

1GHz
+ ξ(x,y,z), dB (A.1)

where γ f is the coefficient for the dependence of path loss on frequency and dm is the distance

to the receiver from the BS. α, β(x,y,z) and ξ(x,y,z), ξ(x,y,z) ∼ N
(
0, σ2

PL

)
, are least square fit of

floating intercept, slope over the measured distances and log-normal shadowing, respectively.

α is an optimized offset value for the UMi OS NLOS environment [18, 20], β(x,y,z) is non-

optimized parameter for a given distance and shadowing ξ(x,y,z) is a specific parameter for a

given location. Both β(x,y,z) and ξ(x,y,z) are made sensitive to the location [15, 24] and indexed

with Cartesian coordinates representing path loss as a location-specific parameter. Even though

these two parameters are indexed with 3D Cartesian coordinates, for the simplicity LP
m is not
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indexed with them. Variance for ξ(x,y,z), σ2
PL, is also an estimated value for the UMi OS NLOS

environment [18, 20]. The channel coefficient h′ is also modeled similar to h considering the

path of the signal from the serving NR-U enabled BS.

In a case of a device at (xm, ym, zm) which is surrounded by several other M′ nearby devices,

path loss parameters β′(x,y,z) and ξ′(x,y,z) are given with reference to those of the locations of the

nearby devices as

β′(x,y,z) =
1

M′

M′∑
m′
βm′

(x,y,z)(1 ± ϵm′) (A.2)

ξ′(x,y,z) =
1

M′

M′∑
m′
ξm′

(x,y,z)

[
1 ± 8d2

m′ sin (θm′)
]

(A.3)

where θ = 2π (4 (dm′ + nno + rm′) mod 4), 0 < dm′ ≤ 1, nno =
(n mod 103)

103 , rm′ ∼ U(0, 1) and

ϵm′ ∼ U(0, 0.05). dm′ is the distance to the locations of the nearby devices from the device

m. It is assumed that there is a slight variation for the parameter βm′
(x,y,z) which can be mod-

eled as a random parameter ϵm′ and it is changed over frames. Furthermore, it is assumed that

variation of the parameter ξm′
(x,y,z) can be represented with 8d2

m′ sin (θm′) with a reasonable accu-

racy. 8d2
m′ sin (θm′) evolves over time as nno and rm′ are changed from frame to frame. With the

parameter rm′ , a certain degree of randomness is also maintained for this evolution.
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