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Abstract

Over the past decades, deep neural networks have achieved unprecedented success in image classification, which largely relies on the availability of correctly annotated large-scale datasets. However, collecting high-quality labels for large-scale datasets is expensive and time-consuming or even infeasible in practice. Approaches to addressing this issue include: acquiring labels from non-expert labelers, crowdsourcing-like platforms or other unreliable resources, where the label noise is inevitably involved. It becomes crucial to develop methods that are robust to label noise.

In this thesis, we study deep learning with noisy labels from two aspects. Specifically, the first part of this thesis, including two chapters, is devoted to learning and understanding representations of data with respect to label noise. In Chapter 2, we propose a novel regularization function to learn noise-robust representations of data such that classifiers are more reluctant to memorize the label noise. By theoretically investigating the representations induced by the proposed regularization function, we reveal that the learned representations keep information related to true labels and discard information related to corrupted labels, which indicates the robustness of the learned representations. Unlike Chapter 2 which leverages noisy labels, Chapter 3 studies representation learning without leveraging any label information, termed as self-supervised representations, and focuses on a more realistic scenario where the label noise is instance-dependent. From both theoretical analysis and empirical results, we show that the self-supervised representations have two benefits: (1) the instance-dependent label noise uniformly spreads over the representations; (2) the representations exhibit an intrinsic cluster structure with respect to true labels. The benefits encourage learned classifiers to be aligned better with the optimal classifiers.

The second part is devoted to understanding the connection between source-free domain adaptation (SFDA) and learning with noisy labels. In Chapter 4, we study SFDA from the perspective of learning with noisy labels and show that SFDA can be formulated as noisy label problems. In particular, we theoretically show that one fundamental challenge in SFDA is that the label noise is unbounded, which violates the basic assumption in conventional label noise scenarios. Consequently, we also show that the label noise methods based on noise-robust loss functions are not able to address it. On the other hand, we prove that the early-time training phenomenon exists in unbounded label noise scenarios. We conduct extensive experiments to demonstrate significant improvements to existing SFDA algorithms by leveraging the phenomenon.

Keywords: Representation learning, noisy labels, self-supervised learning, label noise
Summary for Lay Audience

Over the past decade, deep supervised learning has demonstrated its success in many areas, such as face detection, medical diagnosis, weather forecasting, customer discovery, etc. The success of deep supervised learning is primarily due to correct annotations of large-scale datasets. Existing algorithms of deep supervised learning are very sensitive to the reliabilities of annotations. Incorrect annotations will significantly affect the performance of these algorithms. False relationships might be captured when there are incorrect annotations in datasets. Collecting reliable annotations is time-consuming and expensive, so unreliable annotations are pervasive in many datasets. Therefore, the purpose of this research is to understand these unreliable annotations and build algorithms to prevent from obtaining false relationships.

In this thesis, we show that our algorithms can successfully avoid negative effects from unreliable annotations and we provide theoretical justifications for them. The benefits of these algorithms can be applied to various fields such as medical image diagnosis and autonomous driving. Both of these fields are likely to contain unreliable annotations from the human. Applying our algorithms can significantly reduce time and economic savings since collecting pure clean annotations for data is no longer needed. We conduct extensive experiments to show the effectiveness of our algorithms.
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Chapter 1

Introduction

Deep neural network has demonstrated its success in varies areas such as computer vision, natural language processing, speech recognition, etc. However, the success of deep neural networks largely rely on the availability of correctly labeled large-scale data. For example, the ImageNet recognition data contain more than 14 million manually-annotated images that are time-consuming and expensive to collect. In recent years, there are an increasing number of datasets that are annotated by machine and/or non-expert labelers with minimum human supervision. One possible solution to quickly obtain the large-scale labeled data is to collect them from the Internet and extract key words or the key surrounding text as labels. For example, Clothing-1M (about 50% noise) contains 1 million clothing images from online shopping websites and each image is automatically assigned with a noisy label according to the key words. Food-101 (about 20% noise) is another data containing 300K food images with automatically assigned labels and researchers manually refine 4K of them. WebVision contains more than 2M images crawled from the Flickr website and Google Images search with no human supervision. Therefore, label noise is pervasive and noise level varies across datasets.

During the last few decades, deep learning models have been adapted to help humans make decisions. However, due to the existence of label noise in training datasets, deep learning models may fail dramatically since the performance of deep learning models hinges on the quality of collected data. Underperformed models can mislead humans to make correct decisions. The problem is more severe among tasks such as medical diagnosis, credit default risk, etc. For these tasks, a minor mistake will be fatal to patients or society. Thus, it is crucial to develop algorithms that are able to address issues of label noise.

This thesis is centered around understanding representation learning for noisy data and a non-trivial application of label noise methods.

Representation Learning for Noisy Data

As our world has undergone drastic changes with the emergence of “big data”, both the size of the dimension of have reached a large scale. This is the case in genetics where millions of genes are measured for a single individual, computer vision where a high resolution image contains hundreds of thousands of pixels, and so on. Representation learning is intended to map high-dimensional data to low-dimensions, making the model easier to discover patterns
of each class. Learning and understanding representations of data achieves great progress in supervised learning with clean labels, supervised learning with imbalanced datasets, supervised knowledge distillation [55, 73, 124], and etc. However, it is not well-understood whether and how representation learning can also benefit learning with noisy labels. Chapter 2 and Chapter 3 are devoted to learning and understanding representations of data with respect to label noise. Since labels of data are corrupted, the learned data representations are no longer reliable. A correctly labeled example and a mislabeled example are will mapped to nearby locations if their annotated labels are the same.

In Chapter 2, we propose to learn representations that examples from the same category are mapped to nearby locations and examples from different categories are mapped to distant locations. With this representation structure, a linear classifier can hardly memorize mislabeled examples, which is good for training reliable classifiers. We theoretically justified the optimal representations learned by maximizing mutual information with respect to features and inputs are robust to label noise. As indicated in [85] that some loss functions are robust to label noise but also suffer from underfitting problems. To this end, we also prove that the learned representations contain sufficient ground-truth label-related information to avoid underfitting. As the existence of label noise, we cannot obtain the optimal representations above. To overcome the effects of label noise, we propose a novel and gradient motivated algorithm that can effectively learn representations with the help of pseudo labels.

In Chapter 3, our work focuses on the self-supervised representation learning without any label information, whereas Chapter 2 focuses on the supervised representation learning with the help of noisy labels. Besides that, in Chapter 3, we extend the label noise from instance-independent to instance-dependent label noise, which is a more realistic label noise assumption. We reveal that even without using label information to guide representation learning, learning with label noise can still benefit from the learned self-supervised data representations. To understand it, we construct a motivating example of instance-dependent label noise, and theoretically find label noise are randomly distributed over the learned self-supervised representations, making the label noise easier to be addressed. The underlying reason for this is that the self-supervised representations can capture discriminative features of data, where label noise is assumed to correlated to non-discriminative features. On the other hand, we prove that self-supervised representations exhibit a good cluster structure that encourages the linear classifiers aligned better with ground-truth classifiers in the presence of noisy labels.

**Connecting Source-Free Domain Adaptation to Learning With Label Noise**

Though collecting clean labels for large-scale unlabeled training data is prohibitively expensive, collecting noisy labels (either from the Internet or from non-expert annotators) for them is still not affordable. In this case, one can resort to utilize the knowledge from other domains to help predicting unlabeled data. For example, a university email system (model) is used to prevent students from receiving junk emails tailored to them. To train such a model, a lot of educational emails need to be labeled, which is extremely expensive. A feasible solution is to buy an industrial spam email detection model to make it adapt to unlabeled educational emails. Due to the potential distribution shift between the industrial emails and the educational emails, directly deploying industrial model to the university email system without adaptation causes large prediction error. Formally, this problem is named source-free domain adaptation. Source-
free domain adaptation has been explored by many empirical methods such as regularizing the cluster structure of unlabeled data or generating labeled images which have similar style to unlabeled data. A theoretical understanding of this problem is quite limited.

Chapter 4 aims to understanding the source-free domain adaptation problem through a perspective of learning with label noise. Theoretically, we show that the source-free domain adaptation problems can be formulated as the problems of learning with label noise. Unlike the label noise studied in Chapter 2 and Chapter 3, we prove that the label noise in source-free domain adaptation (Chapter 4) does not meet the assumptions of conventional label noise. Due to the discrepancy, many traditional label noise methods fail to generalize well to this problem. However, under the new assumption, we prove that the label noise can be addressed by leveraging early predictions. With and by leveraging this principle insights, existing source-free domain adaptation methods can be further boosted over various benchmark datasets. More precisely, by addressing the label noise existing in source-free domain adaptation, significant improvements can be achieved.

The outline of the thesis is illustrated in Figure 1.1. Chapter 1 introduces the foundations and background of learning with noisy labels. Chapter 2 proposes to learning representations with noisy labels. Chapter 3 focuses on learning representations without label information. Chapter 4 presents an understanding and connection between learning with noisy labels and source-free domain adaptation. Chapter 5 shows the conclusion of the thesis and the future research. The rest of the introductory chapter will include a part about related work.
1.1 Literature Review

In this section, we first provide an in-depth review of existing approaches for learning with label noise, and then we introduce the background of the contrastive learning which related to our method.

We use uppercases $X, Y$ to represent input and output random variables, calligraphic letters $\mathcal{X}, \mathcal{Y}$ to represent sample spaces. We use $X$ to represent inputs, $Y$ to represent clean labels, and $\tilde{Y}$ represent be noisy labels (which could be correct or incorrect). Let $f: \mathcal{X} \rightarrow \mathcal{Y}$ be a neural network with parameters $\theta$ and we omit the parameter $\theta$ for simplicity when the context is clear. We denote $\mathcal{D}$ by the noisy training data which consists of some mislabeled samples, $\mathcal{D}$ by the clean data, and $\mathcal{L}: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$ by the objective function to minimize. The object is to use $f$ to predict labels for unseen test data. When the training data is noise-free, the learned $f$ usually performs well on the test data. When the training data is noisy, the performance of the classifier $f$ on the test data drops owing to the fact that the mismatch between the training distribution $\mathcal{D}$ and the test distribution $\mathcal{D}$.

Before we introduce approaches to solve noisy labels, we first introduce several noise types that have been studied in the literature of learning with noisy labels.

**Instance-independent label noise.** This is the most commonly studied type of label noise. It assumes $\Pr[\tilde{Y} = j | Y = i, X = x] = \Pr[Y = j | Y = i]$ or $\Pr[\tilde{Y} = j | Y = i, X = x] = r$, where $Y, \tilde{Y}$ are discrete. The former is the form of class-dependent label noise or asymmetric label noise, and the latter is the form of random label noise or symmetric label noise. Intuitively, the first one assumes that the corruptions exist between semantically-similar classes (e.g. dog and car, or bird and airplane), while the second one simply assumes that the probability of corruption is the same for every sample.

**Instance-dependent label noise.** Unlike instance-independent label noise, instance-dependent label noise is more realistic and states that the label corruption is dependent of $X$. However, without additional assumption, theoretically analyzing the instance-dependent label noise is impossible. Different samples could follow different label corruption distributions, which makes it hard to model these distributions since only one data point is available for each distribution.

1.1.1 Robust Regularization

For the deep learning domain, the deep neural networks are over parameterized, where the number of parameters is larger than the number of training samples. To avoid the overfitting problem, various regularization techniques have been implemented in neural networks. At first, regularization techniques are not proposed to solve noisy label issues but to improve the generalization ability. [156] shows that simple regularization techniques such as data augmentation, weight decay [58], dropout [118], and batch normalization [50] are also helpful for reducing memorization of noisy labels. However, their effects are only limited to a small proportion of noisy labels. More advanced regularization techniques are proposed for solving the effects of noisy labels.

[53] proposes an aggressive dropout regularization to encourage the neural network to learn a noise model, while [17] proposes a nested dropout to keep meaningful representations and
drop meaningless representations. [32] provides analysis about why the dropout makes the neural networks perform better.

Label smoothing [98] is another commonly used regularization method. In conventional classification tasks, the class label $Y$ is represented as a one-hot vector. Label smoothing simply mixes the one-hot vector with the uniform label vector. In particular:

$$Y_{LS} = \alpha Y + (1 - \alpha)Y_U,$$

where $Y$ is the original one-hot vector, $Y_U = (1, 1, \ldots, 1)^T$, and $\alpha$ is a hyperparameter. A recent study [82] shows that label smoothing is beneficial to learning with noisy labels, while [136] justifies that the benefit of label smoothing vanishes when the noise level goes up. Meanwhile, [11] proposes a method called SLN, which adds Gaussian random variables to labels. Specifically:

$$Y_{SLN} = Y + \sigma Z_Y,$$

where $\sigma$ is a hyperparameter and $Z_Y \sim N(0, I_{|Y|\times|Y|})$. Similarly, [40] adds Gaussian random variables to the outputs $f(X)$. From a high-level point of view, label smoothing and its variants avoid overconfidence in label noise.

Both $Y_{LS}$ and $Y_{SLN}$ change the original label space from discrete to continuous, but this would not change the space of the output variable. Given the cross-entropy loss $-Y^T \log f(X)$, changing $Y$ is simply as changing the weight for minimizing the loss between the $Y$ and the probabilistic prediction for $X$.

Data augmentation such as mixup [157] has also been found helpful to reduce memorization of noisy labels. It is a linear interpolation between examples-labels pairs:

$$\mathcal{D}_{mix} = \{(\bar{x}, \bar{y})|\bar{x} = \lambda x_i + (1 - \lambda)x_j, \bar{y} = \lambda y_i + (1 - \lambda)y_j\},$$

where $(x_i, y_i), (x_j, y_j)$ are from the original dataset $\mathcal{D}$, $\lambda \sim \text{Beta}(\alpha, \alpha)$, and $\alpha$ is a hyperparameter. Like label smoothing but more powerful than label smoothing, mixup can be easily incorporated into any framework, and it has been used in many label noise methods to further boost the performance [66, 90, 18, 75, 3, 152].

Early stopping has been theoretically proven to be robust to label noise when the noise level is low [69]. It serves as an implicit regularization method that stops the training progress before the training converges. [5] proposes to progressively stop training layers of neural networks from former layers to latter layers, while conventional early stopping stops training all layers simultaneously. Similar to the idea of early stopping, [138] divides parameters of neural networks into two groups: critical parameters and non-critical parameters. Then [138] only allows training for critical parameters and stops training for non-critical parameters. [48] regularizes the whole parameters of neural networks by penalizing the distance between them to their initial values, which is provably robust to noisy labels.
**Chapter 1. Introduction**

**1.1.2 Loss Correction**

The principle behind the loss correction methods is the following equation

$$\Pr[\tilde{Y} = j | X] = \sum_i \Pr[\tilde{Y} = j, Y = i | X]$$

$$= \sum_i \Pr[\tilde{Y} = j | Y = i, X] \Pr[Y = i | X].$$

We let $T(X)_{ij} = \Pr[\tilde{Y} = j | Y = i, X]$ for simplicity, and $T(X) \in \mathbb{R}^{|Y| \times |Y|}$ is the transition matrix for sample $X$. The high-level idea of the loss correction method is illustrated in Figure 1.2.

Since the noisy conditional probability can be disentangled into two terms: the correct conditional probability and the noise transition matrix, we can model them independently. As Figure 1.2 shows, the neural network is used to model the correct conditional probability $\Pr[Y | X]$, and additional effects to estimate the noise transition matrix. \cite{95} terms this the forward correction, and shows the theoretical result that the minimizer of the modified loss $\mathbb{E}_D \mathcal{L}(T(X)^T f(X), \tilde{Y})$ is equivalent to the minimizer of $\mathbb{E}_D \mathcal{L}(f(X), Y)$. \cite{95} also proposes backward correction but empirically it performs worse than the forward correction.

Since the ground-truth labels are not given, directly calculating the noise transition matrix is impossible. Some work focus on estimating the noise transition matrix when $T(X)$ is independent of sample $X$. \cite{92} focuses on binary classification and tunes the noise transition matrix by cross-validation. \cite{76} \cite{95} assumes that anchor examples exist, which means that $\forall j \in Y, \exists x_{0j} \in X, \Pr[Y = j | x_{0j}] = 1$. Then

$$\Pr[\tilde{Y} = k | X_{0j}] = \sum_i T_{ik} \Pr[Y = i | X_{0j}]$$

$$= T_{jk},$$

where in practice, the anchor examples are obtained by $x_{0j} = \arg \max_x \hat{\Pr}[\tilde{Y} = j | x]$ for each $j \in Y$. It shows that the noisy conditional probability for anchor examples produced by neural networks can be used to estimate the noise transition matrix. This approach has been used a
lot to estimate the noise transition matrix. [44] leverages a small proportion of clean dataset to provide more accurate estimation of the noise transition matrix, but the small set of clean examples are usually unavailable. Anchor examples play an important role in estimating the noise transition matrix. On the one hand, [140] focuses on the scenario that there are no anchor examples, which can lead to a poorly estimated noise transition matrix, and proposes T-Revision to efficiently learn the transition matrix. On the other hand, [151] improves the estimation accuracy by factorizing the original transition matrix into the product of two easy-to-estimate transition matrices. All of these methods focus on learning instance-independent noise transition matrix \( T \). [8] focuses on a more realistic case, where noise transition matrices are dependent with instance \( X \), and proposes to use neural networks to estimate \( T(X) \).

### 1.1.3 Label Correction

Label correction methods achieve great success in addressing the memorization of noisy labels. The high-level idea behind the label correction is to replace wrong labels with correct labels so that the neural networks can learn meaningful information without being affected by noisy labels.

[102] is the first to propose the idea of label correction by the following equation:

\[
Y_{\text{corrected}} = \alpha \hat{Y} + (1 - \alpha) \tilde{Y},
\]

where \( \hat{Y} \) is the probabilistic output from neural networks, and \( \alpha \) is a hyperparameter. [3] dynamically updates \( \alpha \) by a beta mixture model, which is built upon the sample loss values. Small \( \alpha \) is assigned to the sample if it has a larger loss value. [11] directly updates \( \alpha \) by assigning normalized loss values instead of modeling it by a probabilistic model. [86] relates \( \alpha \) to local intrinsic dimensionality (LID) where small \( \alpha \) is assigned to the sample if it has a larger LID value. [162] updates \( \alpha \) by leveraging a small set of clean samples.

Instead of using linear interpolation between predicted labels and original labels as pseudo labels, [121] maintains a neural network to correct labels for noisy datasets. A similar idea is also given by [152]. [66] first divides samples into two groups, where the first group is the correctly labeled group and another is the incorrectly labeled group. Samples from the second group are re-labeled by the neural networks.

Some label correction methods are related to the confidence of label predictions. [113] found that consistent label predictions are likely to be correctly predicted and leverages this observation to correct noisy labels. [160] uses a progressive label correction strategy that only purifies labels for confident examples. [75] leverages the moving average of probabilistic predictions of samples as pseudo labels by a regularization term.

### 1.1.4 Robust Loss Function

For conventional classification tasks, cross-entropy (CE) loss is widely used. When training distribution is equivalent to test distribution, the neural network \( f \) trained from training data can also perform well on test data. Since the training data can be noisy, the training distribution is not equivalent to the test distribution. The learned \( f \) on noisy training data by using CE loss can easily memorize noisy labels and cause overfitting problems, making it generalize poorly
Therefore, the key idea behind the robust loss function is to design a new loss function that does not make $f$ memorize noisy labels. Specifically:

$$\arg\min_f \mathbb{E}_\mathcal{D} [\mathcal{L}(f(X), \mathcal{Y})] = \arg\min_f \mathbb{E}_\mathcal{D} [\mathcal{L}(f(X), Y)],$$

where $\mathcal{L}$ is a robust loss function. It states that the optimal classifier $f$ minimizing the loss $\mathcal{L}$ over noisy training data $\mathcal{D}$ also minimizes the loss $\mathcal{L}$ over clean test data $\mathcal{D}$.

Under the mild noise assumption such as symmetric label noise or asymmetric label noise assumption, [29] shows the mean absolute error (MAE) loss is noise robust:

$$\mathcal{L}_{\text{MAE}}(X, Y) = \|f(X) - Y\|_1,$$

where $\|\cdot\|_1$ is the L1 norm. Since MAE loss cannot extract useful information from complicated data, generalized cross entropy (GCE) [161] solves this problem by combining both MAE and CE loss via Box-Cox transformation:

$$\mathcal{L}_{\text{GCE}}(X, Y) = \frac{(1 - (f(X)^T Y))^q}{q},$$

where $q \in (0, 1]$ is a hyperparameter. Similar to GCE, SL [134] also proposes a noise-robust loss:

$$\mathcal{L}_{\text{RCE}}(X, Y) = f(X)^T \log Y,$$

where one entry of $Y$ is 1 and the rest entries of $Y$ are 0 but the author defined $\log 0 = 1/e^4$. and combines it with CE loss

$$\mathcal{L}_{\text{SL}}(X, Y) = \alpha Y^T \log f(X) + \beta \mathcal{L}_{\text{RCE}}(X, Y),$$

where $\alpha, \beta$ are hyperparameters. As observed by [85], robust loss functions GCE and SL are only partially robust to noisy labels because of CE loss. [85] proposes to normalize CE as normalized CE loss is also robust to label noise. Unlike GCE, [24] proposes another robust loss function called GJS, which is another interpolation between CE and MAE. Specifically:

$$\mathcal{L}_{\text{GJS}}(X, Y) = \sum_{i=1}^{M} \pi_i D_{\text{KL}}(p^{(i)}, \sum_{j=1}^{M} \pi_j p^{(j)}),$$

where $M = 3$ in practice, $\pi_2 = \pi_3 = \frac{1-\pi_1}{2}$. We note that $\pi_1$ is the hyperparameter, $D_{\text{KL}}(p, q) = p^T \log \frac{p}{q}$ is the KL divergence, $p^{(1)} = \mathcal{Y}$, $p^{(2)} = f(X)$, $p^{(3)} = f(X^+)$, and $X^+$ is another view of sample $X$. [26] takes the Taylor series of CE loss, and states that by adjusting the order of the Taylor series, the adjusted CE loss can also be robust.

### 1.1.5 Sample Selection

We also discuss sample selection methods for learning with label noise. Here the sample selection also includes soft sample selection such as adding weights to different examples. We first discuss soft sample selection methods based on weights.
Figure 1.3: Selected sample flow for different sample selection methods, where A and B are denoted by the two different initialized neural networks. In each mini-batch data, each network will perform an update based on its updating strategy.

76 uses importance weighting to learn the classifier $f$ in the presence of noisy labels, which follows:

$$
\mathbb{E}_{D}[\mathcal{L}(f(X), Y)] = \mathbb{E}_{\tilde{D}}[\frac{P_D(X, Y)}{P_{\tilde{Y}}(X, \tilde{Y})}\mathcal{L}(f(X), \tilde{Y})].
$$

By the above equation, minimizing the weighted loss on noisy training data is equivalent to minimizing the loss over clean data. 103 assigns weights $w_i$ to the examples $(x_i, \tilde{y}_i)$, where the weights $w_i$ is determined by a small set of clean samples. This method has also been used in 162. 39 chooses to use the confidence score of model outputs as weights $w_i$.

For explicit sample selection methods, they aim to reduce the effects of mislabeled samples by only selecting clean data from noisy training data to update neural networks. 51 (M-Net) trains an extra neural network with a known set of clean samples and use the network to select clean samples from the noisy dataset. 38 (Decoupling) does not require extra clean data. Instead, Decoupling trains two neural networks, and the mislabeled samples are decided if the two neural networks give different predictions on these samples. 38 (Co-teaching) finds that small loss examples are usually clean examples. Co-teaching maintains two neural networks and mutually selects small loss examples to update the other neural network. While 154 (Co-teaching+) adjusts the selection strategy of Co-teaching method by only choosing small loss examples with different predictions given by two neural networks to update neural networks. 135 (JoCoR) proposes to update two neural networks simultaneously instead of iteratively. JoCoR reduces the diversity of two neural networks for better performance. The illustration of these methods is shown in Figure 1.3. The idea of selecting small loss examples as clean examples has been widely used. 113 17 use the selection strategy the same Co-teaching. 66 uses Co-teaching strategy to separate noisy training data as a clean labeled part and an incorrectly labeled part.

In addition to these small loss selection methods, 33 proposes a Curriculum Loss and uses it as a criterion to automatically and adaptively select samples for training. Similarly, 18
also designs a new selection criterion with theoretical guarantees. [90] finds that clean data can form a low-rank Jacobian matrix, and it selects clean samples which have the low-rank Jacobian.

### 1.1.6 Hybrid Approach

Most of above approaches can be jointly used with other approaches to obtain better performance. Though robust regularization only provides marginal improvement to models in the presence of noisy labels, it can be easily embedded into other methods to further boost model performance. For example, [75, 18, 90, 66, 4] all report when jointly using their methods with data augmentation technique mixup, the performance increases significantly. We also note that weight decay, as a regularization method, has already been automatically used in every modern neural network. [134] demonstrates the success when using label smoothing with a robust loss function SL. [11] also shows the success that adding random variables to labels together with simple label correction can bring significant improvement. Robust loss functions can also be jointly used with other methods such as label correction and loss correction, which are shown in [134, 153]. [113] shows the success of combining the sample selection method and label correction method.

### 1.1.7 Contrastive Learning

Contrastive learning is one of the representation learning approaches, which focuses on learning meaningful data representations. Different contrastive learning methods have different but similar objective functions to optimize [13, 14, 41, 91]. However, the high-level ideas of them are the same. For supervised contrastive learning, the goal is to learning representations from data, where representations from the same class forms a tight cluster, while clusters are pushed away from each other. A typical supervised contrastive learning framework is [55]. Given an image $x_i$ and an image $x_j$ from the same class. The supervised contrastive loss for this pair is defined as:

$$\mathcal{L}_{supcon} = -\log \frac{\exp(\frac{\text{sim}(x_i, x_j)}{\tau})}{\sum_{k=1}^{N} \mathbb{1}[k \neq i] \exp(\frac{\text{sim}(x_i, x_k)}{\tau})},$$

where $\text{sim}(x_i, x_j)$ is a cosine similarity function for the representations of $x_i$ and $x_j$, $\tau$ is a hyperparameter. Minimizing this loss is equivalent to learn parameters of the representation model such that the data representations from the same class are pulled together, and data representations from different classes are pushed away.

As studied in [16, 36], by careful neural network frameworks design, the denominator of the above fraction can be discarded, which results into objective functions that only focus on regularizing representations from the same class. The pairs for them are termed positive pairs.
Chapter 2

On Learning Noise-Robust Representations for Learning with Label Noise

2.1 Introduction

The successes of deep neural networks [43, 104] largely rely on availability of correctly labeled large-scale datasets that are prohibitively expensive and time-consuming to collect [141]. Approaches to addressing this issue includes: acquiring labels from crowdsourcing-like platforms or non-expert labelers or other unreliable sources [145, 161] but while these methods can reduce the labeling cost, label noise is inevitable. Due to the over-parameterization of deep networks [43], examples with noisy labels can ultimately be memorized with a cross entropy loss [75, 4, 90], which is known as the memorization effect [156, 87], leading to poor performance. Therefore, it is important to develop methods that are robust to the label noise.

Cross entropy (CE) loss is widely used as a loss function for image classification tasks due to its strong performance on clean training data [114] but it is not robust to label noise. When labels in training data are corrupted, the performance drops [6, 7]. Given the memorization effect of deep networks, training on noisy data with the CE loss results in the representations of the data clustered in terms of their noisy labels instead of the ground truth. Thus, the final layer of the deep networks cannot find a good decision boundary from these noisy representations.

To overcome the memorization effect, noise-robust loss functions have been actively studied in the literature [89, 161, 134, 26]. They aim to design noise-robust loss functions in a way such that they achieve small loss on clean data and large loss on wrongly labeled data. However, it has been empirically shown that being robust alone is not sufficient for a good performance as it also suffers from the underfitting problem [85]. To address this issue, these noise-robust loss functions have to be explicitly or implicitly jointly used with the CE loss, which brings a trade-off between non-robust loss and robust loss. As a result, the memorization effect is alleviated but still remains due to the non-robust CE loss.

In this chapter, we tackle this problem from a different perspective. Specifically, we investigate contrastive learning and the effect of the clustering structure for learning with noisy labels. Owing to the power of contrastive representation learning methods [16, 36, 14, 55, 15], learn-
Figure 2.1: Illustration of the proposed method with noisy labels. Black curves are the best classifiers that are learned during training. **Left:** Deep networks without contrastive regularization. **Right:** Deep networks with contrastive regularization. Two classes are better separated by deep networks that points with the same class are pulled into a tight cluster and clusters are pushed away from each other.

Contrastive learning has been extensively applied on various tasks [142, 117, 84]. The key component of contrastive learning is positive contrastive pairs $(x_1, x_2)$. Training a contrastive objective encourages the representations of $x_1, x_2$ to be closer. In classification tasks, correct positive contrastive pairs are formed by examples from the same class. When label noise exists, defining contrastive pairs in terms of their noisy labels results in adverse effects. Encouraging representations from different classes to be closer makes it even more difficult to separate images of different classes. Similar to our attempt to learn contrastive representations from noisy data, previous work has focused on reducing the adverse effects by re-defining contrastive pairs according to their pseudo labels [68, 19, 30, 67]. However, pseudo labels can be unreliable, and then wrong contrastive pairs are inevitable and can dominate the representation learning.

To address this issue, we propose a new contrastive regularization function that does not suffer from the adverse effects. We theoretically investigate benefits of representations induced by the proposed contrastive regularization function from two aspects. First, the representations of images keep information related to true labels and discard information related to corrupted labels. Second, we theoretically show that the classifier is hard to memorize corrupted labels given the learned representations, which demonstrates that our representations are robust to label noise. Intuitively, learning such contrastive representations of data helps combat the label noise. If data points are clustered tightly in terms of their true labels, then it makes the classifier hard to draw a decision boundary to separate the data in terms of their corrupted labels. We illustrate this intuition in Figure 2.1.

Our main contributions are as follows.

- We theoretically analyze the representations induced by the contrastive regularization function, showing that the representations keep information related to true labels and discard information related to corrupted labels. Moreover, we formally show that representations with insufficient corrupted label-related information are robust to label noise.
- We propose a novel algorithm over data with noisy labels to learn contrastive represent-
tations, and provide gradient analysis to show that correct contrastive pairs can dominate the representation learning.

- We empirically show that our method can be applied with existing label correction techniques and noise-robust loss functions to further boost the performance. We conduct extensive experiments to demonstrate the efficacy of our method.

### 2.2 Theoretical Analysis

In this section, we first introduce some notations and we then investigate the benefits of representations learned by the contrastive regularization function.

#### 2.2.1 Preliminaries

We use uppercases $X, Y, \ldots$ to represent random variables, calligraphic letters $\mathcal{X}, \mathcal{Y}, \ldots$ to represent sample spaces, and lowercases $x, y, \ldots$ to represent their realizations. Let $X$ be input random variable and $Y$ be its true label. We use $\tilde{Y}$ to denote the wrongly-labeled random variable that is not equal to $Y$. The entropy of the random variable $Y$ is denoted by $H(Y)$ and the mutual information of $X$ and $Y$ is $I(X, Y)$. We use $p(\cdot)$ to represent the density function and overload $p_i$ as the probabilistic output for sample $x_i$.

Contrastive learning aims to learn representations of data that only the data from the same class have similar representations. In this chapter, we propose to learn the representations by introducing the following contrastive regularization function over all examples $\{(x_i, y_i)\}$ from $X \times \mathcal{Y}$ and $y_i$ is the ground truth.

$$L_{\text{ctr}}(x_i, x_j) = -\langle \tilde{q}_i, \tilde{z}_j \rangle + \langle \tilde{q}_j, \tilde{z}_i \rangle \mathbb{I}[y_i = y_j], \tag{2.1}$$

where $\tilde{q}_k = \frac{q_k}{\|q_k\|_2}$ and $\tilde{z}_k = \frac{z_k}{\|z_k\|_2}$, and $x_i, x_j$ are inputs. Following SimSiam [16], we define $q = h(f(x))$, $z = \text{stopgrad}(f(x))$, $f$ is an encoder network consisting of a backbone network and a projection MLP, and $h$ is a prediction MLP. Minimizing Eq. (2.1) with respect to the parameters of neural networks on $\{(x_i, y_i), (x_j, y_j)\}$ pulls representations of $x_i$ and $x_j$ closer if $y_i = y_j$. The designs of the stop-gradient operation and $h$ applied on representations are mainly to avoid trivial constant solutions.

#### 2.2.2 The Benefits of Representations Induced by Contrastive Regularization

We first relate the solutions that minimize Eq. (2.1) to a mutual information

$$I(Z; X^+) = \iint p(z, x^+) \log \frac{p(z|x^+)}{p(z)} \, dx^+ \, dz,$$

where $p(\cdot)$ is a density function, $z = f(x)$ and $x^+$ is from the same class as $x$. The mutual information characterizes the information of one random variable contained when given another random variable.
Theorem 2.2.1. Representations $Z$ learned by minimizing Eq. (2.1) maximizes the mutual information $I(Z; X^+)$, where the maximization is over the parameters of neural networks for calculating $Z$.

The proof is provided in 2.B.1. Theorem 2.2.1 reveals the equivalence between the contrastive learning and mutual information maximization. Intuitively, Eq. (2.1) encourages to pull representations from the same class together and push those from different classes apart. The estimate of $z$ conditioned on $x^+$ is more accurate than random guessing because the representation $z$ of $x$ is similar to the representation of $x^+$. Thus the pointwise mutual information $\log p(z|x^+)/p(z)$ increases by minimizing Eq. (2.1).

We denote $Z^* = \arg \max_{Z_{\theta}} I(Z_{\theta}; X^+)$ by the representation that maximizes the mutual information, where $Z_{\theta}$ is a representation of $X$ parameterized by the neural network $f$ with parameters $\theta$. To understand what $Z^*$ is learned from inputs and to show that $Z^*$ is noise-robust, we introduce the notion of $(\epsilon, \gamma)$-distribution:

Definition 2.2.2 $(\epsilon, \gamma)$-distribution. A distribution $D(X, Y, \tilde{Y})$ is called $(\epsilon, \gamma)$-Distribution if there exists $\gamma > \epsilon > 0$ such that

$$I(X; Y|X^+) \leq \epsilon,$$  \hspace{1cm} (2.2)

and

$$I(X; \tilde{Y}|X^+) > \gamma.$$  \hspace{1cm} (2.3)

Eq. (2.2) characterizes the connection between images and their true labels. If we already know an image $X^+$, then there is the limited extra information related to the true label by additionally knowing $X$. We use a small number $\epsilon$ to restrict this additional information gain. Eq. (2.3) characterizes the connection between those images and their corrupted labels. By knowing an additional image $X^+$, the information $X$ contains about its corrupted label $\tilde{Y}$ is still larger than $\gamma$. The above condition $\gamma \gg \epsilon > 0$ states that images from the same class are much more similar with respect to the true label than the corrupted label. As it is mentioned in [116], if there is a perfect prediction of $Y$ given $X^+$, then $\epsilon = 0$.

We illustrate the intuitions behind Definition 2.2.2 in Figure 2.2. We use the Grad-CAM [109] to highlight the important regions in the images for predictions. The Grad-CAM maps the computed gradients to the original image and the magnitudes of the gradients highlight the important regions in the image. The highlighted regions captured by the model are most related to labels. For images with the same clean labels, their information related to true labels are similar. For example, when Cat 1 and Cat 2 in Figure 2.2 are labeled as “cat”, cat faces are captured as the true label-related information and they all look alike. For images with corrupted labels, their information related to corrupted labels are quite different. When Cat 1 and Cat 2 in Figure 2.2 are labeled as “dog”, the windows bars captured as the corrupted label-related information for Cat 1 is different from the floor and wall for Cat 2.

With the notion of $(\epsilon, \gamma)$-distribution, the following theorem help us understand the benefits of representations $Z^*$ in depth.

Theorem 2.2.3. Given a distribution $D(X, Y, \tilde{Y})$ that is $(\epsilon, \gamma)$-Distribution, we have

$$I(X; Y) - \epsilon \leq I(Z^*; Y) \leq I(X; Y),$$  \hspace{1cm} (2.4)

$$I(Z^*; \tilde{Y}) \leq I(X; \tilde{Y}) - \gamma + \epsilon.$$  \hspace{1cm} (2.5)
2.2. Theoretical Analysis

![Image: Figure 2.2: An example of Grad-CAM results of ResNet34 trained on noisy dataset with 40% symmetric label noise and clean dataset, separately. When there is label noise, information related to corrupted labels captured by the model varies from image to image (e.g. window bars in Cat 1 v.s. floor and wall in Cat 2). When there is no label noise, information related to true labels are similar for images from the same class (e.g. cat face in Cat 1 v.s. cat face in Cat 2).

The proof is provided in 2.B.2. Given images $X$ and their labels $Y$, the mutual information $I(X; Y)$ is fixed. The theorem states that the learned representations $Z^*$ keep as much true label-related information as possible and discard much corrupted label-related information. Since the corrupted label-related information is discarded from the representations $Z^*$, memorizing the corrupted labels based on $Z^*$ is diminished. Lemma 2.2.4 establishes the lower bound on the expected error on wrongly-labeled data.

**Lemma 2.2.4.** Consider a pair of random variables $(X, \hat{Y})$. Let $\hat{Y}$ be outputs of any classifier based on inputs $Z_0$, and $\bar{e} = \mathbb{1}[\hat{Y} \neq \hat{Y}]$, where $\mathbb{1}[A]$ be the indicator function of event $A$. Then, we have

$$
\mathbb{E}[\bar{e}] \geq \frac{H(\hat{Y}) - I(Z_0; \hat{Y}) - H(\bar{e})}{\log(|\hat{Y}|) - 1}.
$$

The proof is provided in 2.B.3. Lemma 2.2.4 provides a necessary condition on the success of learning with noisy labels based on representation learning and sheds new light on this problem by highlighting the role of minimizing $I(Z_0; \hat{Y})$. To see this, note that small $I(Z_0; \hat{Y})$ implies robustness to label noise since $\mathbb{E}[\bar{e}]$ is the expected error over the corrupted labels. On the other hand, when minimizing Eq. (2.1), small $I(Z^*; \hat{Y})$ can be achieved as indicated by the upper bound in Eq. (2.12). In the meanwhile, the lower bound on $I(Z^*; Y)$ in Eq. (2.11) also shows that $Z^*$ can retain the discriminative information of the data to avoid a trivial solution to $I(Z_0; \hat{Y})$ minimization (i.e., $Z_0$ is a constant representation).

While Lemma 2.2.4 combined with Theorem 2.2.3 indicates that $Z^*$ is robust to label noise, the following Lemma shows that $Z^*$ can also avoid underfitting. Specifically, it implies that that a good classifier achieved under the clean distribution can also be achieved based on our representations $Z^*$.
Figure 2.3: Results of memorization of label noise and performance on test data on CIFAR-10 with 80% symmetric label noise (SYM) and 40% asymmetric label noise (ASYM). The memorization is defined by the fraction of wrongly labeled examples whose predictions are equal to their labels.

**Lemma 2.2.5.** Let \( R(X) = \inf_g \mathbb{E}_{X,Y}[\mathcal{L}(g(X), Y)] \) be the minimum risk over the joint distribution \( X \times Y \), where \( \mathcal{L}(p, y) = \sum_{i=1}^{y} y_i^{(i)} \log p^{(i)} \) is a CE loss and \( g \) is a function mapping from input space to label space, \( p^{(i)} \) with upper script \( i \) represents the \( i \)th entry for the probabilistic output of \( X \). Let \( R(Z^*) = \inf_{g^*} \mathbb{E}_{Z^*, Y}[\mathcal{L}(g^*(Z^*), Y)] \) be the minimum risk over the joint distribution \( Z^* \times Y \) and \( g^* \) maps from representation space to label space. Suppose the joint distribution \( D(X, Y, \tilde{Y}) \) is \( (\epsilon, \gamma) \)-Distribution. Then,

\[
R(Z^*) \leq R(X) + \epsilon.
\]

The proof is provided in 2.B.4. The \( \epsilon \) comes from the definition of the joint distribution.

To show the robustness and performance of the contrastive (CTR) representation \( Z^* \), we empirically compare it to the representation learned by the CE loss. We first use clean labels to train neural networks with different loss functions. Then we initialize the parameters of final linear classifiers and fine tune them with noisy labels. We denote the memorization by the fraction of corrupted examples whose predictions are equal to their labels. Figure 2.3 illustrates the improved performance and robustness in terms of test accuracy and reduced memorization with the CTR representation.

**Remark** Figure 2.3 indicates that the memorization subsides down as the training progresses, whereas in previous literature, the memorization increases as training progresses. We explain that, conventionally, the memorization is observed and proved in over-parameterized models. Under this setting, the fraction of examples that memorized by the model will increase as training progresses. However, the memorization in this work is measured on a linear classifier on top of frozen data representations, where ratio of number parameters and the sample size is \( \sim 0.1 \), which is underparameterized.

### 2.3 Algorithm

In practice, as we are only given a noisy data set, we do not know if a label is clean or not. Consequently, simply minimizing Eq. (2.1) can lead to deteriorated performances. To see this, note that Eq. (2.1) is activated only when \( \mathbb{I}[y_i = y_j] = 1 \). Thus, two representations from different classes will be pulled together when there are noisy labels.
Since deep networks first fit examples with clean labels and the probabilistic outputs of these examples are higher than examples with corrupted labels \([41, 69]\), one straightforward approach to tackle this issue is to replace the indicator function with a more reliable criterion \(\mathbb{1}\{p_i^T p_j \geq \tau\}\):

\[
\mathcal{L}'_{\text{ctr}}(x_i, x_j) = -(\langle \tilde{q}_i, \tilde{z}_j \rangle + \langle \tilde{q}_j, \tilde{z}_i \rangle) \mathbb{1}\{p_i^T p_j \geq \tau\},
\]

where \(p_i\) is the probabilistic output produced by linear classifier on the representation of image \(x_i\) and \(\tau\) is a confidence threshold. However, minimizing Eq. (2.6) only helps representation learning during the early stage. After that period, examples with corrupted labels will dominate the learning procedure since the magnitudes of gradient from correct contrastive pairs overwhelm that from wrong contrastive pairs. In particular, given two clean examples \(x_i, x_j\) with \(y_i = y_j\) and a wrongly labeled example \(x_m\) with \(\tilde{y}_m = y_i = y_j\), during the early stage, representations \(\tilde{q}_i^T \tilde{q}_j \rightarrow 1\) and \(\tilde{q}_i^T \tilde{q}_m \approx 0\). After the early stage, deep networks starts to fit wrongly labeled data. At this moment, the wrong contrastive pairs \((x_i, x_m)\) and \((x_j, x_m)\) are wrongly pulled together and they impair the representation learning instead of the correct pair \((x_i, x_j)\):

\[
\left\| \frac{\partial \mathcal{L}'_{\text{ctr}}(x_i, x_m)}{\partial q_i} \right\|_2^2 = c_i (1 - \tilde{q}_i^T \tilde{q}_m) \gg c_i (1 - \tilde{q}_j^T \tilde{q}_j) = \left\| \frac{\partial \mathcal{L}'_{\text{ctr}}(x_i, x_j)}{\partial q_i} \right\|_2^2,
\]

where \(c_i = 1/\|q_i\|^2\) and we take \(h\) as an identity function for simplicity. The proof is shown in supplementary materials.

To address this issue, we propose the following regularization function to avoid the negative effects from wrong contrastive pairs:

\[
\overline{\mathcal{L}}_{\text{ctr}}(x_i, x_j) = \left( \log (1 - \langle \tilde{q}_i, \tilde{z}_j \rangle) + \log (1 - \langle \tilde{q}_j, \tilde{z}_i \rangle) \right) \mathbb{1}\{p_i^T p_j \geq \tau\}.
\]

Eq. (2.8) still aims to learn similar representations for data with the same true labels. Since the minimum of Eq. (2.8) is the same as the maximum of Eq. (2.1), our theoretical results about \(Z^*\) still hold. Moreover, the gradient analysis of Eq. (2.8) is given by

\[
\left\| \frac{\partial \overline{\mathcal{L}}_{\text{ctr}}(x_i, x_j)}{\partial q_i} \right\|_2^2 = c_i (1 + \tilde{q}_i^T \tilde{q}_j),
\]

which indicates that the gradient in L2 norm increases if \(\tilde{q}_i\) and \(\tilde{q}_j\) approach to each other. In other words, the gradient from the correct pair \((x_i, x_j)\) is larger than the gradient from the wrong pair \((x_i, x_m)\) \((1 + \tilde{q}_i^T \tilde{q}_j > 1 + \tilde{q}_i^T \tilde{q}_m \approx 1)\) during the learning procedure. Compared to the gradient given by Eq. (2.7), our proposed regularization function does not suffer from the gradient domination by wrong pairs.

Finally, the overall objective function is given by

\[
\mathcal{L} = \mathcal{L}_{\text{ce}} + \lambda \overline{\mathcal{L}}_{\text{ctr}},
\]

where \(\overline{\mathcal{L}}_{\text{ctr}}\) serves as a contrastive regularization (CTRR) on representations and \(\lambda\) controls the strength of the regularization.
to gradients to avoid memorization. 6) SLN [11], which adds Gaussian noise to noisy labels to
update. 5) LIMIT [40], which introduces noise by a estimated noise transition matrix. 3) GCE [16], which takes advantages of both
symmetric and asymmetric label noise, then its label follows the distribution where the probability of observed label given ground-truth is either 0 or 1. For example, if a sample is noisily labeled according to asymmetric label noise, then its label follows the distribution with confusing appearances and 5000 test images. Its estimated noise level is around 8%. Clothing1M has a million training images and 10,000 test images with 14 classes. Its estimated noise level is around 40%.

Noise generation. For CIFAR-10, we consider two different types of synthetic noise with various noise levels. For symmetric noise, each label has the same probability of flipping to any other classes, and we randomly choose \( r \) training data with their labels to be flipped for \( r \in \{20\%, 40\%, 60\%, 80\%, 90\%\} \). For asymmetric noise, following [11], we flip labels between TRUCK\( \rightarrow \)AUTOMOBILE, BIRD\( \rightarrow \)AIRPLANE, DEER\( \rightarrow \)HORSE, and CAT\( \leftarrow \)DOG. We randomly choose 40\% training data with their labels to be flipped according to the asymmetric labeling rule. For CIFAR-100, we test our method with symmetric noise with the noise level \( r \in \{20\%, 40\%, 60\%, 80\%\} \). From statistical point of view, if a sample is noisily labeled according to symmetric label noise, then its label follows uniform distribution. If a sample is noisily labeled according to asymmetric label noise, then its label follows the distribution where the probability of observed label given ground-truth is either 0 or 1, For example \( \Pr[\bar{Y} = j | Y = i] = c_{ij} \), where \( c_{ij} \) is either 0 or 1.

Baseline methods. To evaluate our method, we mainly compare our robust loss function to other robust loss function methods: 1) CE loss. 2) Forward correction [95], which corrects loss values by a estimated noise transition matrix. 3) GCE [16], which takes advantages of both MAE loss and CE loss and designs a robust loss function. 4) Co-teaching [88], which maintains two networks and uses small-loss examples to update. 5) LIMIT [40], which introduces noise to gradients to avoid memorization. 6) SLN [11], which adds Gaussian noise to noisy labels to

### Table 2.1: The test accuracy on CIFAR-10 with different noise types and noise levels. All method use the same model PreAct ResNet18 [45] and their results are reported over three runs.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sym. 0%</th>
<th>Sym. 20%</th>
<th>Sym. 40%</th>
<th>Sym. 60%</th>
<th>Sym. 80%</th>
<th>Sym. 90%</th>
<th>Asym. 0%</th>
<th>Asym. 20%</th>
<th>Asym. 40%</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>93.97\pm0.22</td>
<td>88.51\pm0.17</td>
<td>82.73\pm0.16</td>
<td>76.26\pm0.29</td>
<td>59.25\pm1.01</td>
<td>39.43\pm1.17</td>
<td>83.23\pm0.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forward</td>
<td>93.47\pm0.19</td>
<td>88.87\pm0.21</td>
<td>83.28\pm0.37</td>
<td>75.15\pm0.73</td>
<td>58.58\pm1.05</td>
<td>38.49\pm1.02</td>
<td>82.93\pm0.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCE</td>
<td>92.38\pm0.32</td>
<td>91.22\pm0.25</td>
<td>89.26\pm0.34</td>
<td>85.76\pm0.58</td>
<td>70.57\pm1.83</td>
<td>31.25\pm1.14</td>
<td>82.22\pm0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Co-teaching</td>
<td>93.37\pm0.12</td>
<td>92.05\pm0.15</td>
<td>87.73\pm0.17</td>
<td>85.10\pm0.49</td>
<td>44.16\pm1.71</td>
<td>30.39\pm1.08</td>
<td>77.78\pm0.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LIMIT</td>
<td>93.47\pm0.56</td>
<td>89.63\pm0.42</td>
<td>85.39\pm0.63</td>
<td>78.05\pm0.85</td>
<td>58.71\pm0.83</td>
<td>40.46\pm0.97</td>
<td>83.56\pm0.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SLN</td>
<td>93.21\pm0.21</td>
<td>88.77\pm0.23</td>
<td>87.03\pm0.70</td>
<td>80.57\pm0.50</td>
<td>63.99\pm0.79</td>
<td>36.64\pm1.77</td>
<td>81.02\pm0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SL</td>
<td>94.21\pm0.13</td>
<td>92.45\pm0.08</td>
<td>89.22\pm0.08</td>
<td>84.63\pm0.21</td>
<td>72.59\pm0.23</td>
<td>51.13\pm0.27</td>
<td>83.58\pm0.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APL</td>
<td>93.97\pm0.25</td>
<td>92.51\pm0.39</td>
<td>89.34\pm0.33</td>
<td>85.01\pm0.17</td>
<td>70.52\pm2.36</td>
<td>49.38\pm2.86</td>
<td>84.06\pm0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTRR</td>
<td><strong>94.29\pm0.21</strong></td>
<td><strong>93.05\pm0.32</strong></td>
<td><strong>92.16\pm0.31</strong></td>
<td><strong>87.34\pm0.84</strong></td>
<td><strong>83.66\pm0.52</strong></td>
<td><strong>81.65\pm2.46</strong></td>
<td><strong>89.00\pm0.56</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Datasets. We evaluate our method on two artificially corrupted datasets CIFAR-10 [31] and CIFAR-100 [31], and two real-world datasets ANIMAL-10N [113] and Clothing1M [141]. CIFAR-10 and CIFAR1-00 contain 50,000 training images and 10,000 test images with 10 and 100 classes, respectively. ANIMAL-10N has 10 animal classes and 50,000 training images with confusing appearances and 5000 test images. Its estimated noise level is around 8%. Clothing1M has a million training images and 10,000 test images with 14 classes. Its estimated noise level is around 40%.
implementation details and algorithms in Appendix 2.A.

[90x72]strong augmented image is for calculating $L_t$.

[90x115]flip for optimizing the cross entropy loss.

[90x173]pre-trained model ResNet18. The projection MLP is 3-layer MLP and the prediction MLP is

[90x223]robust loss functions for training.

[90x238]as a robust loss function. 8) APL (NCE+RCE) [85], which combines two mutually boosted robust loss functions for training.

**Implementation.** For CIFAR datasets, we use the model PreAct ResNet18. For ANIMAL10N, we use a random initialized model ResNet18. For Clothing1M, we use an ImageNet pre-trained model ResNet18. The projection MLP is 3-layer MLP and the prediction MLP is 2-layer MLP as proposed in SimSiam [16]. We illustrate our framework in Figure 2.4. We use weak augmentations $\mathcal{A}_w: X \to X$ including random resized crop and random horizontal flip for optimizing the cross entropy loss $L_{ce}$. Following SimSiam, we use a strong augmentation $\mathcal{A}_s: X \to X$ applied on images twice for optimizing the contrastive regularization term $\tilde{L}_{ctr}$. Specifically, $\{z_i\} = f(\mathcal{A}_s(x_i))$ and $\{q_i\} = h(f(\mathcal{A}_s(x_i)))$ for every example $x_i$, where one strong augmented image is for calculating $z$ and another is for calculating $q$. We include more implementation details and algorithms in Appendix 2.A.
Table 2.3: Test accuracy on the real-world datasets ANIMAL-10N and Clothing1M. For ANIMAL-10N, all methods use a random initialized ResNet18 and pre-trained ResNet18 for Clothing1M. The results are based on three different runs.

<table>
<thead>
<tr>
<th>Method</th>
<th>ANIMAL-10N</th>
<th>Clothing1M</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>83.18±0.15</td>
<td>70.88±0.45</td>
</tr>
<tr>
<td>Forward</td>
<td>83.67±0.31</td>
<td>71.23±0.39</td>
</tr>
<tr>
<td>GCE</td>
<td>84.42±0.39</td>
<td>71.34±0.12</td>
</tr>
<tr>
<td>Co-teaching</td>
<td>85.73±0.27</td>
<td>71.68±0.21</td>
</tr>
<tr>
<td>SLN</td>
<td>83.17±0.08</td>
<td>71.17±0.12</td>
</tr>
<tr>
<td>SL</td>
<td>83.92±0.28</td>
<td>72.03±0.13</td>
</tr>
<tr>
<td>APL</td>
<td>84.25±0.11</td>
<td>72.18±0.21</td>
</tr>
<tr>
<td>CTRR</td>
<td><strong>86.71±0.15</strong></td>
<td><strong>72.71±0.19</strong></td>
</tr>
</tbody>
</table>

Table 2.4: The performance of the model with respect to different regularization functions.

<table>
<thead>
<tr>
<th>Regularization Functions</th>
<th>0%</th>
<th>20%</th>
<th>40%</th>
<th>60%</th>
<th>80%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{L}_{\text{ctr}}^2$ (2.6)</td>
<td>93.58±0.11</td>
<td>86.05±0.33</td>
<td>82.34±0.25</td>
<td>74.35±0.54</td>
<td>54.83±1.00</td>
<td>40.96±0.99</td>
</tr>
<tr>
<td>$\mathcal{L}_{\text{ctr}}^2$ (2.8)</td>
<td><strong>94.29±0.21</strong></td>
<td><strong>93.05±0.32</strong></td>
<td><strong>92.16±0.31</strong></td>
<td><strong>87.34±0.84</strong></td>
<td><strong>83.66±0.52</strong></td>
<td><strong>81.65±2.46</strong></td>
</tr>
</tbody>
</table>

2.4.1 CIFAR Results

Table 2.1 and Table 2.2 show the results on CIFAR-10 and CIFAR-100 with various label noise settings. We use PreAct ResNet18 [43] for all methods and report the test accuracy for them based on three runs. Our method achieves the best performance on all tested noise settings. Especially when noise levels reach to 80% or even 90%, our method significantly outperforms other methods. For example, on CIFAR-10 with $r = 90\%$, CTRR maintains a high accuracy of 81.65% compared with the second best one 49.65%.

2.4.2 ANIMAL-10N & Clothing1M Results

Table 2.3 shows the results on the real-world datasets ANIMAL-10N and Clothing1M. All methods use the same model and the results are reported over three runs. We use a random initialized ResNet18 and an ImageNet pre-trained ResNet18 on ANIMAL-10N and Clothing1M, respectively, and the results are reported over three runs. For Clothing1M, following [65, 11], we randomly sample a balanced subset of 20.48K images from the noisy training data and report performance on 10K test images. Our method is superior to other baselines on the two real-world datasets.
2.5 Ablation Studies and Discussions

In this section, we first investigate the effects of hyperparameters. Then we evaluate the regularization functions Eq. (2.8) and Eq. (2.6), respectively. Lastly, we present two ways to enhance our method.

<table>
<thead>
<tr>
<th>Method</th>
<th>20%</th>
<th>40%</th>
<th>60%</th>
<th>80%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vanilla-SimSiam</td>
<td>90.76±0.12</td>
<td>88.14±0.23</td>
<td>83.35±0.39</td>
<td>78.66±0.29</td>
<td>75.70±1.04</td>
</tr>
<tr>
<td>CTRR (SimSiam)</td>
<td>93.05±0.32</td>
<td>92.16±0.31</td>
<td>87.34±0.84</td>
<td>83.66±0.52</td>
<td>81.65±2.46</td>
</tr>
<tr>
<td>CTRR (SimCLR)</td>
<td>92.50±0.35</td>
<td>90.12±0.43</td>
<td>87.41±0.83</td>
<td>84.96±0.44</td>
<td>79.57±1.32</td>
</tr>
<tr>
<td>CTRR (BYOL)</td>
<td>93.31±0.16</td>
<td>92.12±0.16</td>
<td>88.71±0.52</td>
<td>86.99±0.39</td>
<td>84.31±0.66</td>
</tr>
</tbody>
</table>

Table 2.5: Comparison with other contrastive learning methods.

Figure 2.5: Analysis of $\lambda$ and $\tau$ on CIFAR-10 with 60% symmetric label noise

Table 2.6: ✓/✗ indicates the label correction technique is enabled/disabled.

The effects of $\lambda$: The hyperparameter $\lambda$ controls the strength of the regularization to representations of data. A weak regularization is not able to address the memorization issue, while a strong regularization makes the neural network mainly focus on optimizing the regularization term and ignoring optimizing the linear classifier. Figure 2.5 (left) shows the test accuracy with different $\lambda$. The results are in line with the expectation that too strong and too weak regularizations lead to poor performance.

The effects of $\tau$: The $\tau$ is the confidence threshold for choosing two examples from the same classes. Many wrong pairs are selected if $\tau$ is set too low. Figure 2.5 (right) shows the test accuracy with different $\tau$. When we are too confident about any pairs ($\tau=0$), the model performance is reduced significantly.

The effects of $L_{ctr}$: To study the effect of the proposed regularization function, we compare the performance of Eq. (2.8) to Eq. (2.6). Empirical results are consistent with the previous gra-
2.5.1 Extending to Other Contrastive Learning Frameworks

We first evaluate the performance of vanilla-SimSiam in the presence of label noise, where we pretrain SimSiam on CIFAR-10 without label information and then finetune the neural network on noisy data. Then we evaluate the performance of CTRR under other contrastive learning frameworks. While CTRR relies on SimSiam framework, the mutual information maximization and the gradient analysis can be easily extended to other contrastive learning frameworks, for example, SimCLR [13] and BYOL [36]. Table 2.5 shows that our method still performs well on other frameworks.

2.5.2 Combination with Other Label Noise Methods

Furthermore, CTRR is orthogonal to label correction techniques [160, 75]. In other words, our method can be integrated with these techniques to further boost learning performances. Specifically, we use the basic label correction strategy following [11] that labels are replaced by weighted averaged of both model predictions and original labels, where weights are scaled sample losses. In Table 2.6, we show that the performance is improved after enabling a simple label correction technique.

Note that GCE [161] is a partial noise-robust loss function implicitly combined with CE and MAE. It is of interest to re-validate the loss function GCE along with our proposed regularization function. We show the performance of a combination of our method and GCE in Table 2.7. With representations induced by our proposed method, there is a significant improvement on GCE, which demonstrates the effectiveness of the learned representations. Meanwhile, the success of this combination implies that our proposed method is beneficial to other partial noise-robust loss functions.

Table 2.7: The performance of the model with respect to GCE, CTRR and CTRR+GCE.

<table>
<thead>
<tr>
<th>Method</th>
<th>CIFAR-10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20%</td>
</tr>
<tr>
<td>GCE</td>
<td>91.22 ±0.25</td>
</tr>
<tr>
<td>CTRR</td>
<td>93.05 ±0.32</td>
</tr>
<tr>
<td>CTRR+GCE</td>
<td>93.94 ±0.09</td>
</tr>
</tbody>
</table>

Note that gradient analysis and they are shown in Table 2.4. Our proposed regularization function Eq. (2.8) outperforms Eq. (2.6) by a large margin across all noise levels.

2.6 Conclusion

We present a simple but effective CTRR to address the memorization issue. Our theoretical analysis indicates that CTRR induces noise-robust representations without suffering from the underfitting problem. The empirical results also demonstrate the effectiveness of CTRR. We
have discussed the two possible combinations of existing methods to improve model performance. We believe that CTRR can be jointly used with other existing methods to achieve better performance.
2. A Experiment Details

2. A.1 Algorithm

According to our gradient analysis on two different clean images \( x_i, x_j \) with \( y_i = y_j \) and a noisy image \( x_m \) with \( y_m = y_i \), apply the regularization function Eq. (2.8) can avoid representation learning dominated by the wrong contrastive pair \((x_i, x_m)\). The analysis does not cover the same image with two different augmentations. When applying the strong augmentation twice, each image \( x \) has two different augmentations \( x_0, x_{00} \). The contrastive pair \((x_0, x_{00})\) will also dominate the representation learning given the property of Eq. (2.8). However, focusing on learning similar representations of \((x_0, x_{00})\) does not help to form a cluster structure in representation space. As mentioned in [132], learning this self-supervised representations causes representations of data distributed uniformly on the unit hypersphere. Hence, we want the gradient from the pair \((x_0, x_{00})\) to be smaller when their representations approach to each other. We use the original contrastive regularization to regularize the pair \((x_0, x_{00})\). The pseudocode of the proposed method is given in Algorithm 1.

2. A.2 Hyperparameters

CIFAR. Our method has two hyperparameters \( \lambda \) and \( \tau \). For each noise setting for CIFAR-10, we select the best hyperparameters: \( \lambda \) from \{50, 130\} and \( \tau \) from \{0.4, 0.8\}. For each noise setting for CIFAR-100, we select the best hyperparameters: \( \lambda \) from \{50, 90\} and \( \tau \) from \{0.05, 0.7\}. The batch size is set as 256, and the learning rate is 0.02 using SGD with a momentum of 0.9 and a weight decay of 0.0005.

ANIMAL-10N & Clothing1M. For ANIMAL-10N, we set \( \lambda = 50 \), \( \tau = 0.8 \) and batch size is 256. The learning rate is set with the same SGD optimizer as the CIFAR experiment. For Clothing1M, we set \( \lambda = 90 \), \( \tau = 0.4 \) and batch size is 256. The learning rate is set as 0.06 with the same SGD optimizer as above.

2. B Proofs of Theoretical Results

2. B.1 Proof for Theorem 2.2.1

Theorem. Representations \( Z \) learned by minimizing Eq. (2.7) maximizes the mutual information \( I(Z; X^+) \).

Proof. We first decompose the mutual information \( I(Z; X^+) \):

\[
I(Z; X^+) = \mathbb{E}_{Z,X^+} \log \frac{p(Z|X^+)}{p(Z)} \\
\quad = \mathbb{E}_{X^+} \mathbb{E}_{Z|X^+} [\log p(Z|X^+)] - \mathbb{E}_{Z,X^+} [p(Z)] \\
\quad = - \mathbb{E}_{X^+} [H(Z|X^+)] + H(Z).
\]

The first term \( \mathbb{E}_{X^+} [H(Z|X^+)] \) measures the uncertainty of \( Z|X^+ \), which is minimized when \( Z \) can be completely determined by \( X^+ \). The second term \( H(Z) \) measures the uncertainty of \( Z \) itself and it is minimized when outcomes of \( Z \) are equally likely.
We next show that $Z$ can be completely determined by $X^+$ when minimum of Eq. (2.1) is achieved and uncertainty of $Z$ itself is maintained by an assumption about the framework. By the Cauchy-Schwarz inequality,

\[
\mathbb{E}_{X,X'}[L_{ct}(X, X^+)] \geq \mathbb{E}_{X,X'}[\|\tilde{q}\|_2 \|\tilde{z}^+\|_2] + \|\tilde{q}^+\|_2 \|\tilde{z}\|_2 = -2.
\]

The equality is attained when $\tilde{q} = \tilde{z}^+$ and $\tilde{q}^+ = \tilde{z}$ for all $x, x^+$ from the same class. For any three images $x_1, x_2, x_3$ from the same class, we have:

\[
f(x_1) = g(x_3), \quad f(x_2) = g(x_3),
\]

where $g = h(f(\cdot))$. We can find $f(x_1) = f(x_2)$ for any images $x_1, x_2$ from the same class. The result can be easily extended to the general case: $f(X_1) = f(X_2)$ for any $(X_1, Y_1) \sim P(X, Y), (X_2, Y_2) \sim P(X, Y)$ with $Y_1 = Y_2$. Thus $Z$ can be determined by $X^+$ with the equation $Z = f(X^+)$, which minimizes $\mathbb{E}_{X^+}[H(Z|X^+)]$.

When $p(Z = c_i|Y = y) = \frac{1}{|Y|}$, the entropy $H(Z)$ is maximized. With extensive empirical results in Simsiam, we assume the collapsed solutions are perfectly avoided by using the SimSiam framework. By this assumption, $c_j \neq c_k$ for any $j \neq k$. The model learns different clusters $c_j$ for different $y$ and representations with different labels have different clusters. Therefore, for a balanced dataset, the outcomes of $Z$ are equally likely and it maximizes the second term $H(Z)$. In summary, the learned representations by Eq. (2.1) maximizes the mutual information $I(Z; X^+)$.

\[\square\]
2.B.2 Proof for Theorem 2.2.3

Theorem. Given a distribution $D(X, Y, \tilde{Y})$ that is $(\epsilon, \gamma)$-Distribution, we have

\begin{align}
I(X; Y) - \epsilon &\leq I(Z^*; Y) \leq I(X; Y), \\
I(Z^*; \tilde{Y}) &\leq I(X; \tilde{Y}) - \gamma + \epsilon.
\end{align}

Proof. The Theorem builds upon the Theorem 5 from [126]. We first provide the proof for the first inequality, which can also be obtained from [126]. Then we provide the proof for the second inequality.

For the first inequality, by adopting Data Processing Inequality in the Markov Chain $Y \leftrightarrow X \rightarrow Z$, we have $I(X; Y) \geq I(Z; Y)$ for any $Z \in \mathcal{Z}$. Then, we have $I(X; Y) \geq I(Z^*; Y)$. Since $Z^* = \arg\max_{Z} I(Z_0; X^*)$, and $I(Z_0; X^*)$ is maximized at $I(X; X^*)$, then $I(Z^*; X^*) = I(X; X^*)$ and $I(Z^*; X^*|Y) = I(X; X^*|Y)$. Meanwhile, use the result $I(Z^*; X^*; Y) = I(X; X^*; Y)$, which is given by

\begin{align}
I(Z^*; X^*; Y) &= I(Z^*; X^*) - I(Z^*; X^*|Y) \\
&= I(X; X^*) - I(X; X^*|Y) \\
&= I(X; X^*; Y),
\end{align}

we have

\begin{align}
I(Z^*; Y) &= I(X; X^*; Y) + I(Z^*; Y|X^*) \\
&= I(X; Y) - I(X; Y|X^*) + I(Z^*; Y|X^*). 	ag{2.13}
\end{align}

Thus, by Eq. (2.13) and the Definition 2.2.2 we get

\begin{align}
I(Z^*; Y) \geq I(X; Y) - I(X; Y|X^*) \geq I(X; Y) - \epsilon \tag{2.14}
\end{align}

Now we present the second inequality $I(Z^*; \tilde{Y}) \leq I(X; \tilde{Y}) - \gamma + \epsilon$.

Similarly, by Eq. (2.13), we have

\begin{align}
I(Z^*; \tilde{Y}) &= I(X; \tilde{Y}) - I(X; \tilde{Y}|X^*) + I(Z^*; \tilde{Y}|X^*) \\
&\leq I(X; \tilde{Y}) - \gamma + I(Z^*; \tilde{Y}|X^*) \tag{2.15} \\
&\leq I(X; \tilde{Y}) - \gamma + I(Z^*; Y|X^*) \tag{2.16} \\
&\leq I(X; \tilde{Y}) - \gamma + \epsilon \tag{2.17}
\end{align}

, where the first and the third inequalities are by the definition 2.2.2 the second inequality is by the Data Processing Inequality in the Markov Chain $Y \leftrightarrow X \rightarrow Z$.

\[\square\]

2.B.3 Proof for Lemma 2.2.4

Lemma. Consider a pair of random variables $(X, \tilde{Y})$. Let $\tilde{Y}$ be outputs of any classifier based on inputs $Z_0$, and $\bar{\epsilon} = \mathbb{I}[\tilde{Y} \neq \tilde{Y}]$, where $\mathbb{I}[A]$ be the indicator function of event $A$. Then, we have

\[\mathbb{E}[\bar{\epsilon}] \geq \frac{H(\tilde{Y}) - I(Z_0; \tilde{Y}) - H(\bar{\epsilon})}{\log(|\mathcal{Y}|) - 1}.\]
Proof. If we are given any two of \( \tilde{e} = 1 \), \( \hat{Y}, \hat{\hat{Y}} \), the other one is known. By the properties of conditional entropy, \( H(\hat{Y}, \tilde{e}|\hat{\hat{Y}}, Z_0) \) can be decomposed into the two equivalent forms.

\[
H(\hat{Y}, \tilde{e}|\hat{\hat{Y}}, Z_0) = H(\hat{Y}|\tilde{e}, \hat{\hat{Y}}, Z_0) + H(\tilde{e}|\hat{\hat{Y}}, Z_0) \\
= \underbrace{H(\hat{Y}|\tilde{e}, \hat{\hat{Y}}, Z_0)}_{0} + H(\hat{\hat{Y}}|\hat{Y}, Z_0)
\]  

(2.19)

The first equality can also be decomposed into another form:

\[
H(\hat{Y}, \tilde{e}|\hat{\hat{Y}}, Z_0) \\
= H(\hat{Y}|\tilde{e}, \hat{\hat{Y}}, Z_0) + H(\tilde{e}|\hat{\hat{Y}}, Z_0) \\
= p(\tilde{e} = 1)H(\hat{Y}|\tilde{e} = 1, \hat{\hat{Y}}, Z_0) \\
+ p(\tilde{e} = 0)H(\hat{Y}|\tilde{e} = 0, \hat{\hat{Y}}, Z_0) + H(\tilde{e}|\hat{\hat{Y}}, Z_0) \\
= p(\tilde{e} = 1)H(\hat{Y}|\tilde{e} = 1, \hat{\hat{Y}}, Z_0) + H(\tilde{e}|\hat{\hat{Y}}, Z_0)
\]  

(2.20)

Relating Eq. (2.19) to Eq. (2.20), we have

\[
\mathbb{E}[\tilde{e}] = \frac{H(\hat{Y}|\tilde{e}, Z_0) - H(\tilde{e}|\hat{\hat{Y}}, Z_0)}{H(\hat{Y}|\tilde{e} = 1, \hat{\hat{Y}}, Z_0)} \\
\geq \frac{H(\hat{Y}|\tilde{e}, Z_0) - H(\tilde{e}|\hat{\hat{Y}}, Z_0)}{\log (|\mathcal{Y}| - 1)} \\
\geq \frac{H(\hat{Y}) - I(\hat{\hat{Y}}; Z_0, \hat{\hat{Y}}) - H(\tilde{e})}{\log (|\mathcal{Y}| - 1)} \\
= \frac{H(\hat{Y}) - I(\hat{Y}; Z_0) - H(\tilde{e})}{\log (|\mathcal{Y}| - 1)}.
\]

The first inequality is by \( H(\hat{Y}|\tilde{e} = 1, \hat{\hat{Y}}, Z_0) \leq \log (|\mathcal{Y}| - 1) \), where \( \hat{\hat{Y}} \) can take at most \(|\mathcal{Y}| - 1\) values. For the second inequality,

\[
H(\tilde{e}|\hat{\hat{Y}}, Z_0) = H(\tilde{e}) - I(\tilde{e}; \hat{\hat{Y}}, Z_0) \\
\leq H(\tilde{e}).
\]

For the last equality,

\[
I(\hat{Y}; Z_0, \hat{\hat{Y}}) = H(Z_0, \hat{\hat{Y}}) - H(Z_0, \hat{\hat{Y}}|\hat{Y}) \\
= H(Z_0) + H(\hat{\hat{Y}}|Z_0) \\
- H(Z_0|\hat{\hat{Y}}) - H(\hat{\hat{Y}}|Z_0, \hat{\hat{Y}}) \\
= I(Z_0, \hat{\hat{Y}}) + I(\hat{\hat{Y}}; Z_0) \\
= I(Z_0, \hat{\hat{Y}}).
\]
where \( I(\hat{Y}; \tilde{Y}|Z_0) = 0 \) given the Markov Chain \( \tilde{Y} \leftarrow Y \leftrightarrow X \rightarrow Z \rightarrow \hat{Y} \):

\[
I(\hat{Y}; \tilde{Y}|Z_0) = H(\hat{Y}|Z_0) - H(\hat{Y}|Z_0, \tilde{Y})
\]
\[
= H(\hat{Y}|Z_0) - H(\hat{Y}|Z_0) = 0.
\]

\[\Box\]

2.B.4 Proof for Lemma 2.2.5

**Lemma.** Let \( R(X) = \inf_g \mathbb{E}_{X,Y} [\mathcal{L}(g(X), Y)] \) be the minimum risk over the joint distribution \( X \times Y \), where \( \mathcal{L}(p, y) = \sum_{i=1}^y y^i \log p^i \) is a CE loss and \( g \) is a function mapping from input space to label space. Let \( R(Z^*) = \inf_{g'} \mathbb{E}_{Z^*Y} [\mathcal{L}(g'(Z^*), Y)] \) be the minimum risk over the joint distribution \( Z^* \times Y \) and \( g' \) maps from representation space to label space. Then,

\[
R(Z^*) \leq R(X) + \epsilon.
\]

**Proof.** The lemma is given by the variational form of the conditional entropy \( H(Y|Z^*) = \inf_{g'} \mathbb{E}_{Z^*Y} [\mathcal{L}(g'(Z^*), Y)] \) [68][25]. According to a property of mutual information,

\[
I(A; B) = H(A) - H(A|B),
\]

we have \( R(Z^*) = H(Y) - I(Z^*; Y) \). By the results of Theorem 2.2.3,

\[
R(Z^*) \leq H(Y) - I(X; Y) + \epsilon
\]
\[
= H(Y|X) = \inf_g \mathbb{E}_{X,Y} [\mathcal{L}(g(X), Y)].
\]

\[\Box\]

2.C Gradients of Contrastive regularization Functions

For the contrastive regularization function

\[
\mathcal{L}_{ctr}'(x_i, x_j) = -\left( \frac{q_i}{\|q_i\|_2} \cdot \frac{z_j}{\|z_j\|_2} + \frac{q_j}{\|q_j\|_2} \cdot \frac{z_i}{\|z_i\|_2} \right),
\]

we only consider the case \( \mathbb{1}\{p_j^\top p_j \geq \tau\} = 1 \) because \( \mathcal{L}_{ctr}'(x_i, x_j) \) is not calculated in the algorithm when \( \mathbb{1}\{p_j^\top p_j \geq \tau\} = 0 \). We assume that \( h \) is an identity function and \( x_i, x_j \) are from the same class for simplicity.

Let \( a = \|q_i\|_2, b = q_i, x = \frac{z_j}{\|z_j\|_2} \) and \( c = \frac{b}{a} \). According to the equation \( a^2 = b^\top b \), we differentiate both side of the equation and get

\[
2a da = 2b^\top db. \quad (2.21)
\]
In the meanwhile,

\[
\frac{\partial (b^\top x)}{\partial a} = \frac{d(b^\top x)a - dbb^\top x}{a^2} - \frac{ax^\top db}{a^2} \quad \frac{b^\top dbb^\top x}{a^3} = \frac{x^\top db}{a} - \frac{a^2 c^\top xc^\top db}{a^3} = \frac{1}{a}(x^\top - c^\top xc^\top) db.
\]

Taking \(a, b, c\) and \(x\) back to the equation, we get the result

\[
\frac{\partial L_{ctr}'(x_i, x_j)}{\partial q_i} = -\frac{1}{\|q_i\|_2} \left( \frac{q_j}{\|q_j\|_2} - \left( \frac{q_i^\top q_j}{\|q_i\|_2 \|q_j\|_2} \right) q_i \right).
\]

Note that \(z_i = \text{Stopgrad}(q_i)\) because of the identity map \(h\). Let \(c_i = 1/\|q_i\|_2^2\) and then we have

\[
\left\| \frac{\partial L_{ctr}'(x_i, x_j)}{\partial q_i} \right\|_2^2 = c_i(1 - (\tilde{q}_i^\top \tilde{q}_j)^2).
\]

Similarly, for the contrastive regularization function

\[
\tilde{L}_{ctr}(x_i, x_j) = \left( \log (1 - \left( \frac{q_i}{\|q_i\|_2}, \frac{z_j}{\|z_j\|_2} \right)) \right.
\]

\[
+ \log (1 - \left( \frac{q_j}{\|q_j\|_2}, \frac{z_i}{\|z_i\|_2} \right))\right).
\]

\[
\frac{\partial \tilde{L}_{ctr}(x_i, x_j)}{\partial q_i} = \frac{1}{1 - \tilde{q}_i^\top \tilde{q}_j} \frac{\partial L_{ctr}'(x_i, x_j)}{\partial q_i} = c_i(1 + \tilde{q}_i^\top \tilde{q}_j).
\]
Chapter 3

How Self-Supervised Learning Helps Learning with Label Noise

3.1 Introduction

Recent self-supervised learning (SSL) with contrastive learning paradigms has achieved great success to learn meaningful data representations without label information [41] [14] [155] [10]. In SSL, any two augmented examples from the same image (referred as positive pairs) are mapped to a nearby location in the embedding space, whereas two augmented images from different images (referred as negative pairs) are mapped to a distant location. [93] [99] [13]. Empirical evidence demonstrates that representations learned by SSL can be easily adapted to many downstream tasks such as image classification, objection detection, segmentation, and learning with imbalanced datasets [36] [91] [163] [142] [73] [149].

Apart from these applications, in this chapter, we show that learning with label noise can also benefit from representations learned by SSL. The previous methodology focuses on instance-independent label noise, which is unrealistic in practice. For example, blurry images are likely to be mislabeled. We extend the instance-independent to the realistic instance-dependent label noise. We firstly construct a motivating example of instance-dependent label noise, then we prove that a classifier trained on representations learned by SSL with noisy labels is optimal over clean data distribution. Then we systematically analyze the benefits of representations learned by SSL and find two merits of SSL representations: (1) The label noise uniformly spreads over the learned SSL representations. (2) The learned representations exhibit an intrinsic cluster structure that is consistent with true labels.

For point (1), we theoretically show that the label noise is uniformly distributed across the learned representations by SSL in the motivating example, which is easier to address in practice [18] [11] [62]. We further extend the relationship between label noise and the representations learned by SSL to a more general case and provide empirical validation.

As for the point (2), we empirically and theoretically justify that representations learned by SSL exhibit a cluster structure with respect to true labels. Moreover, we show that such the structure encourages the classifier trained on noisy data to be aligned with the optimal classifier obtained from clean distribution.

We further empirically demonstrate that, compared to SSL representations, representations
learned by supervised learning are neither making label noise uniformly distributed across them nor forming a good cluster structure. In particular, representations learned with supervision still depend on the label noise and they exhibit clusters with respect to noisy labels instead of true labels.

From the algorithmic perspectives, our analysis indicates that we can apply SSL representations as a complementary method to existing label noise methods for learning with label noise. Specifically, we fix representations learned by SSL and then only maintain a linear classifier on the frozen representations by label noise methods. We empirically combine SSL representations with existing label noise methods including a noise-robust loss function method, a sample selection method, and a label correction method, which demonstrates significant improvements.

The main contributions of this chapter are summarized as follows.

- We provide theoretical analysis in a motivating example to show that a classifier trained on representations learned by SSL outperforms a classifier trained by supervised learning in the presence of label noise.

- We systematically analyze why the representations learned by SSL are better to address label noise, where we verify our explanations empirically and theoretically.

- We propose to apply SSL representations as a complementary method to existing label noise methods to handle the label noise, and we conduct extensive experiments to demonstrate the effectiveness of SSL representations.

3.2 Related Work

In this section, we briefly discuss some self-supervised learning work related to this chapter. The literature review of learning with label noise can be found in Chapter 1.

3.2.1 Self-supervised Learning

Representations of images learned by SSL have achieved remarkable success. SimCLR [13] requires a large batch size to contain sufficient in-batch negative pairs and domain-specific augmentations such as Gaussian blur, color distortions, and color jittering. However, a large batch size maybe be infeasible. MoCo [41] solves this issue by introducing a memory bank to store representations of data from previous iterations. BYOL [36] and SimSiam [16] propose new frameworks without using negative pairs so they are able to work with reasonable batch size without using the memory bank. On the other hand, SSL relies on domain-specific image augmentation. That is to assume that image augmentations such as changing colors of images should not affect labels of images in downstream tasks [126]. DACL [129] and I-MIX [64] both leverage MixUp augmentation [157] as domain-agnostic augmentation and they find that SSL methods with both domain-agnostic augmentation and domain-specific augmentations can perform better. A theoretical work on SSL has shown that optimizing a contrastive loss asymptotically optimizes alignment and uniformity properties, where alignment encourages to map
similar images to nearby locations in representation space and uniformity forces representations uniformly distributed on the unit hypersphere \[ 132 \]. Our work is to study the benefits of SSL representations to learning with label noise.

### 3.3 A Motivating Example

We first provide a motivating example to show that SSL can be significantly better than supervised learning, which enables us to explore and investigate the benefits of representations learned by SSL.

We first construct a binary classification problem with two linearly separable clusters, where the samples from clusters are artificially flipped according to a label noise function. We denote \( y_i \) as the true label for \( x_i \), and assume it is a balanced sample from \( \{-1, +1\} \). Then the instance \( x_i \) is decided in the following manner:

\[
    x_i = \begin{cases} 
        e_1 \xi_i + e_2 \bar{\xi}_i, & \text{if } y_i = +1 \\
        -e_1 \xi_i - e_2 \bar{\xi}_i, & \text{if } y_i = -1 
    \end{cases}
\]

where \( \xi \sim \mathcal{U}_{(0,4]}, \bar{\xi} \sim \mathcal{U}_{[-1.75, 2.25]} \), and \( e_1, e_2 \in \mathbb{R}^d \) are two orthogonal unit-norm vectors. We assume \( \beta(x, y) = \text{sign}(yx^T) \) as the instance-dependent label noise function. For each clean example \((x_i, y_i)\), the corresponding noisy example is \((x_i, \tilde{y}_i)\), where \( \tilde{y}_i = y_i \beta(x_i, y_i) \). Then we can compute that there are 43.75% mislabeled examples if the noise function \( \beta(x, y) \) is adopted.

We assume to use a simple linear classifier parameterized by \( \omega \). We use the gradient descent algorithm to learn the parameter \( \omega \) over the noisy data \( \{x_i, \tilde{y}_i\}_{i=1}^n \), with a logistic loss function. Thus, in conventional supervised learning, we have the loss function:

\[
    \mathcal{L}(\omega) = \frac{1}{n} \sum_{i=1}^{n} \log \left( 1 + \exp(-\tilde{y}_i \omega^T x_i) \right).
\]

In contrast, in the SSL framework, we first learn a linear representation model with parameter \( W \in \mathbb{R}^{1 \times d} \) from \( \{x_i\}_i^n \) in a self-supervised manner. Specifically, we adopt the linear SSL objective function studied in \[ 73, 59 \], which tends to pull two positive pairs \((x + \gamma, x + \gamma')\) to nearby locations in the embedding space:

\[
    W_{\text{SSL}} = \arg \min_{W \in \mathbb{R}^{1 \times d}} \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}[(x + \gamma)^TW^TW(x + \gamma')],
\]

where \( \|\cdot\|_F \) is the Frobenius norm, \( \hat{\mathbb{E}} \) is an empirical expectation over the data, with \( \gamma, \gamma' \) are independent and identical \( \mathcal{N}(0, I) \) random variables. Once the optimal representation model \( W_{\text{SSL}} \) is obtained, we fix \( W_{\text{SSL}} \) and then learn a linear classifier parameterized by \( \theta \) on the top of representations with noisy labels \( \{(W_{\text{SSL}}x_i, \tilde{y}_i)\}_i \). Analogous to the supervised learning, we also use the gradient descent with a logistic loss function \( \mathcal{L}(\theta) \) to train the classifier:

\[
    \mathcal{L}(\theta) = \frac{1}{n} \sum_{i=1}^{n} \log \left( 1 + \exp(-\tilde{y}_i \theta^T W_{\text{SSL}}x_i) \right).
\]

The following theorem states the behavior of linear classifiers on input data \( \{(x_i, \tilde{y}_i)\}_i \) and representations of inputs data \( \{(W_{\text{SSL}}x_i, \tilde{y}_i)\}_i \), respectively.
3.4. Why SSL Works

To show the benefits of SSL in learning with label noise, we start to analyze the learned representation model $W_{SSL}$ from Eq. (3.1).

**Proposition 3.4.1.** The optimal solution $W_{SSL}$ in Eq. (3.1) converges in probability to $k e_1$ with the constant $k > 0$.

The proof is provided in 3.B.3. The solution $W_{SSL}$ is the span of the vector $e_1$, which is crucial for learning an optimal classifier in Eq. (3.3). Note that only $e_1$ determines the true
labels of data $x$. In fact, the injected label noise depends on non-discriminative feature $e_2$ but not the discriminative feature $e_1$. If we orthogonally project data $x$ onto the direction of $e_1$, the label noise is independent of and is uniformly distributed over the projected data points spanned by $e_1$. The representation model $W_{SSL}$ exactly maps the data $x$ onto the direction of $e_1$ orthogonally. Thus, the label noise is uniformly distributed over data representations $W_{SSL}x$, which makes the label noise easier to address. Specifically:

If the label noise is uniformly distributed across the inputs, the classifier trained on data with this label noise can generalize well. Specifically, it can be verified that the optimal Bayes’s classifier, $h(x) = \text{sign}(e_1^T x)$, is also the optimal classifier over the clean distribution. On the other hand, the classifier trained with the supervised learning method from Theorem 3.3.1 is forced to learn spurious correlations between the inputs $e_2$ and the labels.

Besides, estimating a noise transition matrix is easier when the label noise is uniformly distributed over inputs. In particular, the instance-dependent label noise can be characterized by the noise transition matrix $T(x) \in \mathbb{R}^{|Y| \times |Y|}$, where $T(x)_{ij}$ measures the probability of observing a corrupted label $j$ given the true label $i$ and an instance $x$. The issue of label noise is then solved by estimating the noise transition matrix $T(x)$ \cite{14, 15, 94, 93}. Estimating $T(x)$ for instance-dependent label noise is practically challenging, since $T(x)$ can be different for different $x$ and we may need to parametrize $n$ different $T(x)$ from the noisy dataset of size $n$ by a neural network \cite{18, 139, 8}. In contrast, $T$ is the same for all $x$ for symmetric label noise (i.e, label noise is uniformly distributed over data) \cite{95} and we only need to estimate a constant noise transition matrix. Therefore, by estimating a single noise transition matrix instead of parameterizing $n$ noise transition matrices by a neural network, the label noise is easier to solve.

### 3.4.1 Observations on Real-world Datasets

The benefits of the SSL are not only in the motivating example, but can also be observed in real-world datasets. In this section, we empirically justify the benefits by investigating the CIFAR-10 dataset \cite{56} with 60% instance-dependent label noise. We train a ResNet34 \cite{43} over the noisy data through cross-entropy loss, and visualize the representations in Fig 3.1(a) with respect to noisy labels. The SSL representations with respect to noisy labels are visualized in Fig 3.1(b), where the representation model ResNet34 is trained with self-supervised method MoCov2 \cite{15}. Fig 3.1(a) shows that in the representations learned by supervised learning, the label noise and representations are still dependent (the regions are highlighted by solid polygons), whereas the SSL breaks such the dependency and makes the label noise uniformly distributed across the data representations.

Besides, we also visualize these representations with respect to their true labels in Fig 3.1(c-d). We find that representations learned by SSL exhibit an intrinsic cluster structure that is consistent with the true labels (Fig 3.1(d)). In contrast, Fig 3.1(c) shows that representations learned by supervised learning do not exhibit a cluster structure with respect to true labels. Thus, it further motivates us to explore how the cluster structure learned by SSL helps learning with label noise.
3.5 Clustering Structure and Learning with Label Noise

In this section, we investigate how the cluster structure can help mitigate the label noise. Concretely, we show that for fixed representations, a good cluster structure encourages the classifier to be aligned to the optimal classifier, resulting in better generalization performance.

For simplicity, we use a two-component Gaussian mixture model to describe the clusters of representations, with each cluster representing one class. We assume that representations from class \( +1 \) are sampled from \( \mathcal{N}(\mu, \Sigma) \) and representations from class \( -1 \) are sampled from \( \mathcal{N}(-\mu, \Sigma) \), where \( \mu \in \mathbb{R}^d \) and \( \Sigma \in \mathbb{R}^{d \times d} \). In this case, the distance between two clusters is controlled by \( \|\mu\| \) and the variance of each cluster is controlled by the sum of eigenvalues of \( \Sigma \), which is equivalent to the trace of \( \Sigma \).

We connect the cluster structure to \( -\nabla \mathcal{L}(\omega_0) \mu \), which can characterize the performance of the linear classifier, where \( \nabla \mathcal{L}(\omega_0) = \frac{\nabla \mathcal{L}(\omega_0)}{\|\nabla \mathcal{L}(\omega_0)\|}, \hat{\mu} = \frac{\mu}{\|\mu\|} \), and \( \nabla \mathcal{L}(\omega_0) \) is the gradient of the logistic loss computed by the linear classifier (initialized by \( \omega_0 \)). The normalized gradient of the loss \( -\nabla \mathcal{L}(\omega_0) \) represents the direction of steepest descent in the loss function calculated on the noisy data. Given that an optimal classifier obtained from the clean data is \( k \mu \) for any scalar \( k > 0 \), \( -\nabla \mathcal{L}(\omega_0) \mu \) can measure the cosine similarity between the gradient descent direction and the direction where the optimal classifier points. After applying one-step gradient descent to the classifier, the updated classifier is more correlated to the optimal classifier if the cosine similarity is higher. More details can be found in Appendix 3.C.1. This intuitively explains why \( -\nabla \mathcal{L}(\omega_0) \mu \) can be used to measure the performance of the linear classifier. Now we focus on establishing the relationship between \( -\nabla \mathcal{L}(\omega_0) \mu \) and the cluster structure.

As shown in Section 3.4, label noise is uniformly distributed over the data representations. Thus, we define the symmetric label noise function:

\[
\beta(x, y) = \begin{cases} 
-1, & \text{with probability } r \\
+1, & \text{with probability } 1 - r 
\end{cases}
\]

where \( 0 < r < 1 \) controls the noise level. Note that for symmetric label noise, the label noise function \( \beta(x, y) \) is independent of the data. The relationship between \( -\nabla \mathcal{L}(\omega_0) \mu \) and the cluster structure is presented in Theorem 3.5.1.

**Theorem 3.5.1.** If at least half of examples are clean \( (r < \frac{1}{2}) \)

\[
-\nabla \mathcal{L}(\omega_0)^\top \mu \geq \sqrt{\frac{r \|\mu\|^2}{c \text{Tr}(\Sigma) + \|\mu\|^2}}(1 - 2r) + o(n^{-1/3}),
\]

where \( \text{Tr}(\Sigma) \) is the trace of \( \Sigma \) and \( c > 0 \) is a constant.

The proof is provided in 3.C.2. Theorem 3.5.1 provides a lower bound for \( -\nabla \mathcal{L}(\omega_0)^\top \mu \). The larger lower bound means the updated classifier is more correlated to the optimal one. The lower bound can be affected by the noise level \( r \) and the following two cluster properties: 1) the distance between two clusters \( \|\mu\| \), 2) the variance of each cluster \( \text{Tr}(\Sigma) \). Without considering any label correction techniques, the noise level \( r \) is fixed given a dataset. Therefore, by learning clusters of data representations that are distant to each other (larger \( \|\mu\| \)) and/or by learning tight representation clusters (smaller \( \text{Tr}(\Sigma) \)), the classifier generalizes better.
Figure 3.2: Results of linear classifiers trained on synthetic datasets with 40% noise level. We use the dash line to represent the performance of classifiers trained without suffering from label noise and the solid line to represent that with label noise. The histograms are samples loss values at epoch = 50 with respect to whether they are mislabeled.

**Remark** We remark that the spirits of encouraging a good cluster structure are the same for other forms of label noise such as asymmetric label noise, though their expressions of \( g_r \L(\omega_0)^\top \tilde{\mu} \) are different. More details can be found in Appendix 3.C.2.

We empirically justify that linear classifiers achieve better performance when \( -\nabla L(\omega_0)^\top \tilde{\mu} \) becomes larger. Fig 3.2 shows performances of classifiers trained on data points with different cluster structures given a fixed noise level 40%. Specifically, with the same variance, the classifier trained on clusters with larger distance performs better (orange line v.s. red line). While with the same distance, the classifier trained on tight clusters performs better (orange line v.s. blue line). The two histograms demonstrate that the linear classifier with larger \( -\nabla L(\omega_0)^\top \tilde{\mu} \) (orange) fits clean examples better, compared with the linear classifier (red). It also highlights that by learning representations with better cluster structure, the classifier generalizes better on clean data distribution.

### 3.6 Learning Cluster Structure of Representations by SSL

In this section, we rigorously justify that the cluster properties characterized in Theorem 3.5.1 can be achieved by SSL. In particular, we focus on the SSL objective function Eq. (3.5) that has been studied in [132]. Notably, the loss and its variants have been widely adopted in the
3.6. Learning Cluster Structure of Representations by SSL

SSL such as [13, 41, 15, 93, 39, 125, 94].

\[ L_{\text{ctr}}(f) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{u_i \sim P(u|x_i)} \left[ \left\| f(u_i) - f(u^+_i) \right\|^2 \right] \]  \( \text{(3.5)} \)

\[ + \lambda \log \left[ \frac{1}{n(n-1)} \sum_{i \neq j} \mathbb{E}_{u_i \sim P(u|x_i)} \mathbb{E}_{u_j \sim P(u|x_j)} \left[ e^{-\left\| f(u_i) - f(u_j) \right\|^2} \right] \right], \]

where \( \lambda \) is a hyper-parameter. \( \{x_1, x_2, \cdots, x_n\} \) are input instances, \( P(u|x) \) denotes the conditional distribution of an augmented instance \( u \) given \( x \), and \( f(\cdot) \) is a representation network that takes \( u \) as an input. Intuitively, Eq. (3.5) aims to minimize the distance between two representations of different views from the same instance, and the \( L_{\text{Uniform}} \) makes representations uniformly distributed over the embedding space [132].

To characterize the cluster properties studied in Theorem 3.5.1 we introduce the notion of \( \delta \)-cluster closeness.

**Definition 3.6.1 (\( \delta \)-cluster closeness).** Let \( S_i \) be the support where \( P(u|x_i) > 0 \) for any \( u \in S_i \). \( S_i \) and \( S_j \) are \( \delta \)-cluster close if \( P[u \in S_i \cap S_j|x_i] \geq \delta \) for any two different instances \( x_i, x_j \) with \( y_i = y_j \).

The notion of \( \delta \)-cluster closeness is similar to the cluster assumption in [61, 105, 112]. Definition 3.6.1 reveals that the instance augmentations should be rich enough so that any two different augmentation distributions from the same class can be overlapped. Following [129, 64], we apply mixup data augmentation on top of the conventional SSL data augmentations [13] in order to have richer instance augmentations, making Definition 3.6.1 hold with a large \( \delta \).

With the notion of \( \delta \)-cluster closeness, we investigate the relationship between Eq. (3.5) and cluster properties of representations: the distances between any two clusters and the variance of each cluster.

To analyze the cluster properties, we decompose \( L_{\text{ctr}}(f) \) into three different components and we study the effects of them individually.

\[ L_{\text{ctr}}(f) = \frac{1}{n} \sum_{y \in Y} \sum_{i \in J_y} L_{\text{Align}}(i) \]

\[ + \lambda \log \left[ \frac{1}{n(n-1)} \sum_{y \in Y} \sum_{i \neq j} L_{\text{Uniform}}(i, j) \right] + \frac{1}{n(n-1)} \sum_{m \neq n} \sum_{i \in J_m} \sum_{j \in J_n} L_{\text{Uniform}}(i, j), \]  \( \text{(3.6)} \)

The following lemma indicates that a large distance between any two clusters can be achieved by optimizing \( L_{\text{Uniform}}(i, j) \) for some \( i, j \). We denote \( J_y \) by the index set corresponding to true class \( y \).
Lemma 3.6.2. Let $\hat{\mu}_i = \sum_{k \in J_i} \frac{f(u_k)}{|J_i|}$, $\hat{\mu}_j = \sum_{k \in J_j} \frac{f(u_k)}{|J_j|}$ be sample means of cluster $i$ and cluster $j$ with $i \neq j$. Without loss of generality, we assume $|J_i| = |J_j|$. Then

$$\mathbb{E}[\|\hat{\mu}_i - \hat{\mu}_j\|_2^2] \geq \frac{1}{|J_i|} \sum_{k \in J_i} \log \left( \mathcal{L}_{\text{Uniform}}(k, g(k)) \right)$$

where the function $g: J_i \rightarrow J_j$ is any bijective function, and the expectation is over the data augmentation.

The proof is provided in 3.D.1. Lemma 3.6.2 indicates that the distance between the cluster $i$ and the cluster $j$ can be lower bounded by $-\log \left( \mathcal{L}_{\text{Uniform}}(k, g(k)) \right)$ for $k \in J_i$. Since $-\mathcal{L}_{\text{Uniform}}(k, g(k))$ measures the distance between $f(u_k)$ from cluster $i$ and $f(u_{g(k)})$ from cluster $j$, minimizing $\mathcal{L}_{\text{Uniform}}(k, g(k))$ for all $k \in J_i$ increases the distance between the cluster $i$ and the cluster $j$.

On the other hand, the objective function Eq. (3.5) also controls the variance of each cluster. The following lemma helps us understand how the SSL objective function Eq. (3.5) controls variance of each cluster.

Lemma 3.6.3. Let $\hat{\Sigma}_y = \frac{1}{|J_y|} \sum_{i \in J, j} f(u_i)(f(u_i) - \hat{\mu}_i)(f(u_i) - \hat{\mu}_i)^\top$ be the sample covariance matrix. Suppose Definition 3.6.1 holds. Then for any fixed $\delta \in (0, 1)$, we have

$$\text{Tr}(\mathbb{E}[\hat{\Sigma}_y]) \leq \frac{2}{\delta |J_y|} \sum_{i \in J_y} \mathcal{L}_{\text{Align}}(i),$$

where the expectation is over the data augmentation.

The proof is provided in 3.D.2. Lemma 3.6.3 shows that the variance of cluster $y$ is upper bounded by the term $\sum_{i \in J_y} \mathcal{L}_{\text{Align}}(i)$, where the variance is measured by the sum of eigenvalues for the sample covariance matrix computed by representations from the cluster $y$. In other words, a small variance of cluster $y$ can be achieved by minimizing $\sum_{i \in J_y} \mathcal{L}_{\text{Align}}(i)$.

Lemma 3.6.2 and Lemma 3.6.3 have shown the effects of the first two components in Eq. (3.6). The last component in Eq. (3.6) serves as a contradiction against the first component. We note that minimizing $\mathcal{L}_{\text{Uniform}}(i, j)$ for $i, j$ from the same cluster undesirably increases the variance of that cluster. This intuition is justified by the following proposition.

Proposition 3.6.4. Suppose Definition 3.6.1 holds with a fixed $\delta$. Then

$$\log\left[ \frac{1}{n(n-1)} \sum_{m \in \mathcal{Y}} \sum_{i, j \in J_n} \mathcal{L}_{\text{Uniform}}(i, j) \right] \geq \frac{1}{\delta n(n-1)} \sum_{m \in \mathcal{Y}} \sum_{i \in J_m} \mathcal{L}_{\text{Align}}(i),$$

where $\alpha = \frac{2(n!)(n-1)!}{\delta n(n-1)} > 0$.

The proof is provided in 3.D.3. Proposition 3.6.4 indicates that minimizing the third term in Eq. (3.6) forces the first term in to be larger, which makes the variance of clusters to be larger,
where the strength is controlled by a factor $\alpha$. We note that the third term is due to $L_{\text{Uniform}}$ of the instances from the same class and it cannot be eliminated since the label information is not leveraged. The constraint strength is mitigated when $\alpha$ decreases. It is small when instance augmentations are rich enough ($\delta$ is large), which also highlights the importance of data augmentations in learning SSL representations.

## 3.7 Experiment

In this section, we apply SSL representations as a complementary method to existing label noise methods to handle the label noise. We empirically demonstrate the effectiveness of representations learned by SSL. We consider two different self-supervised contrastive learning frameworks: MoCov2 [15] and BYOL [36] to show whether results are sensitive to frameworks. Compared to MoCov2, BYOL does not explicitly compute $L_{\text{Uniform}}$ but may implicitly compute these terms by designing an exponential moving average of the representation network. Details for the experimental settings and more experiments can be found in Appendix 3.A.

### Datasets
We validate our method on two artificially corrupted datasets CIFAR-10 and CIFAR-100 [56] with different types of label noise: symmetric (SYM), asymmetric (ASYM), instance-dependent label noise (IDN). More details about the noise generation approach can be found in Appendix 3.A. We also validate our method on a more realistic real-world dataset ANIMAL-10N [113] which consists of 50,000 training images with confusing appearances from 10 different classes.

### Baseline
We evaluate the frozen representations by linear evaluation. In particular, we maintain the linear classifier on the frozen representations with three different types algorithms: robust loss function GCE [161], sample selection Co-teaching [38] and label correction ELR [75]. GCE uses a loss function that aims to address the memorization issue for incorrectly labeled examples. Co-teaching selects clean examples to update the neural network based on the small-loss criterion. ELR introduces a regularization term for pseudo labels and model predictions.

### 3.7.1 Main Results

Table 3.1 and Table 3.2 show the results of instance-independent label noise on CIFAR-10 and CIFAR-100, respectively. While Table 3.3 and Table 3.4 show the results of instance-dependent label noise on CIFAR-10 and CIFAR-100. All experiments on CIFAR datasets are conducted by the neural network ResNet34. Table 3.5 shows the results on ANIMAL-10N with the neural network ResNet50. Both MoCov2 and BYOL SSL representations can improve efficacy to a wide range of label noise methods: robust loss function methods, sample selection methods and label correction methods. Results demonstrate that training a linear classifier on frozen SSL representations over noisy datasets is significantly better for addressing label noise than training a whole neural network over noisy datasets.

### Cluster Structure
We evaluate our cluster structure of SSL representations learned by MoCov2 on CIFAR-10. Learning SSL representations do not leverage the label information, so the representations are invariant to label noise, whereas representations learned by supervised
Dataset With MixUp enabled, the bound in Lemma 3.6.3 is tighter and the negative effect learned SSL representations destroys the cluster structure with respect to true labels, leading to tuning degrades the performance of the neural network. We hypothesize that fine-tuning of label noise. When there exists the label noise and the representations are not frozen, fine-tuning the network on CIFAR-10 by GCE algorithm. For noise-free classification tasks, fine-tuning usually slightly larger than that of SSL representations, the variance of each cluster is 10 times larger.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>20%</th>
<th>40%</th>
<th>60%</th>
<th>80%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCE</td>
<td>93.16±0.18</td>
<td>90.11±0.27</td>
<td>82.35±0.29</td>
<td>74.95±0.31</td>
<td>54.34±0.81</td>
</tr>
<tr>
<td>MoCo-GCE</td>
<td>95.74±0.07</td>
<td>96.57±0.06</td>
<td>95.58±0.04</td>
<td>95.36±0.08</td>
<td>94.68±0.24</td>
</tr>
<tr>
<td>BYOL-GCE</td>
<td>95.55±0.02</td>
<td>95.46±0.05</td>
<td>95.32±0.06</td>
<td>95.11±0.08</td>
<td>94.66±0.16</td>
</tr>
<tr>
<td>CT</td>
<td>93.66±0.17</td>
<td>92.22±0.16</td>
<td>70.51±0.22</td>
<td>39.75±0.88</td>
<td>27.34±0.96</td>
</tr>
<tr>
<td>MoCo-CT</td>
<td>95.43±0.07</td>
<td>95.37±0.08</td>
<td>95.19±0.23</td>
<td>91.97±0.80</td>
<td>87.65±1.65</td>
</tr>
<tr>
<td>BYOL-CT</td>
<td>95.13±0.02</td>
<td>94.93±0.04</td>
<td>94.71±0.03</td>
<td>93.58±0.35</td>
<td>87.35±1.37</td>
</tr>
<tr>
<td>ELR</td>
<td>95.53±0.10</td>
<td>93.11±0.14</td>
<td>92.22±0.16</td>
<td>85.74±0.32</td>
<td>54.27±1.06</td>
</tr>
<tr>
<td>MoCo-ELR</td>
<td>95.88±0.05</td>
<td>95.81±0.04</td>
<td>95.74±0.03</td>
<td>95.65±0.02</td>
<td>95.60±0.09</td>
</tr>
<tr>
<td>BYOL-ELR</td>
<td>95.55±0.02</td>
<td>95.43±0.03</td>
<td>95.30±0.06</td>
<td>95.11±0.05</td>
<td>95.12±0.10</td>
</tr>
</tbody>
</table>

Learning (SL) are sensitive to label noise. We compare the cluster structure of SSL to that of SL in different label noise settings in Figure 3.3. We find that SSL representations (red) have a better cluster structure than SL representations obtained with different label noise. We note that although the distances between clusters of SL representations (green) learned with IDN are slightly larger than that of SSL representations, the variance of each cluster is 10 times larger. We also highlight the baseline cluster structure with purple, which is trained by SL method without label noise.

**Fine-tuned Performance.** Following [13], we fine-tune the MoCov2 representation network on CIFAR-10 by GCE algorithm. For noise-free classification tasks, fine-tuning usually outperforms linear evaluation on various classification datasets [13] [36]. However, Figure 3.4 illustrates that linear evaluation (orange) performs better than fine-tuning (blue) in the presence of label noise. When there exists the label noise and the representations are not frozen, fine-tuning degrades the performance of the neural network. We hypothesize that fine-tuning the learned SSL representations destroys the cluster structure with respect to true labels, leading to poor performance.

**The effects of MixUp augmentation.** We study the importance of mixup data augmentations. Our analysis indicates the importance of keeping larger δ in Lemma 3.6.3 and Proposition 3.6.4 by data augmentation. Without MixUp, the Definition 3.6.1 holds with smaller δ. With MixUp enabled, the bound in Lemma 3.6.3 is tighter and the negative effects in Pro-
3.8 Conclusion

We provide a simple but effective method to address label noise. We first construct a motivating example to theoretically show that the classifier learned on SSL representations can generalize well. By further investigating the SSL representations learned for label noise, we find that: (1) the label noise is uniformly distributed over the data representations. (2) Representations learned by SSL exhibits good cluster properties, which encourages the linear classifier to be aligned with the optimal classifier. From algorithmic perspectives, we demonstrate that SSL representations can be applied as a complementary method to existing label noise methods with extensive experiments.

Table 3.3: Test accuracy on CIFAR-10 and CIFAR-100 datasets with IDN label noise over different noise levels.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Noise Level</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20% 40% 60% 80% 90%</td>
<td>20% 40% 60% 80% 90%</td>
<td></td>
</tr>
<tr>
<td>GCE</td>
<td>90.05  80.35  66.94  49.38  34.49</td>
<td>69.58  60.48  44.63  28.34  14.18</td>
<td></td>
</tr>
<tr>
<td>MoCo-GCE</td>
<td>95.41  95.05  94.35  91.87  87.72</td>
<td>74.19  72.48  70.47  66.67  61.67</td>
<td></td>
</tr>
<tr>
<td>BYOL-GCE</td>
<td>95.22  94.80  94.26  92.88  90.33</td>
<td>72.69  70.86  68.24  65.20  60.06</td>
<td></td>
</tr>
<tr>
<td>CT</td>
<td>91.50  85.95  74.09  30.79  22.35</td>
<td>91.81  62.59  52.11  16.10  7.91</td>
<td></td>
</tr>
<tr>
<td>MoCo-CT</td>
<td>95.23  94.68  83.91  77.87  72.69</td>
<td>73.39  72.15  70.14  66.26  58.34</td>
<td></td>
</tr>
<tr>
<td>BYOL-CT</td>
<td>94.97  94.52  89.09  71.72</td>
<td>71.59  70.15  66.73  57.79  49.88</td>
<td></td>
</tr>
<tr>
<td>ELR</td>
<td>93.54  93.20  92.07  73.27  41.39</td>
<td>70.11  67.16  58.11  21.96  10.28</td>
<td></td>
</tr>
<tr>
<td>MoCo-ELR</td>
<td>95.77  95.70  95.65  95.58  91.35</td>
<td>72.74  71.56  69.69  65.94  59.80</td>
<td></td>
</tr>
<tr>
<td>BYOL-ELR</td>
<td>95.45  95.25  95.08  94.07  94.91</td>
<td>72.11  70.64  68.72  63.75  57.54</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4: Test accuracy on CIFAR-10 and CIFAR-100 datasets with IDN-ASYM label noise over different noise levels.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Noise Level</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10% 20% 30% 40% 45%</td>
<td>10% 20% 30% 40% 45%</td>
<td></td>
</tr>
<tr>
<td>GCE</td>
<td>87.02  77.40  68.63  57.85  54.01</td>
<td>71.01  62.42  52.48  44.69  40.02</td>
<td></td>
</tr>
<tr>
<td>MoCo-GCE</td>
<td>95.20  94.89  93.28  84.26  71.66</td>
<td>73.90  71.52  69.12  61.69  52.17</td>
<td></td>
</tr>
<tr>
<td>BYOL-GCE</td>
<td>95.19  94.85  93.66  85.57  70.44</td>
<td>71.58  69.61  67.22  59.33  50.37</td>
<td></td>
</tr>
<tr>
<td>CT</td>
<td>87.75  78.37  69.31  60.48  54.62</td>
<td>71.97  64.33  55.61  47.12  42.23</td>
<td></td>
</tr>
<tr>
<td>MoCo-CT</td>
<td>94.73  93.35  88.92  74.67  61.13</td>
<td>72.77  69.61  66.52  59.37  50.43</td>
<td></td>
</tr>
<tr>
<td>BYOL-CT</td>
<td>94.88  93.55  90.99  74.80  63.67</td>
<td>69.54  67.69  64.44  59.23  51.65</td>
<td></td>
</tr>
<tr>
<td>ELR</td>
<td>94.08  93.97  93.91  93.79  77.76</td>
<td>72.21  71.96  71.83  70.96  67.33</td>
<td></td>
</tr>
<tr>
<td>MoCo-ELR</td>
<td>95.72  95.60  95.46  95.23  95.04</td>
<td>73.90  73.16  72.69  70.11  64.51</td>
<td></td>
</tr>
<tr>
<td>BYOL-ELR</td>
<td>95.39  95.30  95.20  94.99  85.19</td>
<td>70.58  69.80  68.60  66.95  63.32</td>
<td></td>
</tr>
</tbody>
</table>

sition 3.6.4 is mitigated. Results in Figure 3.5 indicates that applying MixUp augmentation significantly improves the performance on noisy datasets.
Figure 3.3: Illustration of cluster structures for CIFAR-10 dataset. Representations are learned in different label noise settings: ASYM (blue) means 40% asymmetric label noise; SYM (orange) means 60% symmetric label noise; IDN (green) means 60% instance-dependent label noise, and we visualize distances between two clusters in (a) and variance of each cluster in (b). The cluster structure (purple) serves as a baseline that representations are trained by supervised learning without label noise.

Table 3.5: Test accuracy on ANIMAL-10N

<table>
<thead>
<tr>
<th>Method</th>
<th>ANIMAL-10N</th>
<th>Method</th>
<th>ANIMAL-10N</th>
<th>Method</th>
<th>ANIMAL-10N</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCE</td>
<td>84.58 ± 0.27</td>
<td>CT</td>
<td>86.93 ± 0.29</td>
<td>ELR</td>
<td>86.52 ± 0.32</td>
</tr>
<tr>
<td>MoCo-GCE</td>
<td>87.35 ± 0.12</td>
<td>MoCo-CT</td>
<td>87.66 ± 0.14</td>
<td>MoCo-ELR</td>
<td>88.51 ± 0.12</td>
</tr>
<tr>
<td>BYOL-GCE</td>
<td>88.42 ± 0.10</td>
<td>BYOL-CT</td>
<td>88.36 ± 0.08</td>
<td>BYOL-ELR</td>
<td>88.68 ± 0.15</td>
</tr>
</tbody>
</table>

Figure 3.4: Comparison of linear evaluation and fine-tuning with GCE algorithm.
Figure 3.5: Comparison of SSL methods with and without MixUp component enabled on 80% symmetric label noise.
3.A Experiment Details

3.A.1 Noise Generation

For symmetric label noise, we randomly select a proportion of examples and then flip their labels to all possible labels with equal probabilities. Following [11], for asymmetric label noise in CIFAR-10, we randomly select a proportion of examples and flip their labels between TRUCK → AUTOMOBILE, BIRD → AIRPLANE, DEER → HORSE, and CAT ↔ DOG. For asymmetric label noise in CIFAR-100, we also randomly select a proportion of examples and flip their labels into the next class circularly. For instance-dependent label noise, we follow the intuition that mislabeled images share visually similar patterns [141]. To this end, we randomly choose an anchor image for each class, then we choose some similar images to the anchor image and flip their labels like symmetric label noise, where the similarity is measured by L2 norm. To demonstrate this instance-dependent label noise is reasonable, we visualize a part of images from CIFAR-10 with similar visual patterns in Figure 3.6.

![Visual similarity images](image1)

(a) Visually similar images

![Randomly selected images](image2)

(b) Randomly selected images

Figure 3.6: We artificially corrupted images with similar visual patterns. More specifically, we first randomly choose an anchor point for each class, shown in the first column of (a), then we corrupted images that are similar to these anchor images. In contrast, (b) shows the randomly selected images for each class, which does not share similar patterns.

For IDN-SYM, we randomly assign labels to these visually similar images. Asymmetric label noise is to flip labels between semantically-similar classes. For example, cats are inherently more difficult to be differentiated from dogs than trucks. To this end, we combine IDN with ASYM to generate more realistic label noise. Specifically, we choose similar images for each class and then we flip their labels to the next class.

3.A.2 Implementation Details

For backbone network, we use ResNet34 for MoCov2 and BYOL on CIFAR datasets. For projection MLP, we use 2-layer MLP with batch normalization [50] in the middle for MoCov2 and
Table 3.6: Test accuracy on CIFAR-10 datasets semantic label noise over different noise levels.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TYPE-1</th>
<th>TYPE-2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20%</td>
<td>40%</td>
</tr>
<tr>
<td>GCE</td>
<td>88.61±0.11</td>
<td>79.01±0.36</td>
</tr>
<tr>
<td>MoCo-GCE</td>
<td>95.39±0.04</td>
<td>94.86±0.10</td>
</tr>
<tr>
<td>BYOL-GCE</td>
<td>94.86±0.04</td>
<td>93.69±0.31</td>
</tr>
<tr>
<td>CT</td>
<td>91.06±0.33</td>
<td>72.78±0.35</td>
</tr>
<tr>
<td>MoCo-CT</td>
<td>95.02±0.43</td>
<td>89.84±0.67</td>
</tr>
<tr>
<td>BYOL-CT</td>
<td>94.58±0.07</td>
<td>91.56±0.42</td>
</tr>
<tr>
<td>ELR</td>
<td>94.19±0.05</td>
<td>91.75±0.51</td>
</tr>
<tr>
<td>MoCo-ELR</td>
<td>95.76±0.01</td>
<td>94.96±0.26</td>
</tr>
<tr>
<td>BYOL-ELR</td>
<td>95.66±0.02</td>
<td>95.35±0.07</td>
</tr>
</tbody>
</table>

BYOL. Since MoCov2 does not rely on the prediction MLP, we use 2-layer MLP with batch normalization in the middle for the prediction MLP of BYOL. The input and output dimensions for projection MLP and prediction MLP are set as 512. For ANIMAL-10N, we change the backbone network to ResNet50. In the meanwhile, the input and output dimensions for projection MLP and prediction MLP are set as 2048. The code for training MoCov2 and BYOL is adapted from [12] and it is reduced by a factor of 5 after 20, 30 and 40 epochs. For GCE method [161], its parameter $\gamma$ is selected from $\{0.2, 0.4, 0.6, 0.8, 0.9\}$; for Co-teaching method [33], the warmup parameters is selected from $\{5, 8, 10\}$; for ELR method [75], the parameter $\beta$ is selected from $\{0.7, 0.9\}$ and the parameter $\lambda$ is selected from $\{3, 5, 7\}$.

### 3.A.3 Additional Results

Following [162, 12, 63], semantic label noise is a type of instance-dependent label noise which follows the intuition that hard instances are more likely to be mislabeled, where the hard instances are near the decision boundary of the model. To generate the semantic label noise, we train a VGG-13 [111] on training datasets for 30 epochs. Following [12], we select instances with highest mislabeling scores to corrupt. For the first case, we corrupt these instances with random labels. For the second case, we corrupt these instances with predictions of the model VGG-13. We term the former TYPE-1 label noise and the latter TYPE-2 label noise. The results for the two types of label noise are reported in Table 3.6. Therefore, extensive experiments have demonstrated the effectiveness of applying frozen SSL representations.
3.B Proofs for Theorem 3.3.1 and Proposition 3.4.1

3.B.1 Lemma 3.B.1

Lemma 3.B.1. For any interval $I_{\Delta} \subset [-1.75, 2.25]$ with the length $\Delta = 4(1 - e^{-d^5})$, there exists at least one of those $\{\xi_i\}_{i=1}^n$ are within the interval $I_{\Delta}$. When $n = \text{Poly}(d)$, the conclusion holds with probability at least $1 - e^{-d^8}$.

Proof. Calculating event that there exist at least one of those $\{\xi_i\}_{i=1}^n$ are within the interval $I_{\Delta}$ is equivalent to calculate the event that all $\{\xi_i\}_{i=1}^n$ are not within the interval $I_{\Delta}$. Specifically,

\[
\Pr[\text{At least one}] = 1 - \Pr[\text{None}].
\]

Since all $\{\xi_i\}_{i=1}^n$ are sampled independently and we let $n = d^{10}$

\[
\Pr[\text{None}] = [p(\xi_i \notin I_{\Delta})]^n \\
\leq \left(\frac{4 - \Delta}{4}\right)^n \\
= e^{-d^5}^n \\
= e^{-d^8}.
\]

Then Pr[At least one] $\geq 1 - e^{-d^8}$. \qed

3.B.2 Theorem 3.3.1

Proof. With the similar proof for $\{\zeta_i\}_{i=1}^n$, the conclusion of this Lemma also holds for $\{\zeta_i\}_{i=1}^n$.

As pointed out in [115], the gradient descent with logistic loss over a linearly separable data induces a maximum L2 margin solution. It indicates that the induced classifier separate the data with respect to noisy labels and also satisfies the maximum L2 margin. Specifically, $\hat{\omega} = \frac{\omega^*}{\|\omega^*\|_2}$, where $\omega^*$ is given by:

\[
\omega^* = \arg\min_{\omega \in \mathbb{R}^d} ||\omega||^2 \text{ s.t. } \forall i : \omega^\top x_i y_i \geq 1.
\]

The normalized optimal solution $\tilde{\omega} \in \{a_1 e_1 + a_2 e_2 : a_1 \in \mathbb{R}, a_2 \in \mathbb{R}\}$ since $a_3 e_3 + \cdots + a_d e_d$ is orthogonal to data point $x_i$ for any $a_j \in \mathbb{R}$, $j \in \{3, 4, \cdots, d\}$ and any $i \in [n]$. Let $\tilde{\omega} = \tilde{a}_1 e_1 + \tilde{a}_2 e_2$.

By Lemma 3.B.1 with probability at least $1 - 2e^{-d^8}$, there exists a data point $(x_1 = e_1 \zeta_1 + e_2 \xi_2, y_1)$ where $|\zeta_1| \in [4 - \Delta, 4], |\xi_1| \in [0, \Delta]$. We analyze the case where $\zeta_1 > 0, \xi_1 > 0$. The analysis for other cases $\zeta_1 < 0, \xi_1 > 0, \zeta_1 > 0, \xi_1 < 0$, and $\zeta_1 < 0, \xi_1 < 0$ are similar. If $\zeta_1 > 0, \xi_1 > 0$, then $y_1 = 1$.

Consider the worst data point with $\zeta_1 = 4 - \Delta$ and $\xi_1 = \Delta$ that decides the lowest prediction accuracy of the classifier. To classify this point into the cluster $\tilde{y} = 1$, we need at least $\tilde{a}_1 > \frac{-\Delta}{\sqrt{\Delta^2 + (\Delta - 4)^2}}$ and $\tilde{a}_2 > \frac{4 - \Delta}{\sqrt{\Delta^2 + (\Delta - 4)^2}}$. If there are other data points in this region, then the lower bound for $\tilde{a}_1$ is higher than $\frac{-\Delta}{\sqrt{\Delta^2 + (\Delta - 4)^2}}$ and the lower bound for $\tilde{a}_2$ is higher than $\frac{4 - \Delta}{\sqrt{\Delta^2 + (\Delta - 4)^2}}$. Similarly, for other three cases, we have that $|\tilde{a}_1| < \frac{\Delta}{\sqrt{\Delta^2 + (\Delta - 4)^2}}$ and $\tilde{a}_2 > \frac{4 - \Delta}{\sqrt{\Delta^2 + (\Delta - 4)^2}}$. Therefore,
area of region misclassified by the classifier $\tilde{\omega}$ is at most $14 + \frac{16\Delta}{3}$ (the total area is 32). Since the joint distribution of $X \times Y$ is uniform over the support, then the probability that a data is misclassified (in the misclassified region) is at most $\frac{7}{16} + \frac{\Delta}{2(4\Delta-3)}$, which is upper bounded by $\frac{7}{16} + \frac{\Delta}{6}$. Thus, the probability $|\Pr_{(x,y)}[\text{sign}(\tilde{\omega}^T x) = y] - 0.5625| \leq \frac{2}{3}(1 - e^{-d^2}) \leq \frac{2}{3e^2}$.

For self-supervised learning, as it is shown in [73], the minimal solution $W_{\text{SSL}}$ to Eq. (3.1) is equivalent to the minimal solution to minimize $\|M - W^T W\|_F^2$, where $M = \frac{1}{n} \sum_{i=1}^n x_i y_i^T$. In the meanwhile, by Eckart-Young-Mirsky theorem, the span of $W_{\text{SSL}}$ is the top 1 eigenvector of $M$. Let the top 1 eigenvector be $e = pe_1 + qe_2$ with $p^2 + q^2 = 1$. The corresponding eigenvalue is given by:

$$
e^T Me = \frac{1}{n} \sum_{i=1}^n [(pe_1^T + qe_2^T)(\xi_i e_1 + \xi_i e_2)(\xi_i e_1^T + \xi_i e_2^T)(pe_1 + ne_2)]$$
$$= \frac{1}{n} \sum_{i=1}^n [p^2 \xi_i^2 + q^2 \xi_i^2 + 2pq \xi_i]
= \frac{1}{n} \sum_{i=1}^n [(1 - q^2) \xi_i^2 + q^2 \xi_i^2 + 2pq \xi_i]
= \frac{1}{n} \sum_{i=1}^n [\xi_i - \frac{q^2}{n} \sum_{i=1}^n (\xi_i^2 - \xi_i^2) + \frac{2pq}{n} \sum_{i=1}^n \xi_i]
= \frac{1}{n} \sum_{i=1}^n [\xi_i - \frac{q^2}{n} \sum_{i=1}^n (\xi_i^2 - \xi_i^2) + 2pqE[\xi_i] + o(n^{-1/3})]
= \frac{1}{n} \sum_{i=1}^n [\xi_i - \frac{q^2}{n} \sum_{i=1}^n (\xi_i^2 - \xi_i^2) + o(n^{-1/3})].$$

When $n$ is large enough, $\frac{1}{n} \sum_{i=1}^n (\xi_i^2 - \xi_i^2)$ converges to its expectation. Let $\tilde{Z} = \frac{1}{n} \sum_{i=1}^n (\xi_i^2 - \xi_i^2)$. By Hoeffding’s inequality

$$\Pr[|\tilde{Z} - E[\tilde{Z}]| \geq 1] \leq 2 \exp\left(-\frac{2n}{16^2}\right),$$

where $E[\tilde{Z}] = \frac{63}{16} \approx 3.93$. With probability at least $1 - 2e^{-n/128}$, $\tilde{Z} \in [\frac{47}{16}, \frac{79}{16}]$ and $\tilde{Z} \approx o(n^{-1/3})$. Therefore, the eigenvalue corresponding to the eigenvector $e$ is the largest when $q = 0$ and the top 1 eigenvector is $e = e_1$.

Without loss of generality, we let $W_{\text{SSL}} = e_1^T$. After applying self-supervised transformation on inputs, the transformed data $\{(W_{\text{SSL}} x_i, \tilde{y}_i)\}_{i=1}^n = \{(y_i \zeta_i, \tilde{y}_i)\}_{i=1}^n$. We aim to learn any classifier where $\theta > 0$ to correctly predict all labels given inputs $\{y_i \zeta_i\}_{i=1}^n$ since $\zeta_i > 0, \forall i \in [n]$. The negative gradient of the logistic loss $L(\theta)$ over $\{(y_i \zeta_i, \tilde{y}_i)\}_{i=1}^n$ is given by:

$$-\nabla_\theta L(\theta) = \frac{1}{n} \sum_{i=1}^n \frac{\exp(-\tilde{y}_i y_i \zeta_i \theta)}{1 + \exp(-\tilde{y}_i y_i \zeta_i \theta)} \tilde{y}_i y_i \zeta_i.$$

Note that $\tilde{y}$ is independent with $\zeta$. And $\tilde{y} y_i = 1$ with probability $9/16$ and $\tilde{y} y_i = -1$ with probability $7/16$. Then with high probability, $-\nabla_\theta L(\theta) > 0$. Eventually, there is a unique
optimum $\theta = \theta_0 - \sum_i \alpha_i \nabla_{\theta} L(\theta_i) > 0$ that minimizes the loss over $\{(y_i, \tilde{y}_i)\}_{i=1}^n$. When $\theta > 0$, the classifier gives the best decision boundary where $\text{sign}(\tilde{\theta} y_i \xi_i) = y_i$. Hence, we have $\Pr_{(x,y)}[\text{sign}(\tilde{\theta}^T W_{SSL} x) = y] \geq 1 - 2e^{-n/128}$.

### 3.B.3 Proposition 3.4.1

**Proof.** The proof for Proposition 3.4.1 can be adapted from the proof for Theorem 3.3.1. The optimal $W_{SSL}$ can be represented by the combination of $e_1$ and $e_2$. So we let $W_{SSL} = p_n e_1 + q_n e_2$, where $p_n$ and $q_n$ are optimal solutions depended on the sample size $n$. By the definition of convergence in probability, we need to show $\Pr[\|p_n e_1 + q_n e_2 - e_1\|_2 > \epsilon] \to 0$ as $n \to \infty$, for every $\epsilon > 0$. When $p_n = 1$ as $n \to \infty$, the above condition holds since $p_n + q_n = 1$. From the proof of Theorem 3.3.1, we have

$$\Pr[p_n = 1] \geq 1 - 2e^{-n/128}.$$ 

Therefore

$$\Pr[\|p_n e_1 + q_n e_2 - e_1\|_2 > \epsilon] = \Pr[\|p_n e_1 + q_n e_2 - e_1\|_2 > \epsilon|p_n = 1] \Pr[p_n = 1] + \Pr[\|p_n e_1 + q_n e_2 - e_1\|_2 > \epsilon|p_n \neq 1] \Pr[p_n \neq 1] \leq \Pr[\|p_n e_1 + q_n e_2 - e_1\|_2 > \epsilon|p_n = 1] + \Pr[p_n \neq 1] \leq 2e^{-n/128} \to 0$$ as $n \to \infty$

### 3.C Proofs for Theorem 3.5.1

#### 3.C.1 Gradient Descent Discussion

We discuss the behaviour of the linear classifier parameterized by $\omega_T$ given $-\nabla L(\omega_0)^\top \tilde{\mu} > \beta$, where $T$ is the time to stop training, and $0 < \beta \leq 1$. We first introduce the following lemma, which is used to characterize the convexity of the logistic loss over the data.

**Lemma 3.C.1.** Logistic loss $L(\omega)$ is $\frac{\sigma_{\text{max}}+1}{8}$-smooth when $n$ is large enough.

**Proof.** The derivative of $L(\omega)$ is given by:

$$\nabla L(\omega) = \frac{1}{n} \sum_i (1 - \frac{1}{1 + \exp(-\tilde{y}_i \omega^\top x_i)}(-\tilde{y}_i x_i)).$$

Then, the hessian of $L(\omega)$ is given by:

$$\nabla(\nabla L(\omega)) = \frac{1}{n} \sum_{i=1}^n x_i \sigma(i)(1 - \sigma(i))x_i^\top.$$
where $\sigma(i) = 1/(1 + \exp(-\bar{y}_i \omega^\top x_i))$, and $\sigma_{\max}$ is the largest eigenvalue of $\Sigma$. Since $x \sim \mathcal{N}(0, \Sigma/2)$, and by the rates of convergence for law of large numbers, we have

$$
\nabla^2 \mathcal{L}(\omega) \geq \frac{1}{4} (\Sigma/2 + o(n^{-1/3})) \leq \frac{\sigma_{\max} + 1}{8}.
$$

\[ \square \]

Based on the properties of smoothness:

$$(\nabla \mathcal{L}(\omega_{t+1}) - \nabla \mathcal{L}(\omega_t))^\top (\omega_{t+1} - \omega_t) \leq L \| (\omega_{t+1} - \omega_t) \|_2^2,$$

where $L = \frac{\sigma_{\max} + 1}{8}$. Given that the descent algorithm,

$$\omega_{t+1} = \omega_t - \alpha_t \nabla \mathcal{L}(\omega_t)$$

By choosing appropriate learning rate $\alpha_t$ (for example $\alpha_t = \frac{1}{2L}$), we then have

$$\nabla \mathcal{L}(\omega_{t+1})^\top \nabla \mathcal{L}(\omega_t) \geq \frac{1}{4L} \| \nabla \mathcal{L}(\omega_t) \|_2^2 > 0.$$

Or equivalently,

$$\overline{\nabla \mathcal{L}}(\omega_{t+1})^\top \overline{\nabla \mathcal{L}}(\omega_t) \geq \frac{\| \nabla \mathcal{L}(\omega_t) \|_2}{4L \| \overline{\nabla \mathcal{L}}(\omega_{t+1}) \|_2} > 0.$$

For two unit vectors, $\overline{\nabla \mathcal{L}}(\omega_0)$ and $\bar{\mu}$, the higher cosine similarity means the lower L2 distance:

$$\| -\overline{\nabla \mathcal{L}}(\omega_0) - \bar{\mu} \|_2^2 = 2 + 2 \overline{\nabla \mathcal{L}}(\omega_0)^\top \bar{\mu} \leq 2(1 - \beta).$$

Similarly,

$$\| \overline{\nabla \mathcal{L}}(\omega_{t+1}) - \overline{\nabla \mathcal{L}}(\omega_t) \|_2^2 = 2 - 2 \overline{\nabla \mathcal{L}}(\omega_{t+1})^\top \overline{\nabla \mathcal{L}}(\omega_t) \leq 2(1 - \gamma_t).$$

Therefore,

$$\| -\overline{\nabla \mathcal{L}}(\omega_1) - \bar{\mu} \|_2^2 = \| -\overline{\nabla \mathcal{L}}(\omega_1) + \overline{\nabla \mathcal{L}}(\omega_0) - \overline{\nabla \mathcal{L}}(\omega_0) - \bar{\mu} \|_2^2 \leq 2 \| \overline{\nabla \mathcal{L}}(\omega_1) - \overline{\nabla \mathcal{L}}(\omega_0) \|_2^2 + 2 \| -\overline{\nabla \mathcal{L}}(\omega_0) - \bar{\mu} \|_2^2 \leq 2(1 - \gamma_0) + 2(1 - \beta),$$

Equivalently,

$$-\overline{\nabla \mathcal{L}}(\omega_1)^\top \bar{\mu} \geq 2(\beta + \gamma_0 - 1).$$

This can be easily generalized the equation to time $t > 1$.

This can intuitively explain how larger $-\overline{\nabla \mathcal{L}}(\omega_0)^\top \bar{\mu} > 0$ affects the performance of the classifier $\omega_T$. The conclusion with more rigorous justification can be found in Theorem 1 in [75].
From another perspective, to intuitively understand why \(-\nabla L(\omega_0)\top \tilde{\mu} > \beta\) guarantees the behaviour of \(\omega_T\) for \(0 < \beta \leq 1\), we first decompose the gradient into two parts:

\[
\nabla L(\omega) = \frac{1}{n} \sum_i (1 - \frac{1}{1 + \exp(-\tilde{y}_i \omega^\top x_i)})(-\tilde{y}_i x_i) = \frac{1}{n} \left[ \sum_{i \in I_c} (1 - \frac{1}{1 + \exp(-\omega^\top x_i)})(-x_i) + \sum_{i \in I_n} (1 - \frac{1}{1 + \exp(\omega^\top x_i)})(x_i) \right],
\]

where the density of \(x\) is \(N(\mu, \Sigma)\), and \(I_c\) is the index set of clean examples and \(I_n\) is the index set of mislabeled examples. The first part is computed by weighted instances with clean labels, and we term the weights clean coefficients. Similarly, we term the weights for the second part mislabeled coefficients.

At the beginning \((t = 0)\), clean samples dominate the gradient so we get the classifier closer to the optimal as \(-\nabla L(\omega_0)\top \tilde{\mu} > \beta\). Based on Proposition 5 in [25], the clean coefficients decrease and the mislabeled coefficients increase as the training progresses. Eventually, they will achieve the balance, which leads to small \(\nabla L(\omega_t)\). Given that both the magnitude of \(\nabla L(\omega_t)\) and the learning rate \(\alpha_t\) are small at time \(t\), according to the gradient descent algorithm,

\[
\omega_{t+1} = \omega_t - \alpha_t \nabla L(\omega_t)
\]

the learning will stop. Before that time, the learning is still dominated by clean examples and the performance of the classifier improves until convergence.

3.3.2 Theorem 3.5.1

**Proof.** By the rates of convergence for law of large numbers

\[
\nabla L(\omega) = \frac{1}{n} \sum_i (1 - \frac{1}{1 + \exp(-\tilde{y}_i \omega^\top x_i)})(-\tilde{y}_i x_i) = \mathbb{E}[\nabla L(\omega)] + o(n^{-1/3}).
\]

In this case of the symmetric label noise, the label noise function \(\beta = -1\) with probability \(r\) and \(\beta = 1\) with probability \(1 - r\), where \(r\) controls the noise level.

We decompose the expected gradient into the following form

\[
\mathbb{E}[\nabla L(\omega_0)] = \mathbb{E}[\mathbb{E}[\nabla L(\omega_0)]|Y, \beta] = \frac{1-r}{2} \mathbb{E}[\nabla L(\omega_0)|Y = 1, \beta = 1] + \frac{r}{2} \mathbb{E}[\nabla L(\omega_0)|Y = 1, \beta = -1] + \frac{1-r}{2} \mathbb{E}[\nabla L(\omega_0)|Y = -1, \beta = 1] + \frac{r}{2} \mathbb{E}[\nabla L(\omega_0)|Y = -1, \beta = -1],
\]

where the derivative of \(L(\omega)\) is given by:

\[
\nabla L(\omega) = \frac{1}{n} \sum_i (1 - \frac{1}{1 + \exp(-\tilde{y}_i \omega^\top x_i)})(-\tilde{y}_i x_i). \tag{3.8}
\]
To simplify the mathematical derivation, we assume that $\omega_0$ is initialized at 0. Based on this, the expected gradient can be simplified:

$$\mathbb{E}[\nabla \mathcal{L}(\omega_0)] = \frac{r}{2} \mathbb{E}[X|Y = 1, \beta = -1] - \frac{1 - r}{2} \mathbb{E}[X|Y = 1, \beta = 1]$$

$$= (r - \frac{1}{2}) \mathbb{E}[X].$$

And,

$$\mathbb{E}[\nabla \mathcal{L}(\omega_0)^\top \mu] = (r - \frac{1}{2}) \|\mu\|^2_2 \quad (3.9)$$

Then we compute $\|\nabla \mathcal{L}(\omega_0)\|_2$. By Jensen’s inequality,

$$\|\nabla \mathcal{L}(\omega_0)\|_2 = \frac{1}{2} \left\| \frac{1}{n} \sum_i \delta_i x_i \right\|_2$$

$$\leq \frac{1}{2n} \sum_i \|x_i\|_2$$

$$\leq \frac{1}{2} \sqrt{\|\mu\|^2_2 + c \text{Trace}(\Sigma)},$$

where the last inequality is by the concentration property of sub-gaussian random vector and $c > 0$ is a constant.

Since $-\nabla \mathcal{L}(\omega_0)^\top \mu > 0$ by Eq. (3.9) given a sufficient number of examples, the condition $-\nabla \mathcal{L}(\omega_0)^\top \mu \|\nabla \mathcal{L}(\omega_0)\|_2 \|\mu\|_2$ is then given by:

$$-\frac{\nabla \mathcal{L}(\omega_0)^\top \mu}{\|\nabla \mathcal{L}(\omega_0)\|_2 \|\mu\|_2} = \frac{(\frac{1}{2} - r) \|\mu\|^2_2 + o(n^{1/3})}{\|\nabla \mathcal{L}(\omega_0)\|_2 \|\mu\|_2} \geq -\frac{(1 - 2r) \|\mu\|_2}{\sqrt{\|\mu\|^2_2 + c \text{Trace}(\Sigma)}} + o(n^{1/3}).$$

When the label noise is asymmetric, the results are the same though the mathematical expression is slightly different. For asymmetric label noise, we denote the label noise function $\beta(y) = -1$ with probability $r$ when $y = -1$, $\beta(y) = 1$ with probability $1 - r$ when $y = 1$, $\beta(y) = -1$ with probability $2r$ when $y = 1$, and $\beta(y) = 1$ with probability $1 - 2r$ when $y = 1$. Following similar derivations for the symmetric label noise,

$$\mathbb{E}[\nabla \mathcal{L}(\omega_0)] = \mathbb{E}[\mathbb{E}[\nabla \mathcal{L}(\omega_0)|Y, \beta]]$$

$$= \frac{1 - r}{2} \mathbb{E}[\nabla \mathcal{L}(\omega_0)|Y = -1, \beta = 1] + \frac{r}{2} \mathbb{E}[\nabla \mathcal{L}(\omega_0)|Y = 1, \beta = 1]$$

$$+ \frac{1 - 2r}{2} \mathbb{E}[\nabla \mathcal{L}(\omega_0)|Y = 1, \beta = 1] + \frac{2r}{2} \mathbb{E}[\nabla \mathcal{L}(\omega_0)|Y = -1, \beta = -1]$$

$$= \frac{3r - 1}{2} \mathbb{E}[X|Y = 1].$$
And,
\[
\mathbb{E}[\nabla \mathcal{L}(\omega_0)^\top \mu] = \frac{3r - 1}{2} \left[ \int_{-\infty}^{+\infty} (\|\mu\|_2^2 + W) \, d\mathbb{P}_W \right]
\]
\[
= \frac{3r - 1}{2} \|\mu\|_2^2.
\]

Therefore,
\[
- \frac{\nabla \mathcal{L}(\omega_0)^\top \mu}{\|\nabla \mathcal{L}(\omega_0)\|_2 \|\mu\|_2} = \left(\frac{1}{2} - \frac{3r}{2}\right) \|\mu\|_2^2 + o(n^{1/3})
\]
\[
\geq \frac{(1 - 3r) \|\mu\|_2^2}{\sqrt{\|\mu\|_2^2 + c\text{Trace}(\Sigma)}} + o(n^{1/3}).
\]

\[\Box\]

3.D Proofs for Lemma 3.6.2, Lemma 3.6.3 and Proposition 3.6.4

3.6.1 Lemma 3.6.2

Proof. The function \(- \log \mathbb{E}[e^t]\) is concave since for any \(t_1, t_2, \text{ and } \alpha \in [0, 1]\)
\[
- \log \mathbb{E}[e^{\alpha t_1 + (1-\alpha) t_2}] = - \log \mathbb{E}[(e^{t_1})^\alpha (e^{t_2})^{1-\alpha}]
\]
\[
= - \log \mathbb{E}[m_1^\alpha m_2^{1-\alpha}],
\]
where \(m_1 = e^{t_1}, m_2 = e^{t_2}.\) By Holder’s inequality, the above equality is further given by
\[
- \log \mathbb{E}[m_1^\alpha m_2^{1-\alpha}] \geq - \log ((\mathbb{E}[m_1])^\alpha (\mathbb{E}[m_2])^{1-\alpha})
\]
\[
= - \alpha \log \mathbb{E}[e^{t_1}] - (1 - \alpha) \log \mathbb{E}[e^{t_2}].
\]
Therefore,
\[
- \frac{1}{|J|} \sum_{k \in J} \log \mathbb{E}[e^{-\frac{1}{|J|} \sum_{k \in J} \|\mathcal{E}(u_k) - f(u_{g(k)})\|_2^2}]
\]
\[
\leq - \log \mathbb{E}[e^{-\frac{1}{|J|} \sum_{k \in J} \|\mathcal{E}(u_k) - f(u_{g(k)})\|_2^2}]
\]
\[
\leq - \log \mathbb{E}[e^{-\frac{1}{|J|} \sum_{k \in J} \|\mathcal{E}(u_k) - f(u_{g(k)})\|_2^2}]
\]
\[
= \mathbb{E}\left[\left\|\frac{1}{|J|} \sum_{k \in J} (f(u_k) - f(u_{g(k)}))\right\|_2^2\right]
\]
\[
= \mathbb{E}[\|\mu - \mu_j\|_2^2].
\]
Note that \(-\|\cdot\|_2^2\) is concave and \(-\log(\cdot)\) is convex. The proof is complete since
\[
- \frac{1}{|J|} \sum_{k \in J} \log \mathbb{E}[e^{-\frac{1}{|J|} \sum_{k \in J} \|\mathcal{E}(u_k) - f(u_{g(k)})\|_2^2}] = - \frac{1}{|J|} \sum_{k \in J} \log (\mathcal{L}_{\text{Uniform}}(k, g(k))).
\]

\[\Box\]
3.D.2 Lemma 3.6.3

**Proof.** Let the region $R_{ij} = S_i \cap S_j$.

$$
\mathbb{E}[\|f(u_i) - f(u_j^+)^2\|_2^2] = \mathbb{E}[\|f(u_i) - f(u_j^+)^2\|_2^2 | u_i^+ \in R_{ij}] \Pr[u_i^+ \in R_{ij}]
$$

$$
+ \mathbb{E}[\|f(u_i) - f(u_j^+)^2\|_2^2 | u_i^+ \not\in R_{ij}] \Pr[u_i^+ \not\in R_{ij}]
\geq \delta \mathbb{E}[\|f(u_i) - f(u_j^+)^2\|_2^2 | u_i^+ \in R_{ij}]
$$

(3.10)

It shows that controlling the variance of a random variable controls the expected distance. For any different indices $i, j \in J_y$, with Eq. (3.10), we have for any $u_{ij} \in R_{ij}$

$$
\mathbb{E}[\|f(u_i) - f(u_j)^2\|_2^2] \leq 2\mathbb{E}[\|f(u_i) - f(u_{ij})\|_2^2] + 2\mathbb{E}[\|f(u_j) - f(u_{ij})\|_2^2]
$$

$$
\leq \frac{2}{\delta} \mathbb{E}[\|f(u_i) - f(u_j^+)^2\|_2^2] + \frac{2}{\delta} \mathbb{E}[\|f(u_j) - f(u_j^+)^2\|_2^2],
$$

(3.11)

where we omit the subscriptions for expectation for simplicity when the context is clear.

The sample variance of the cluster $y$ is given by

$$
\hat{\Sigma}_y = \frac{1}{|J_y|} \sum_{i \in J_y} (f(u_i) - \frac{\sum_{j \in J_y} f(u_j)}{|J_y|}) (f(u_i) - \frac{\sum_{j \in J_y} f(u_j)}{|J_y|})^T
$$

By the property $\text{Trace}(AB) = \text{Trace}(BA)$,

$$
\text{Trace}(\mathbb{E}[\hat{\Sigma}_y]) = \frac{1}{|J_y|^3} \sum_{i \in J_y} \left\| \sum_{j \in J_y} (f(u_i) - f(u_j)) \right\|_2^2
$$

$$
\leq \frac{1}{|J_y|^2} \sum_{i \in J_y} \sum_{j \in J_y} \|f(u_i) - f(u_j)\|_2^2
$$

$$
\leq \frac{2}{|J_y|^2 \delta} \sum_{i \in J_y} \mathbb{E}[\|f(u_i) - f(u_j^+\|_2^2]
$$

by Eq. (3.11)

$$
= \frac{2}{\delta |J_y|} \sum_{i \in J_y} \mathcal{L}_{\text{Align}}(i)
$$

3.D.3 Proposition 3.6.4

**Proof.** We assume $|J_y|$ for all $y \in Y$ are same as it is the most convenient and clear way to represent our results. We allow the different sizes for clusters and our results is unaffected. Note that $\log \mathbb{E}[e^t]$ is convex, following the spirits of proof from Lemma 3.6.2, we have

$$
\log\left[ \frac{1}{n(n-1)} \sum_{m \in Y} \sum_{i,j \in J_m, i \neq j} \mathcal{L}_{\text{Uniform}}(i, j) \right] \geq - \frac{1}{n(n-1)} \sum_{m \in Y} \sum_{i,j \in J_m, i \neq j} \mathbb{E}_{u_i \sim P(u(x_i))} \Pr[u_j \sim P(u(x_j))][\|f(u_i) - f(u_j)\|_2^2]
$$

(3.12)
We replace terms in the right hand side of Eq.(3.12) associated with the the bound in Eq.(3.11), then we get

$$- \frac{1}{n(n-1)} \sum_{m \in \mathcal{Y}} \sum_{i \in J_m, i \neq j} \mathbb{E}_{u_i \sim P(x_i)} \left[ \| f(u_i) - f(u_j) \|_2^2 \right] \geq - \frac{2}{\delta n(n-1)} \sum_{m \in \mathcal{Y}} (|J_m| - 1) \sum_{i \in J_m} \mathbb{E}[\| f(u_i) - f(u_i^+) \|_2^2]$$

$$= - \frac{2(n/|\mathcal{Y}| - 1)}{\delta n(n-1)} \sum_{m \in \mathcal{Y}} \sum_{i \in J_m} \mathbb{E}[\| f(u_i) - f(u_i^+) \|_2^2]$$

$$= - \frac{2(n/|\mathcal{Y}| - 1)}{\delta n(n-1)} \sum_{m \in \mathcal{Y}} \sum_{i \in J_m} \mathcal{L}_{\text{Align}}(i)$$

\[ \square \]
Chapter 4

When Source-Free Domain Adaptation Meets Learning with Noisy Labels

4.1 Introduction

Deep learning demonstrates strong performance on various tasks across different fields. However, it is limited by the requirement of large-scale labeled and independent, and identically distributed (i.i.d) data. Unsupervised domain adaptation (UDA) is thus proposed to mitigate the distribution shift between the labeled source and unlabeled target domain. Due to the data privacy issue, accessing labeled source data is prohibitive. In view of the importance of data privacy, it is important to be able to adapt a source model to the unlabeled target domain without accessing the private source data.

The recent state-of-the-art SFDA methods [71, 147, 148] mainly focus on learning meaningful cluster structures in the feature space, and the quality of the learned cluster structures hinges on the reliability of pseudo labels generated by the source model. Among these methods, SHOT [71] purifies pseudo labels of target data based on nearest centroids, and then the purified pseudo labels are used to guide the self-training. G-SFDA [148] and NRC [147] encourage similar predictions to the data point and its neighbors. For a single target data point, when most of its neighbors are correctly predicted, these methods [71, 147, 148] can provide an accurate pseudo label to the data point. However, as we illustrate the problem in Figure 4.1(a-b), when the majority of its neighbors are incorrectly predicted to a category, it will be assigned with an incorrect pseudo label, misleading the learning of cluster structures. Since existing SFDA algorithms are not able to address this problem, the prediction error will accumulate as the training progresses.

In this chapter, we address the above problem by formulating the SFDA problem as learning with label noise (LLN). First, we show that there is a fundamental difference between the label noise in SFDA and conventional LLN scenarios. In conventional LLN scenarios studied in previous chapters, the label noise is generated by human annotators or image search engines [95, 141, 138], where the underlying distribution assumption is that the mislabeling rate for a sample is bounded. However, in the SFDA scenarios, the label noise is generated by the source model, where we prove that the mislabeling rate for a sample can approach 1. We term the former label noise in LLN as bounded label noise and the latter label noise in SFDA as un-
Figure 4.1: Overview of the SFDA problem and our method. (a) The SFDA problem can be formulated as an LLN problem. (b) The existing SFDA algorithms [71, 147, 148] leveraging the local cluster information cannot address label noise due to the unbounded label noise (see Section 4.3 for details). (c) We prove that ETP exists in SFDA, which can be leveraged to address the unbounded label noise (see Section 4.4 for details).

bounded label noise. Moreover, we theoretically show that most existing LLN methods, which rely on bounded label noise assumption, are unable to address the label noise in SFDA due to the fundamental difference.

To this end, we propose to leverage an observation in SFDA that classifiers can successfully predict mislabeled samples with high accuracy during the early-time training stage, which is termed as early-time training phenomenon (ETP) [75], for addressing the unbounded label noise to improve the efficiency of existing SFDA algorithms. Although ETP has been previously observed in [75], it has only been studied in the bounded random label noise in the conventional LLN scenarios. The bounded random label noise is a common assumption in the conventional LLN scenario [75, 161, 134, 95], but it is not realistic in the SFDA scenario. In SFDA, we rigorously establish using a high-dimensional Gaussian model that ETP also exists in the unbounded label noise scenario. Hence we can empirically justify that by leveraging ETP, existing SFDA algorithms can be substantially improved by embedding a simple regularization term into the SFDA objective functions. For this purpose, we choose ELR [75] from the conventional LLN domain as the regularization term to improve SFDA algorithms. As a comparison, we also apply other existing LLN methods, including GCE [161], SL [134], GJS [24] and PLC [160], to SFDA. Our empirical evidence shows that they are inappropriate for addressing the label noise in SFDA. This is also consistent with our theoretical results.

The main contributions of this chapter are summarized as follows.

- We establish the connection between the SFDA domain and the LLN domain. Compared with the conventional LLN problem that assumes bounded label noise, the problem in SFDA can be viewed as the problem of LLN with the unbounded label noise.

- We theoretically and empirically justify that ETP exists in the unbounded label noise scenario.
• We conduct extensive experiments to show that ETP can be utilized to improve many existing SFDA algorithms by a large margin across many SFDA benchmark datasets.

4.2 Related Work And Problem Setting

In this section, we first briefly discuss some work related to domain adaptation. Then we introduce some notations and the SFDA problem setting. The literature review of learning with label noise can be found in Chapter 1.

4.2.1 Related Work

Unsupervised domain adaptation. UDA has been extensively studied in the past, and the main idea is to mitigate the distribution discrepancy of different domains. Concretely, existing methods follow two schemes: explicit distribution distance alignment and adversarial training. Explicit distribution distance alignment calculates an explicit statistical distance between two domains such as the maximum mean discrepancy (MMD) \[80, 127\], the Wasserstein distance \[110, 62\], and the contrastive similarities \[54\]. Adversarial training implicitly aligns distributions of different domains by playing a min-max game through a domain discriminator as done in DANN \[28\]. Various designs have been proposed to estimate the domain discrepancy by domain discriminator or task classifiers \[108, 79, 158, 45, 131\]. However, the above approaches generally require access to source data which is not applicable in source-free domain adaptation.

Source-free domain adaptation. Recently, SFDA are studied for data privacy. The first branch of research is to leverage the target pseudo labels to conduct self-training to implicitly achieve adaptation \[72, 123, 1, 148\]. SHOT \[71\] introduces k-means clustering and mutual information maximization strategy for self-training. NRC \[147\] further investigates the neighbors of target clusters to improve the accuracy of pseudo labels. The other branch is to utilize the generative model to synthesize target-style training data \[100, 77\]. Some methods also explore the SFDA algorithms in various settings. USFDA \[59\] and FS \[60\] design methods for universal and open-set UDA. In this chapter, we regard SFDA as the LLN problem, and we aim to ameliorate the label noise to improve SFDA algorithms.

4.2.2 Problem Setting

Given \(n\) source data points \(\{(x_i^s, y_i^s)\}_{i=1}^{n}\) sampled from the source distribution \(D_S\) and \(m\) unlabeled target data points \(\{x_i^t\}_{i=1}^{m}\) sampled from the target distribution \(D_T\). For the source-free domain adaptation problem, the goal is to train a target classifier \(f_T\) to predict accurate labels for the target domain. Due to the data privacy issue, we cannot access to the source data. Instead, we have the source classifier \(f_S\) trained on the source data to minimizing the cross-entropy loss. Thus, the target classifier \(f_T\) can only be learned by adapting from the source classifier \(f_S\) with the help of some unlabeled data \(\{x_i^t\}_{i=1}^{m}\). In this chapter, we relate this classic SFDA problem to the LLN problem, and we propose to solve it by LLN methods.
4.3 Label Noise In SFDA

The presence of label noise on training datasets has been shown to degrade the model performance [88, 38]. In SFDA, existing algorithms rely on pseudo-labels produced by the source model, which are inevitably noisy due to the domain shift. The SFDA methods such as [71, 147, 148] cannot tackle the situation when some target samples and their neighbors are all incorrectly predicted by the source model. We formulate the SFDA as the problem of LLN to address this issue. We show that the label noise in SFDA is unbounded. In contrast, the label noise in conventional LLN domain is bounded.

We first analyze the fundamental difference between the label noise in the SFDA and that in conventional LLN scenarios. Then, we prove that most existing LLN methods that rely on the bounded assumption cannot address the label noise in SFDA due to the difference.

**Label noise in conventional LLN settings:** In conventional label noise settings, the injected noisy labels are collected by either human annotators or image search engines [65, 70, 141]. The label noise is usually assumed to be either independent of instances (i.e. symmetric label noise or asymmetric label noise) [95, 76, 145] or dependent of instances (i.e. instance-dependent label noise) [8, 139]. The underlying assumption for them is that a sample $x$ has the highest probability of being in the correct class $y$, i.e. $\Pr[\tilde{Y} = i|Y = i, X = x] > \Pr[\tilde{Y} = j|Y = i, X = x]$, $\forall x \in X, i \neq j$, where $\tilde{Y}$ is the noisy label and $Y$ is the ground-truth label for input $X$. Equivalently, it assumes a bounded noise rate. For example, given an image to annotate, the mislabeling rate for the image is bounded by a small number, which is realistic in conventional LLN settings [139, 18]. When the label noise is generated by the source model the underlying assumption of these types of label noise do not hold.

**Label noise in SFDA settings:** As for the label noise generated by the source model, the quality of generated labels is inherently controlled by the magnitude of the distribution shift between two domains. When the distribution shift is larger, the mislabeling error is larger. More importantly, the mislabeling rate for an image can approach 1, that is, $\Pr[\tilde{Y} = j|Y = i, X = x] \to 1$, $\exists S \subset X$, $\forall x \in S, i \neq j$.

First, we focus on explaining the relationship between the label noise and the distribution shift. We consider a two-component Gaussian mixture distribution with equal priors for both domains. Let the first component ($y = 1$) of the source domain distribution $D_S$ be $\mathcal{N}(\mu_1, \sigma^2 I_d)$, and the second component ($y = -1$) of $D_S$ be $\mathcal{N}(\mu_2, \sigma^2 I_d)$. For the target domain distribution $D_T$, let the first component ($y = 1$) of $D_T$ be $\mathcal{N}(\mu_1 + \Delta, \sigma^2 I_d)$, and the second component ($y = -1$) of $D_S$ be $\mathcal{N}(\mu_2 + \Delta, \sigma^2 I_d)$, where $\Delta \in \mathbb{R}^d$ is the shift of the two domains. The underlying assumption for the two domains is the covariate shift assumption, which is the most commonly used one that assumes the conditional probability of labels given instances for two domains is unchanged during the domain shift [35, 119]. The following theorem characterizes the relationship between the labeling error and the distribution shift.

**Remark:** Here we choose two Gaussian distributions with equivalent variance to deliver our theoretical results. However, the results are not restricted to these limitations. We can have have Gaussian distributions with different variance or even t-distribution. The reason for choosing Gaussian is that it is simple and straightforward to deliver our results.

**Theorem 4.3.1.** Without loss of generality, we assume that the $\Delta$ is positively correlated with
the vector $\mu_2 - \mu_1$. Let $f_5$ be the Bayes optimal classifier for the source domain $S$. Then

$$
\Pr_{(x,y) \sim D_T} [f_5(x) \neq y] = \frac{1}{2} \Phi(-\frac{d_1}{\sigma}) + \frac{1}{2} \Phi(-\frac{d_2}{\sigma}),
$$

(4.1)

where $d_1 = \|\mu_2 - \mu_1\|_2 - ||c|| \cdot \text{sign}(\|\mu_2 - \mu_1\|_2 - ||c||)$, $d_2 = \|\mu_2 - \mu_1\|_2 + ||c||$, $c = (\mu_2 - \mu_1)\frac{\Lambda^T(\mu_2 - \mu_1)}{||\mu_2 - \mu_1||}$, and $\Phi$ is the standard normal cumulative distribution function.

The proof is provided in 4.4. Theorem 4.3.1 indicates that the labeling error for the target domain can be represented by a function of the domain shift $\Delta$. The projection of the domain shift $\Delta$ on the vector $\mu_2 - \mu_1$ is given by $c$. We note that the mislabeling error is degraded to the Bayes error when the source and target domains are the same. Specifically, the labeling error in Eq. 4.1 is minimized when $c = 0$, which is the Bayes error and the error cannot be reduced $[27]$. Since $c$ is on the direction of $\mu_2 - \mu_1$, $c$ can also be represented by $a(\mu_2 - \mu_1)$, where $a \in \mathbb{R}$ characterizes the magnitude of the domain shift. By taking the gradient on the Eq. (4.1) with respect to $a$, we can find that the labeling error increases when $a$ increases. It implies the larger the domain shift, the greater the mislabeling error. We defer the proof and details to Appendix 4.4.

While Theorem 4.3.1 shows that the label noise is inherently controlled by $\Delta$, the following theorem characterizes that the label noise is unbounded.

**Theorem 4.3.2.** Without loss of generality, we assume that the $\Delta$ is positively correlated with the vector $\mu_2 - \mu_1$. For $(x, y) \sim D_T$, if $x \in \mathbb{R}$, then

$$
\Pr[f_5(x) \neq y] \geq 0.99,
$$

(4.2)

where $\mathbb{R} = R_1 \cap R_2$, $R_1 = \{x : \|x - \mu_1 - \Delta\| \leq \sigma(\sqrt{d} - \frac{\log 99}{\sqrt{d}})\}$, and $R_2 = \{x : x^T 1_d > (\sigma d + 2\mu_1^T 1_d) / 2\}$. Meanwhile, $\mathbb{R}$ is non-empty when $\alpha > (\log 99) / d$, where $\alpha = \frac{\Lambda^T(\mu_2 - \mu_1)}{||\mu_2 - \mu_1||} > 0$ is the magnitude of the domain shift along the direction $\mu_2 - \mu_1$.

The proof is provided in 4.5. Conventional LLN methods assume that the label noise is bounded $\Pr[f_H(x) \neq y] < c_0$, $\forall (x, y) \sim D_T$, where $f_H$ is the labeling function, and $c_0 = 0.5$ if the number of clean samples of each component are the same $[8]$. However, Theorem 4.3.2 indicates that the label noise generated by the source model is unbounded for any $x \in \mathbb{R}$. In practice, region $\mathbb{R}$ is non-empty as neural networks are usually trained on high dimensional data such that $d \gg 1$, so $\alpha > (\log 99) / d \rightarrow 0$ is easy to satisfy. The probability measure on $\mathbb{R} = R_1 \cap R_2$ (i.e. $\Pr_{(x,y) \sim D_T}[x \in \mathbb{R}]$) increases as the magnitude of the domain shift $\alpha$ increases, meaning more data points contradict the conventional LLN assumption. More details about this can be found in Appendix 4.B.

Given that the unbounded label noise exists in SFDA, the following Lemma establishes that many existing LLN methods $[134] [89] [24] [85]$, which rely on the bounded assumption, are not noise tolerant in SFDA.

**Lemma 4.3.3.** Let the risk of the function $h : \mathcal{X} \rightarrow \mathcal{Y}$ under the clean data be $R(h) = \mathbb{E}_{x,y} [\ell_{LLN}(h(x), y)]$, and the risk of $h$ under the noisy data be $\bar{R}(h) = \mathbb{E}_{x} [\ell_{LLN}(h(x), \tilde{y})]$, where the noisy data follows the unbounded assumption, i.e. $\Pr[\tilde{y} \neq y|x \in \mathbb{R}] = 1$ for a subset $\mathbb{R} \subset \mathcal{X}$. Then the global minimizer $\tilde{h}^*$ of $\bar{R}(h)$ disagrees with the global minimizer $h^*$ of $R(h)$ on data points $x \in \mathbb{R}$.
The proof is provided in 4.C. We denote \( \ell_{\text{LLN}} \) by the existing LLN methods in [134, 89, 24, 85]. When the noisy data follows the bounded assumption, these methods are noise tolerant as the minimizer \( \hat{h} \) converges to the minimizer \( h^* \). We defer the proof and details to Appendix 4.C.

### 4.4 Learning With Label Noise in SFDA

Given the fundamental difference between the label noise in SFDA and the label noise in conventional LLN scenarios, existing LLN methods, whose underlying assumption is bounded label noise, cannot be applied to solve the label noise in SFDA. This section focuses on investigating how to address the unbounded label noise in SFDA.

Motivated by the recent studies [75, 4], which observed an early-time training phenomenon (ETP) on noisy datasets with bounded random label noise. We find that ETP does not rely on the bounded random label noise assumption, and it can be generalized to the unbounded label noise in SFDA. ETP describes the training dynamics of the classifier that has higher prediction accuracy for mislabeled samples during the early-training stage. To theoretically prove ETP in the presence of unbounded label noise, we first describe the problem setup.

We still consider a two-component Gaussian mixture distribution with equal priors. We denote \( y \) by the true label for \( x \), and assume it is a balanced sample from \((-1, +1)\). The instance \( x \) is sampled from the distribution \( N(y\mu, \sigma I_d) \), where \( \|\mu\| = 1 \). We denote \( \tilde{y} \) by the noisy label for \( x \). We observe that the label noise generated by the source model is close to the decision boundary revealed in Theorem 4.3.2. So, we let \( \tilde{y} = y\beta(x, y) \), where \( \beta(x, y) = \text{sign}(\mathbb{I}[y x^T \mu > r]) - 0.5 \) is the label flipping function, and \( r \) controls the mislabeling rate. If \( \beta(x, y) < 1 \), then the data point \( x \) is mislabeled. Meanwhile, the label noise is unbounded by adopting the label flipping function \( \beta(x, y) \): \( \Pr[\tilde{y} \neq y|y x^T \mu \leq r] = 1 \), where \( R = \{x : y x^T \mu \leq r\} \).

We study the early-time training dynamics of gradient descent on the linear classifier. The parameter \( \theta \) is learned over the unbounded label noise data \( \{x_i, \tilde{y}_i\}_{i=1}^n \) with the following logistic loss function:

\[
\mathcal{L}(\theta_{t+1}) = \frac{1}{n} \sum_{i=1}^n \log (1 + \exp(-\tilde{y}_i \theta_{t+1}^T x_i)),
\]

where \( \theta_{t+1} = \theta_t - \eta \nabla_{\theta} \mathcal{L}(\theta_t) \), and \( \eta \) is the learning rate. Then the following theorem builds the connection between the prediction accuracy for mislabeled samples at an early-training time \( T \).

**Theorem 4.4.1.** Let \( B = \{x : \tilde{y} \neq y\} \) be a set of mislabeled samples. Let \( \kappa(B; \theta) \) be the prediction accuracy calculated by the ground-truth labels and the predicted labels by the classifier with parameter \( \theta \) for mislabeled samples. If at most half of the samples are mislabeled \((r < 1)\), then there exists a proper time \( T \) and a constant \( c_0 > 0 \) such that for any \( 0 < \sigma < c_0 \) and \( n \to \infty \), with probability \( 1 - o_p(1) \):

\[
\kappa(B; \theta_T) \geq 1 - \exp\left(-\frac{1}{200} g(\sigma)^2\right), \tag{4.3}
\]

where \( g(\sigma) = \frac{\text{Erf}\left(\frac{\sigma}{\sqrt{2}}\right)}{2(1 + 2\sigma)^{\sigma}} + \frac{\exp\left(-\frac{(\sigma-1)^2}{2\sigma}\right)}{\sqrt{2\pi}(1 + 2\sigma)} > 0 \) is a monotone decreasing function that \( g(\sigma) \to \infty \) as \( \sigma \to 0 \), and \( \text{Erf}[x] = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt. \)
The proof is provided in Appendix 4.D. Compared to ETP found in [75], where the label noise is assumed to be bounded, Theorem 4.4.1 presents that ETP also exists even though the label noise is unbounded. At a proper time $T$, the classifier trained by the gradient descent algorithm can provide accurate predictions for mislabeled samples, where its accuracy is lower bounded by a function of the variance of clusters $\sigma$. When $\sigma \to 0$, the predictions of all mislabeled samples equal to their ground-truth labels (i.e. $\kappa(B; \theta_T) \to 1$). When the classifier is trained for a sufficiently long time, it will gradually memorize mislabeled data. The predictions of mislabeled samples are equivalent to their incorrect labels instead of their ground-truth labels [75, 87]. Based on these insights, the memorization of mislabeled data can be alleviated by leveraging their predicted labels during the early-training time.

Theorem 4.4.1 rigorously justifies that the classifier can also have higher prediction accuracy for mislabeled samples with the unbounded label noise at proper epoch number $T$. To leverage the predictions during the early-training time, we adopt a recently established method, early learning regularization (ELR) [75], which encourages model predictions to stick to the early-time predictions for $x$. Since ETP exists in the scenarios of the unbounded label noise, ELR can be applied to solve the label noise in SFDA. The regularization is given by:

$$L_{ELR}(\theta_t) = \log(1 - \bar{y}_t^\top f(x; \theta_t)), \tag{4.4}$$

where we overload $f(x; \theta_t)$ to be the probabilistic output for the sample $x$, and $\bar{y}_t = \beta\bar{y}_{t-1} + (1 - \beta)f(x; \theta_t)$ is the moving average prediction for $x$, where $\beta$ is a hyperparameter. To see how ELR prevents the model from memorizing the label noise, we calculate the gradient of Eq. (4.4) with respect to $f(x; \theta_t)$, which is given by:

$$\frac{dL_{ELR}(\theta_t)}{df(x; \theta_t)} = -\frac{\bar{y}_t}{1 - \bar{y}_t^\top f(x; \theta_t)}.$$  

Note that minimizing Eq. (4.4) forces $f(x; \theta_t)$ to close to $\bar{y}_t$. When $\bar{y}_t$ is aligned better with $f(x; \theta_t)$, the magnitude of the gradient becomes larger. It makes the gradient of aligning $f(x; \theta_t)$ with $\bar{y}_t$ overwhelm the gradient of other loss terms that align $f(x; \theta_t)$ with noisy labels. As the training progresses, the moving averaged predictions $\bar{y}_t$ for target samples gradually approach their ground-truth labels till the time $T$. Therefore, Eq. (4.4) prevents the model from memorizing the label noise by forcing the model predictions to stay close to these moving averaged predictions $\bar{y}_t$, which are very likely to be ground-truth labels.

Some existing LLN methods propose to assign pseudo labels to data or require two-stage training for label noise [18, 164, 160]. Unlike these LLN methods, Eq. (4.4) can be easily embedded into any existing SFDA algorithms without conflict. The overall objective function is given by:

$$L = L_{SFDA} + \lambda L_{ELR}, \tag{4.5}$$

where $L_{SFDA}$ is any SFDA objective function, and $\lambda$ is a hyperparameter.

**Empirical Observations on Real-World Datasets.** We empirically verify that target classifiers have higher prediction accuracy for target data during the early training stage. We propose leveraging this benefit to prevent the classifier from memorizing the noisy labels. The observations are shown in Figure 4.2. The parameters of classifiers are initialized by source models.
Figure 4.2: Training accuracy on various target domains. The source models initialize the classifiers and annotate unlabeled target data. As the classifiers memorize the unbounded label noise very fast, we evaluate the prediction accuracy on target data every batch for the first 90 steps. After the 90 steps, we evaluate the prediction accuracy for every 0.3 epoch. We use the CE and ELR to train the classifiers on the labeled target data, shown in solid green lines and solid blue lines, respectively. The dotted red line represents the accuracy of labeling target data. Eventually, the classifiers memorize the label noise, and the prediction accuracy equals the labeling accuracy (shown in (c-d)). Additional results on transfer pairs can be found in Appendix 4.E.

Labels of target data are annotated by the initialized classifiers. We train the target classifiers on target data with the standard cross-entropy (CE) loss. The solid green lines represent the training accuracy of optimizing the classifiers with CE loss, while the solid blue lines represent that with ELR loss. The dotted red lines represent the labeling accuracy of the initialized classifiers. Considering that the classifiers memorize the unbounded label noise very fast, we evaluate the prediction accuracy on target data every batch for the first 90 steps. After 90 steps, we evaluate the prediction accuracy for every 0.33 epoch. The green lines show that ETP exists in SFDA, which is consistent with our theoretical result. Meanwhile, in most scenarios (3 out of 4 datasets), green lines also show that classifiers provide higher prediction accuracy during the first a few iterations. After a few iterations, they start to memorize the label noise. Eventually, the classifiers are expected to memorize the whole datasets. For conventional LLN settings, it has been empirically verified that it takes a much longer time before classifiers start memorizing the label noise [73, 138]. We provide further analysis in Appendix 4.G. We highlight that PCL [160] leverages ETP at every epoch, so it cannot capture the benefits of ETP and is inappropriate for unbounded label noise due to the fast memorization speed in SFDA. As a comparison, we choose ELR since it leverages ETP at every batch. The blue lines show that leveraging ETP via ELR can address the memorization of noisy labels in SFDA.

4.5 Experiments

We aim to improve the efficiency of existing SFDA algorithms by using ELR to leverage ETP. We evaluate the performance on four different SFDA benchmark datasets: Office-31 [106], Office-Home [128], VisDA [97] and DomainNet [96]. Due to the limited space, the results on the dataset Office-31 and additional experimental details are provided in Appendix 4.F.

Evaluation. We incorporate ELR into three existing baseline methods: SHOT [71], G-SFDA [161], and NRC [147]. SHOT uses k-means clustering and mutual information maximization strategy to train the representation network while freezing the final linear layer. G-
4.5. Experiments

Table 4.1: Accuracies (%) on Office-31 for ResNet50-based methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>SF</th>
<th>A→D</th>
<th>A→W</th>
<th>D→W</th>
<th>W→D</th>
<th>D→A</th>
<th>W→A</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCD [105]</td>
<td>x</td>
<td>92.2</td>
<td>88.6</td>
<td>98.5</td>
<td>100.</td>
<td>69.5</td>
<td>69.7</td>
<td>86.5</td>
</tr>
<tr>
<td>CDAN [79]</td>
<td>x</td>
<td>92.9</td>
<td>94.1</td>
<td>98.6</td>
<td>100.</td>
<td>71.0</td>
<td>69.3</td>
<td>87.7</td>
</tr>
<tr>
<td>MDD [158]</td>
<td>x</td>
<td>90.4</td>
<td>90.4</td>
<td>98.7</td>
<td>99.9</td>
<td>75.0</td>
<td>73.7</td>
<td>88.0</td>
</tr>
<tr>
<td>BNM [20]</td>
<td>x</td>
<td>90.3</td>
<td>91.5</td>
<td>98.5</td>
<td>100.</td>
<td>70.9</td>
<td>71.6</td>
<td>87.1</td>
</tr>
<tr>
<td>DMRL [137]</td>
<td>x</td>
<td>93.4</td>
<td>90.8</td>
<td>99.0</td>
<td>100.</td>
<td>73.0</td>
<td>71.2</td>
<td>87.9</td>
</tr>
<tr>
<td>BDG [146]</td>
<td>x</td>
<td>93.6</td>
<td>93.6</td>
<td>99.0</td>
<td>100.</td>
<td>73.2</td>
<td>72.0</td>
<td>88.5</td>
</tr>
<tr>
<td>MCC [52]</td>
<td>x</td>
<td>95.6</td>
<td>95.4</td>
<td>98.6</td>
<td>100.</td>
<td>72.6</td>
<td>73.9</td>
<td>89.4</td>
</tr>
<tr>
<td>MDD [158]</td>
<td>x</td>
<td>95.8</td>
<td>95.7</td>
<td>99.2</td>
<td>100.</td>
<td>76.7</td>
<td>77.1</td>
<td>90.8</td>
</tr>
<tr>
<td>RWOT [144]</td>
<td>x</td>
<td>94.5</td>
<td>95.1</td>
<td>99.5</td>
<td>100.</td>
<td>77.5</td>
<td>77.9</td>
<td>90.8</td>
</tr>
<tr>
<td>RSDA-MSTN [37]</td>
<td>x</td>
<td>95.8</td>
<td>96.1</td>
<td>99.3</td>
<td>100.</td>
<td>77.4</td>
<td>78.9</td>
<td>91.1</td>
</tr>
<tr>
<td>Source Only + ELR</td>
<td>✓</td>
<td>80.8</td>
<td>76.9</td>
<td>95.3</td>
<td>98.7</td>
<td>60.3</td>
<td>63.6</td>
<td>79.3</td>
</tr>
<tr>
<td>SHOT [71]</td>
<td>✓</td>
<td>90.9</td>
<td>89.0</td>
<td>98.2</td>
<td>100.</td>
<td>67.1</td>
<td>64.1</td>
<td>84.9</td>
</tr>
<tr>
<td>SHOT + ELR</td>
<td>✓</td>
<td>94.0</td>
<td>90.1</td>
<td>98.4</td>
<td>99.9</td>
<td>74.7</td>
<td>74.3</td>
<td>88.6</td>
</tr>
<tr>
<td>G-SFDA [148]</td>
<td>✓</td>
<td>94.9</td>
<td>91.6</td>
<td>98.7</td>
<td>100.</td>
<td>75.2</td>
<td>74.5</td>
<td>89.3</td>
</tr>
<tr>
<td>G-SFDA + ELR</td>
<td>✓</td>
<td>85.9</td>
<td>87.3</td>
<td>98.6</td>
<td>99.8</td>
<td>71.4</td>
<td>72.1</td>
<td>85.8</td>
</tr>
<tr>
<td>NRC [147]</td>
<td>✓</td>
<td>93.7</td>
<td>93.8</td>
<td>97.8</td>
<td>100.</td>
<td>75.5</td>
<td>75.6</td>
<td>89.4</td>
</tr>
<tr>
<td>NRC + ELR</td>
<td>✓</td>
<td>93.8</td>
<td>93.3</td>
<td>98.0</td>
<td>100.</td>
<td>76.2</td>
<td>76.9</td>
<td>89.6</td>
</tr>
</tbody>
</table>

SFDA aims to cluster target data with similar neighbors and attempts to maintain the source domain performance. NRC also explores the neighbors of target data by graph-based methods. ELR can be easily embedded into these methods by simply adding the regularization term into the loss function to optimize without affecting existing SFDA frameworks. We average the results based on three random runs.

Results. Tables 4.1-4.4 show the results before/after leveraging the early-time training phenomenon, where Table 4.1 is shown in Appendix 4.F. Among these tables, the top part shows the results of conventional UDA methods, and the bottom part shows the results of SFDA methods. In the tables, we use SF to indicate whether the method is source free or not. We use Source Only + ELR to indicate ELR with self-training. The results show that ELR itself can boost the performances. As existing SFDA methods are not able to address unbounded label noise, incorporating ELR into these SFDA methods can further boost the performance. The four datasets, including all 31 pairs (e.g., $A \rightarrow D$) of tasks, show better performance after solving the unbounded label noise problem using the early-time training phenomenon. Meanwhile, solving the unbounded label noise on existing SFDA methods achieves state-of-the-art on all benchmark datasets. These SFDA methods also outperform most methods that need to access source data.

Analysis about hyperparameters $\beta$ and $\lambda$. The hyperparameter $\beta$ is chosen from $\{0.5, 0.6, 0.7, 0.8, 0.9, 0.99\}$, and $\lambda$ is chosen from $\{1, 3, 7, 12, 25\}$. We conduct the sensitivity study on hyperparameters of ELR on the DomainNet dataset [96], which is shown in Figure 4.3(a-b). In each Figure, the study is conducted by fixing the other hyperparameter to the optimal one. The performance is robust to the hyperparameter $\beta$ except $\beta = 0.99$. When $\beta = 0.99$, classifiers
Table 4.2: Accuracies (%) on Office-Home for ResNet50-based methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>SF</th>
<th>Ar→CI</th>
<th>Ar→Pr</th>
<th>Ar→Rw</th>
<th>CI→Pr</th>
<th>CI→Rw</th>
<th>Pr→CI</th>
<th>Pr→Rw</th>
<th>Rw→Ar</th>
<th>Rw→CI</th>
<th>Rw→Pr</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCD [108]</td>
<td>✗</td>
<td>48.9</td>
<td>68.3</td>
<td>74.6</td>
<td>61.3</td>
<td>67.6</td>
<td>68.8</td>
<td>57.0</td>
<td>47.1</td>
<td>75.1</td>
<td>69.1</td>
<td>52.2</td>
</tr>
<tr>
<td>CDAN [79]</td>
<td>✗</td>
<td>50.7</td>
<td>70.6</td>
<td>76.0</td>
<td>57.6</td>
<td>70.0</td>
<td>70.0</td>
<td>57.4</td>
<td>50.9</td>
<td>77.3</td>
<td>70.9</td>
<td>56.7</td>
</tr>
<tr>
<td>SAFN [143]</td>
<td>✗</td>
<td>52.0</td>
<td>71.7</td>
<td>76.3</td>
<td>64.2</td>
<td>69.9</td>
<td>71.9</td>
<td>63.7</td>
<td>51.4</td>
<td>77.1</td>
<td>70.9</td>
<td>57.1</td>
</tr>
<tr>
<td>Symnets [159]</td>
<td>✗</td>
<td>47.7</td>
<td>72.9</td>
<td>78.5</td>
<td>64.2</td>
<td>71.3</td>
<td>74.2</td>
<td>64.2</td>
<td>48.8</td>
<td>79.5</td>
<td>74.5</td>
<td>52.6</td>
</tr>
<tr>
<td>MDD [158]</td>
<td>✗</td>
<td>54.9</td>
<td>73.7</td>
<td>77.8</td>
<td>60.0</td>
<td>71.4</td>
<td>71.8</td>
<td>61.2</td>
<td>53.6</td>
<td>78.1</td>
<td>72.5</td>
<td>60.2</td>
</tr>
<tr>
<td>TADA [133]</td>
<td>✗</td>
<td>53.1</td>
<td>72.3</td>
<td>77.2</td>
<td>59.1</td>
<td>71.2</td>
<td>72.1</td>
<td>59.7</td>
<td>53.1</td>
<td>78.4</td>
<td>72.4</td>
<td>60.0</td>
</tr>
<tr>
<td>BMN [20]</td>
<td>✗</td>
<td>52.3</td>
<td>73.9</td>
<td>80.0</td>
<td>63.3</td>
<td>72.9</td>
<td>74.9</td>
<td>61.7</td>
<td>49.5</td>
<td>79.7</td>
<td>70.5</td>
<td>53.6</td>
</tr>
<tr>
<td>BDG [146]</td>
<td>✗</td>
<td>51.5</td>
<td>73.4</td>
<td>78.7</td>
<td>65.3</td>
<td>71.5</td>
<td>73.7</td>
<td>65.1</td>
<td>49.7</td>
<td>81.1</td>
<td>74.6</td>
<td>55.1</td>
</tr>
<tr>
<td>SRDC [122]</td>
<td>✗</td>
<td>52.3</td>
<td>76.3</td>
<td>81.0</td>
<td>69.5</td>
<td>76.2</td>
<td>78.0</td>
<td>68.7</td>
<td>53.8</td>
<td>81.7</td>
<td>76.3</td>
<td>57.1</td>
</tr>
<tr>
<td>RSDA-MSTN [37]</td>
<td>✗</td>
<td>53.2</td>
<td>77.7</td>
<td>81.3</td>
<td>66.4</td>
<td>74.0</td>
<td>76.5</td>
<td>67.9</td>
<td>53.0</td>
<td>82.0</td>
<td>75.8</td>
<td>57.8</td>
</tr>
</tbody>
</table>

Source Only: ✓ +ELR: ✓

Table 4.3: Accuracies (%) on VisDA-C (Synthesis → Real) for ResNet101-based methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>SF</th>
<th>plane</th>
<th>bcycl</th>
<th>bus</th>
<th>car</th>
<th>horse</th>
<th>knife</th>
<th>mcycl</th>
<th>person</th>
<th>plant</th>
<th>sktbrd</th>
<th>train</th>
<th>truck</th>
</tr>
</thead>
<tbody>
<tr>
<td>DANN [28]</td>
<td>✗</td>
<td>81.9</td>
<td>77.7</td>
<td>82.8</td>
<td>44.3</td>
<td>81.2</td>
<td>29.5</td>
<td>65.1</td>
<td>28.6</td>
<td>51.9</td>
<td>54.6</td>
<td>82.8</td>
<td>7.8</td>
</tr>
<tr>
<td>DAN [78]</td>
<td>✗</td>
<td>87.1</td>
<td>63.0</td>
<td>76.5</td>
<td>42.0</td>
<td>90.3</td>
<td>42.9</td>
<td>85.9</td>
<td>53.1</td>
<td>49.7</td>
<td>36.3</td>
<td>85.8</td>
<td>20.7</td>
</tr>
<tr>
<td>ADR [107]</td>
<td>✗</td>
<td>94.2</td>
<td>84.5</td>
<td>84.0</td>
<td>72.9</td>
<td>90.1</td>
<td>74.2</td>
<td>92.6</td>
<td>72.5</td>
<td>80.8</td>
<td>61.8</td>
<td>82.2</td>
<td>28.8</td>
</tr>
<tr>
<td>CDAN [79]</td>
<td>✗</td>
<td>85.2</td>
<td>66.9</td>
<td>83.0</td>
<td>50.8</td>
<td>84.2</td>
<td>74.9</td>
<td>88.1</td>
<td>74.5</td>
<td>83.4</td>
<td>76.0</td>
<td>81.9</td>
<td>38.0</td>
</tr>
<tr>
<td>SAFN [143]</td>
<td>✗</td>
<td>93.6</td>
<td>61.3</td>
<td>84.1</td>
<td>70.6</td>
<td>94.1</td>
<td>79.0</td>
<td>91.8</td>
<td>79.6</td>
<td>89.9</td>
<td>55.6</td>
<td>89.0</td>
<td>24.4</td>
</tr>
<tr>
<td>SWD [62]</td>
<td>✗</td>
<td>90.8</td>
<td>82.5</td>
<td>81.7</td>
<td>70.5</td>
<td>91.7</td>
<td>69.5</td>
<td>86.3</td>
<td>77.5</td>
<td>87.4</td>
<td>63.6</td>
<td>85.6</td>
<td>29.2</td>
</tr>
<tr>
<td>MDD [158]</td>
<td>✗</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MCC [52]</td>
<td>✗</td>
<td>88.7</td>
<td>80.3</td>
<td>80.5</td>
<td>71.5</td>
<td>90.1</td>
<td>93.2</td>
<td>85.0</td>
<td>71.6</td>
<td>89.4</td>
<td>73.8</td>
<td>85.0</td>
<td>36.9</td>
</tr>
<tr>
<td>STAR [81]</td>
<td>✗</td>
<td>95.0</td>
<td>84.0</td>
<td>84.6</td>
<td>73.0</td>
<td>91.6</td>
<td>91.8</td>
<td>85.9</td>
<td>78.4</td>
<td>94.4</td>
<td>84.7</td>
<td>87.0</td>
<td>42.2</td>
</tr>
<tr>
<td>RWOT [144]</td>
<td>✗</td>
<td>95.1</td>
<td>80.3</td>
<td>83.7</td>
<td>90.0</td>
<td>92.4</td>
<td>68.0</td>
<td>92.5</td>
<td>82.2</td>
<td>87.9</td>
<td>78.4</td>
<td><strong>90.4</strong></td>
<td>68.2</td>
</tr>
</tbody>
</table>

Source Only: ✓ +ELR: ✓
4.5. Experiments

Figure 4.3: (a)-(b) show the test accuracy on the DomainNet dataset with respect to hyperparameters of ELR. (c) shows the test accuracy of incorporating various existing LLN methods into the SFDA methods on the DomainNet dataset.

Figure 4.4: Evaluation of label noise methods on SFDA problems. We use source models as an initialization of classifiers trained on target data and also use source models to annotate unlabeled target data. Then we treat the target datasets as noisy datasets and use different label noise methods to solve the memorization issue.

are sensitive to changes in learning curves. Thus, the performance degrades since the learning curves change quickly in the unbounded label noise scenarios. Meanwhile, the performance is also robust to the hyperparameter $\lambda$ except when $\lambda$ becomes too large. The hyperparameter $\lambda$ is to balance the effects of existing SFDA algorithms and the effects of ELR. As we indicated in Tables 4.1-4.4, barely using ELR to address the SFDA problem is not comparable to these SFDA methods. Hence, a large value of $\lambda$ makes neural networks neglect the effects of these SFDA methods, leading to degraded performance.

4.5.1 Discussion on Existing LLN Methods

As we formulate the SFDA as the problem of LLN, it is of interest to discuss some existing LLN methods. We mainly discuss existing LLN methods that can be easily embedded into the existing SFDA algorithms. Based on this principle, we choose GCE [161], SL [134] and GJS [24] that have been theoretically proved to be robust to symmetric and asymmetric label noise, which are bounded label noise. We highlight that a more recent method GJS [24] outperforms ELR in real-world noisy datasets. However, we will show that GJS is inferior to ELR in SFDA scenarios, because the underlying assumption for GJS does not hold in SFDA. Besides ELR, which leverages ETP, PCL is another method to leverage the same phenomenon, but we will
Table 4.4: Accuracies (%) on DomainNet for ResNet50-based methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>SF→CR→PR→SC→RC→PC→SP→RP→CP→SS→RS→CS→P ± Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCD [108]</td>
<td><img src="image" alt="Image" /> 61.9 69.3 56.2 79.7 56.6 83.3 60.9 81.7 56.2 66.7 65.4</td>
</tr>
<tr>
<td>DANN [23]</td>
<td><img src="image" alt="Image" /> 63.4 73.6 72.6 86.5 65.7 70.6 86.9 73.2 70.2 85.7 75.2 70.0 74.5</td>
</tr>
<tr>
<td>DAN [78]</td>
<td><img src="image" alt="Image" /> 64.3 70.6 58.4 79.4 56.7 60.0 84.5 61.6 62.2 79.7 65.0 62.0 67.0</td>
</tr>
<tr>
<td>COAL [120]</td>
<td><img src="image" alt="Image" /> 73.9 75.4 70.5 89.6 70.0 71.3 89.8 68.0 70.5 88.0 73.2 70.5 75.9</td>
</tr>
<tr>
<td>MDD [158]</td>
<td><img src="image" alt="Image" /> 77.6 75.7 74.2 89.5 74.2 75.6 90.2 76.0 74.6 86.7 72.9 73.2 78.4</td>
</tr>
<tr>
<td>Source Only</td>
<td><img src="image" alt="Image" /> 53.7 71.6 52.9 70.8 49.5 58.3 85.2 59.6 59.1 30.6 74.8 65.7 61.0</td>
</tr>
<tr>
<td>+ELR</td>
<td><img src="image" alt="Image" /> 70.2 81.7 61.7 79.9 63.8 67.0 90.0 72.1 66.8 85.1 78.5 68.8 73.8</td>
</tr>
<tr>
<td>SHOT [71]</td>
<td><img src="image" alt="Image" /> 73.3 80.1 65.8 91.4 74.3 69.2 91.9 77.0 66.2 87.4 81.3 75.0 77.7</td>
</tr>
<tr>
<td>+ELR</td>
<td><img src="image" alt="Image" /> 78.0 81.9 67.4 91.1 75.9 71.0 92.6 79.3 68.0 88.7 84.8 77.0 79.7</td>
</tr>
<tr>
<td>G-SFDA [148]</td>
<td><img src="image" alt="Image" /> 65.8 78.9 60.2 80.5 64.7 64.6 89.3 69.9 63.6 86.4 78.8 71.1 72.8</td>
</tr>
<tr>
<td>+ELR</td>
<td><img src="image" alt="Image" /> 69.4 80.9 60.6 81.3 67.2 66.4 90.2 73.2 64.9 87.6 82.1 71.0 74.6</td>
</tr>
<tr>
<td>NRC [147]</td>
<td><img src="image" alt="Image" /> 69.8 81.1 62.9 83.4 74.4 66.3 90.3 73.4 65.2 88.2 82.2 75.8 76.4</td>
</tr>
<tr>
<td>+ELR</td>
<td><img src="image" alt="Image" /> 75.6 82.2 65.7 91.2 77.2 68.5 92.7 79.8 67.5 89.3 85.1 77.6 79.4</td>
</tr>
</tbody>
</table>

show that it is also inappropriate for SFDA.

To show the effects of the existing LLN methods under the unbounded label noise, we test these LLN methods on various SFDA datasets with target data whose labels are generated by source models. As shown in Figure 4.4, GCE, SL, GJS, and PCL are better than CE but still not comparable to ELR. Our analysis indicates that ELR follows the principle of ETP, which is theoretically justified in SFDA scenarios by our Theorem 4.3.2. Methods GCE, SL, and GJS follow the bounded label noise assumption, which does not hold in SFDA. Hence, they perform worse than ELR in SFDA, even though GJS outperforms ELR in conventional LLN scenarios. PCL [160] utilizes ETP to purify noisy labels of target data, but it performs significantly worse than ELR. As the memorization speed of the unbounded label noise is very fast, and classifiers memorize noisy labels within a few iterations (shown in Figure 4.2), purifying noisy labels every epoch is inappropriate for SFDA. However, we notice that PCL has a relatively better performance in the DomainNet dataset [96] than in other datasets. The reason behind it is that the memorization speed in the DomainNet dataset is relatively slow than other datasets, which is shown in Figure 4.2. In conventional LLN scenarios, PCL does not suffer from the issue since the memorization speed is much lower than the conventional LLN scenarios.

In Figure 4.3(c), we also evaluate the performance by incorporating the existing LLN methods into the SFDA algorithms SHOT [71] and NRC [147]. Since PCL and SHOT assign pseudo labels to target data, PCL is incompatible with some existing SFDA methods and cannot be easily embedded into some SFDA algorithms. Hence, we only embed GCE, SL, GJS, and ELR into the SFDA algorithms. The figure illustrates that ELR still performs better than other LLN methods when incorporated into SHOT and NRC. We also notice that GCE, SL, and GJS provide marginal improvement to the vanilla SHOT and NRC methods. We think the label noise in SFDA datasets is the hybrid noise that consists of both bounded label noise and unbounded
label noise due to the non-linearity of neural networks. The GCE, SL, and GJS can address the bounded label noise, while ELR can address both bounded and unbounded label noise. Therefore, these experiments demonstrate that using ELR to leverage ETP can successfully address the unbounded label noise in SFDA.

4.6 Conclusion

We propose solving SFDA as the problem of LLN to address unbounded label noise in SFDA. We theoretically prove that the unbounded label noise exists as long as domain shift exists. We show that ETP exists in unbounded label noise, which can be leveraged to address the label noise. On the other hand, as a comparison, we also show that many existing LLN methods are unable to address unbounded label noise. Extensive experiments demonstrate that ETP can be exploited to improve the effects of many existing SFDA algorithms by ELR.
### 4.A Proofs for Theorem 4.3.1

**Proof.** The Bayes classifier $f_S$ predicts $x$ to the first component when

$$
\log \frac{\Pr[y = 1 | X = x]}{\Pr[y = -1 | X = x]} > 0. \quad (4.6)
$$

Since the distributions of the two components with the same priors for the source domain are given by $N(\mu_1, \sigma^2 I_d)$ and $N(\mu_2, \sigma^2 I_d)$, respectively. Based on Bayes’ rule, Eq. (4.6) is equivalent to

$$
\log \frac{\Pr[X = x | y = 1]}{\Pr[X = x | y = -1]} > 0 \quad (4.7)
$$

Solving the left hand side of Eq. (4.7) by using the knowledge of two multivariate Gaussian distributions, we get

$$
h_S(x) := \log \frac{\Pr[X = x | y = 1]}{\Pr[X = x | y = -1]} = \frac{x^T(\mu_1 - \mu_2)}{\sigma^2} - \frac{||\mu_1||^2 - ||\mu_2||^2}{2\sigma^2}. \quad (4.8)
$$

So $f_S$ predicts $x$ to the first component when $h_S(x) > 0$ and $f_S$ predicts $x$ to the second component when $h_S(x) \leq 0$. The decision boundary is $z$ such that $h_S(z) = 0$. When there is no domain shift $\Delta = 0$, we have $D_S = D_T$, and the mislabeling rate is the Bayes error, which is given by:

$$
\Pr_{(x,y) \sim D_S} [f_S(x) \neq y] = \frac{1}{2} \Pr_{x \sim N(\mu_1, \sigma^2 I_d)} [h_S(x) < 0 | y = 1] + \frac{1}{2} \Pr_{x \sim N(\mu_2, \sigma^2 I_d)} [h_S(x) > 0 | y = -1] \quad (4.9)
$$

We first study the first term in Eq. (4.9):

$$
\Pr_{x \sim N(\mu_1, \sigma^2 I_d)} [h_S(x) < 0 | y = 1] = \int \cdots \int \frac{1}{(2\pi\sigma^2)^{d/2}} \exp \left( -\frac{||x - \mu_1||^2}{2\sigma^2} \right) dx_1 dx_2 \cdots dx_d
$$

$$
= \int \cdots \int \frac{1}{(2\pi\sigma^2)^{d/2}} \exp \left( -\frac{\sum_{i=1}^{d} x_i^2}{2\sigma^2} \right) dx_1 dx_2 \cdots dx_d
$$

$$
= \int_{d_0}^{\infty} \frac{1}{2\pi\sigma^2} \exp \left( -\frac{x_d^2}{2\sigma^2} \right) dx_d
$$

$$
= \Phi \left( -\frac{d_0}{\sigma} \right),
$$

where the second equality is because of the rotationally symmetric property for isotropic Gaussian random vectors, $\Phi$ is the cumulative distribution function of the standard Gaussian distribution, and $d_0 = ||(\mu_2 - \mu_1)/2||_2$. Applying the similar mathematical steps for the second term in Eq. (4.9), and take them into Eq. (4.9):

$$
\Pr_{(x,y) \sim D_S} [f_S(x) \neq y] = \Phi \left( -\frac{||\mu_2 - \mu_1||_2}{2\sigma} \right). \quad (4.10)
$$
When there is no domain shift, the labeling error is the Bayes error, which is expressed by Eq. (4.10).

Then we consider the case when \( \Delta \neq 0 \). The distributions of the first and the second component are \( N(\mu_1 + \Delta, \sigma^2 I_d) \) and \( N(\mu_2 + \Delta, \sigma^2 I_d) \), respectively. Notice that the decision boundary \( z \) is the affine hyperplane. Any shift paralleled to this affine hyperplane will not affect the final component predictions. The domain shift \( \Delta \) can be decomposed into the sum of two vectors: the one is paralleled to this affine hyperplane, and another is perpendicular to the hyperplane. It is straightforward to verify that \( \mu_2 - \mu_1 \) is perpendicular to the hyperplane. Thus, we project the domain shift \( \Delta \) onto the vector \( \mu_2 - \mu_1 \) to get the component of \( \Delta \) that is perpendicular to the hyperplane, which is given by:

\[
c = (\mu_2 - \mu_1) \frac{\Delta^T(\mu_2 - \mu_1)}{||\mu_2 - \mu_1||_2^2}. \tag{4.11}
\]

Since we assume \( \Delta \) is positively correlated to the vector \( \mu_2 - \mu_1 \), \( \alpha = \frac{\Delta^T(\mu_2 - \mu_1)}{||\mu_2 - \mu_1||_2^2} \) can be regarded as the magnitude of the domain shift along the direction \( \mu_2 - \mu_1 \). Note that the results also hold for the case where \( \Delta \) is negatively correlated to \( \mu_2 - \mu_1 \). The whole proof can be obtained by following the very similar proof steps for the positively correlated case.

The mislabeling rate of the optimal source classifier \( f_S \) on target data is:

\[
\Pr_{(x,y) \sim D_T} [f_S(x) \neq y] = \frac{1}{2} \Pr_{x \sim N(\mu_1 + \Delta, \sigma^2 I_d)} [h_S(x) < 0 | y = 1] + \frac{1}{2} \Pr_{x \sim N(\mu_2 + \Delta, \sigma^2 I_d)} [h_S(x) > 0 | y = -1] \tag{4.12}
\]

We first calculate the first term of Eq. (4.12). Following the same tricks discussed above:

\[
\Pr_{x \sim N(\mu_1 + \Delta, \sigma^2 I_d)} [h_S(x) < 0 | y = 1] = \int \cdots \int_{|x| |x^T(\mu_1 - \mu_2)| < \frac{||\mu_1||_2^2 + ||\mu_2||_2^2}{2}} \frac{1}{(2\pi\sigma^2)^{\frac{d}{2}}} \exp \left(-\frac{||x - \mu_1 - \Delta||_2^2}{2\sigma^2}\right) dx_1 dx_2 \cdots dx_d \\
= \int \cdots \int_{|x| < \infty, x_1, x_2, \ldots, x_{d-1} < \infty, d_1 < x_d} \frac{1}{(2\pi\sigma^2)^{\frac{d}{2}}} \exp \left(-\frac{\sum_{i=1}^{d} x_i^2}{2\sigma^2}\right) dx_1 dx_2 \cdots dx_d \\
= \int_{d_1}^{\infty} \frac{1}{2\pi\sigma^2} \exp \left(-\frac{x_d^2}{2\sigma^2}\right) dx_d \\
= \Phi\left(-\frac{d_1}{\sigma}\right), \tag{4.13}
\]

where \( d_1 = \frac{||\mu_2 - \mu_1||_2}{2} \) \( \text{sign}(\frac{||\mu_2 - \mu_1||_2}{2} - ||c||_2) \).

Similarly, the second term is given by:

\[
\Pr_{x \sim N(\mu_2 + \Delta, \sigma^2 I_d)} [h_S(x) > 0 | y = -1] = \Phi\left(-\frac{d_2}{\sigma}\right), \tag{4.14}
\]

where \( d_2 = \frac{||\mu_2 - \mu_1||_2}{2} + ||c||_2 \).
Taking Eq. (4.13) and Eq. (4.14) into Eq. (4.12), we have

$$\Pr_{(x, y) \sim \mathcal{D}_T} [f_S(x) \neq y] = \frac{1}{2} \Phi(-\frac{d_1}{\sigma}) + \frac{1}{2} \Phi(-\frac{d_2}{\sigma}).$$  \hfill (4.15)

\hfill \Box

### 4.B Proofs for Theorem 4.3.2

**Proof.** Without loss of generality, we choose to assume $\mu_2 = \mu_1 + \sigma d$ as the convenient way to present our results. From the proof for Theorem 4.3.1, we know that $x_0 = \mu_1 + \frac{\mu_2 - \mu_1}{2} \Delta$ is at the decision boundary such that $h_T(x_0) = 0$, where

$$h_T(x) = \frac{x^T (\mu_1 - \mu_2)}{\sigma^2} - \frac{||\mu_1 + \Delta||_2^2 - ||\mu_2 + \Delta||_2^2}{2\sigma^2}.$$

Let $f_T$ be the optimal Bayes classifier for the target domain, which can be obtained the same way as $f_S$ mentioned in 4.A. The equation $h_T(x_0) = 0$ implies that

$$\Pr_{(x, y) \sim \mathcal{D}_T} [y = 1 | X = x_0] = \Pr_{(x, y) \sim \mathcal{D}_T} [y = -1 | X = x_0].$$

Note that $x_0$ is on the affine hyperplane $z$ where $h_T(z) = 0$. Any data points on this hyperplane will have the equal probabilities to be correctly classified. We start from this hyperplane and calculate another point $x_1$, where $\Pr_{(x, y) \sim \mathcal{D}_T} [y = 1 | X = x_1]$ is at least 99 $\Pr_{(x, y) \sim \mathcal{D}_T} [y = -1 | X = x_1]$. Thus, for any points that are mislabeled and far away from $x_1$ will result in $\Pr_{(x, y) \sim \mathcal{D}_T} [y = 1 | X = x_1] \geq 0.99$. We first aim to find such a data point $x_1$. Let $x_1 = x_0 - m_0 \sigma 1_d$, where $m_0$ is the scalar measures the distance between the point $x_1$ to the hyperplane $z$. We need to find $m_0$ such that

$$\frac{P_T(x_1 | y = 1)}{P_T(x_1 | y = -1)} \geq 99,$$

where

$$\frac{P_T(x_1 | y = 1)}{P_T(x_1 | y = -1)} = \exp \left( - \frac{||x_1 - \mu_1 - \Delta||_2^2}{2\sigma^2} + \frac{||x_1 - \mu_2 - \Delta||_2^2}{2\sigma^2} \right)$$

$$= \exp \left( - \frac{||\mu_2 - \mu_1 - m_0 \sigma 1_d||_2^2}{2\sigma^2} + \frac{||\mu_2 - \mu_1 + m_0 \sigma 1_d||_2^2}{2\sigma^2} \right)$$

$$= \exp (m_0 d)$$  \hfill (4.17)

Taking Eq. (4.17) into Eq. (4.16), we get $m_0 \geq (\log 99)/d$. Since the isotropic Gaussian random vectors has the rotationally symmetric property, we can transform the integration of multivariate normal distribution to standard normal distribution with different intervals of integration. Then any data points from a region that have at most $||x_1 - \mu_1 - \Delta||_2$ distance to its
mean $\mu_1 + \Delta$ will have at least 0.99 probability coming from the first component. Let the region $R_1$ be:

$$R_1 = \{ x : \| x - \mu_1 - \Delta \|_2 \leq \| x_1 - \mu_1 - \Delta \|_2 \}$$

Equivalently, taking $R_1$ can be simplified:

$$R_1 = \{ x : \| x - \mu_1 - \Delta \|_2 \leq \sigma (\frac{\sqrt{d}}{2} - \frac{\log 99}{\sqrt{d}}) \}$$

The region $R_1$ is valid when data dimension $d$ is large. This is realistic in practice. Since neural networks are usually dealing with high dimension data, for example $d \gg 1$, the region $R_1$ is valid.

On the other hand, we aim to find a region $R_2$ where all data points are mislabeled. From the proof for Theorem 1, the source classifier $h_S$ is given by

$$h_S(x) = \frac{x^T (\mu_1 - \mu_2)}{\sigma^2} - \frac{||\mu_1||_2^2 - ||\mu_2||_2^2}{2\sigma^2}.$$  \hspace{1cm} \text{(4.18)}$$

Any data points are classified to the second component if $h_S(x) < 0$. Hence

$$R_2 = \{ x : x^T 1_d > \frac{\sigma d + 2\mu_1^T 1_d}{2} \}$$

We take the intersection of $R_1$ and $R_2$, all data points from this intersection are (1) having at least 0.99 probability coming from the first component, and (2) being classified to the second component. Formally, for $(x, y) \sim D_T$, if $x \in R_1 \cap R_2$, then

$$\Pr[f_5(x) \neq y] \geq 0.99,$$  \hspace{1cm} \text{(4.19)}$$

We note that $x \in R_1 \cap R_2$ is non-empty when $(\log 99)/d < \alpha$, where $\alpha = \frac{\mu^T (\mu_2 - \mu_1)}{||\mu_2 - \mu_1||_2^2}$ is the magnitude of the domain shift along with the direction $\mu_2 - \mu_1$. Since $x_1$ is chosen from $R_1$, to verify that $R_1 \cap R_2$ is non-empty, we only need to verify that $x_1$ also belongs to $R_2$.

$x_1 \in R_2$ if and only if:

$$x_1^T 1_d > \frac{\sigma d + 2\mu_1^T 1_d}{2}$$

$$(\mu_1 + c + \frac{\sigma}{2} 1_d - m_0 \sigma 1_d)^T 1_d > \frac{\sigma d + 2\mu_1^T 1_d}{2}$$

$$(\mu_1 + \alpha \sigma 1_d + \frac{\sigma}{2} 1_d - m_0 \sigma 1_d)^T 1_d > \frac{\sigma d + 2\mu_1^T 1_d}{2}$$

$$(\alpha - m_0) \sigma d > 0,$$

where $c = (\mu_2 - \mu_1) \frac{\mu^T (\mu_2 - \mu_1)}{||\mu_2 - \mu_1||_2^2}$.

Therefore, if $\alpha > m_0 \geq (\log 99)/d$, $R_1 \cap R_2$ is non-empty.

Next, we show $\Pr_{(x, y) \sim D_T}[x \in R]$ increases as $\alpha$ increases.

Let event $A_0$ be a set of $x$ such that they are mislabeled by $f_5$ (i.e. $f_5(x) \neq y$). Let event $A_1$ be a set of $x$ such that they are from the first component but are mislabeled to the second
component with a probability \( \Pr[f_3(x \neq y)] < 0.99 \). Let event \( A_2 \) be a set of \( x \) such that they are from the second component but are mislabeled to the first component with a probability \( \Pr[f_3(x \neq y)] < 0.99 \). Thus

\[
\Pr_{(x,y) \sim D_T}[x \in \mathbb{R}] = \Pr_{(x,y) \sim D_T}[A_0] - \Pr_{(x,y) \sim D_T}[A_1] - \Pr_{(x,y) \sim D_T}[A_2] \tag{4.20}
\]

Let event \( A_3 \) be a set of \( x \) such that they are from the first component such that \( \Pr[f_3(x \neq y)] < 0.99 \) or \( \Pr[f_3(x = y)] < 0.99 \). Let event \( A_4 \) be a set of \( x \) such that they are from the second component but are mislabeled to the first component. For \( \Pr[A_3] \),

\[
\Pr_{(x,y) \sim N(\mu_1, \sigma^2 I_2)}[A_3] = \Pr_{(x,y) \sim N(\mu_1, \sigma^2 I_2)}[R_1^c],
\]

which does not change as the domain shift \( \Delta \) varies. Meanwhile,

\[
\Pr_{(x,y) \sim N(\mu_2, \sigma^2 I_2)}[A_4] = \Phi(-\frac{\|\mu_2 - \mu_1\|_2 + c}{\sigma}),
\]

which is given by Eq. (4.14). By our assumption, the domain shift \( \Delta \) is positively correlated with the vector \( \mu_2 - \mu_1 \). So when \( \alpha \) increases, \( \Pr_{(x,y) \sim N(\mu_2, \sigma^2 I_2)}[A_4] \) decreases.

Since \( A_1 \subseteq A_3 \) and \( A_2 A_4 \), the probability measure on \( \mathbb{R} \) is given by:

\[
\Pr_{(x,y) \sim D_T}[x \in \mathbb{R}] = \Pr_{(x,y) \sim D_T}[A_0] - \Pr_{(x,y) \sim D_T}[A_1] - \Pr_{(x,y) \sim D_T}[A_2] \\
\geq \Pr_{(x,y) \sim D_T}[A_0] - \Pr_{(x,y) \sim D_T}[A_3] - \Pr_{(x,y) \sim D_T}[A_4], \tag{4.21}
\]

where the first term is the mislabeling rate that increases as \( \alpha \) increases (given by Theorem 4.3.1); the second term is a constant; the third term decreases as as \( \alpha \) increases. The equality in Eq. (4.21) holds when \( \alpha \to \infty \). Therefore, when the magnitude of the domain shift \( \alpha \) increases, the lower bound of \( \Pr_{(x,y) \sim D_T}[x \in \mathbb{R}] \) increases, which forces more points to break the conventional LLN assumption.

\[\square\]

### 4.C Proofs for Lemma 4.3.3

**Proof.** We first introduce the background of noise-robust loss functions. As indicated in [89], the loss function \( \ell \) is defined to be noise robust if \( \sum_{j=1}^{K} \ell(h(x), j) = C \), where \( C \) is a positive constant. Existing noise robust loss functions such as mean absolute error (MAE) [89], reverse cross entropy (RCE) [134], normalized cross entropy (NCE) [85], and normalized focal loss (NFL) satisfy this condition. Note that generalized cross entropy (GCE [161]) extends MAE and symmetric loss (SL [134]) extends RCE. So we study GCE and SL in our experiments instead studying MAE and RCE. Another noise robust loss function GJS [24] is shown to be tightly bounded around \( \sum_{j=1}^{K} \ell(h(x), j) \). All these methods have shown to be noise tolerant under either bounded random label noise or bounded class-conditional label noise with additional assumption that \( R(h^*) = 0 \). We show that under the same assumption with unbounded label noise datasets, these methods are not noise tolerant.
4.C. Proofs for Lemma 4.3.3

Let \( \eta_{jk}(x) \) be the \( \Pr[\tilde{Y} = k | Y = y, X = x] \) probability of observing a noisy label \( k \) given the ground-truth label \( y \) and a sample \( x \). Let \( \eta_{y}(x) = \sum_{k \neq y} \eta_{jk}(x) \). The risk of \( h \) under noisy data is given by

\[
\overline{R}(h) = \mathbb{E}_{x,y}[\ell_{\text{LLN}}(h(x), \tilde{y})]
= \mathbb{E}_{x,y}\mathbb{E}_{j|x,y}[\ell_{\text{LLN}}(h(x), \tilde{y})]
= \mathbb{E}_{x,y}\left[(1 - \eta_{y}(x))\ell_{\text{LLN}}(h(x), y) + \sum_{k \neq y} \eta_{jk}(x)\ell_{\text{LLN}}(h(x), k)\right]
= \mathbb{E}_{x,y}\left[(1 - \eta_{y}(x))\left(\sum_{k=1}^{K} \ell_{\text{LLN}}(h(x), k) - \sum_{k \neq y} \ell_{\text{LLN}}(h(x), k)\right) + \sum_{k \neq y} \eta_{jk}(x)\ell_{\text{LLN}}(h(x), k)\right]
= \mathbb{E}_{x,y}\left[(1 - \eta_{y}(x))(C - \sum_{k \neq y} \ell_{\text{LLN}}(h(x), k)) + \sum_{k \neq y} \eta_{jk}(x)\ell_{\text{LLN}}(h(x), k)\right]
= \mathbb{E}_{x,y}\left[(1 - \eta_{y}(x))C - \mathbb{E}_{x,y}\left[\sum_{k \neq y} (1 - \eta_{y}(x) - \eta_{jk}(x))\ell_{\text{LLN}}(h(x), k)\right]\right]. \tag{4.22}
\]

Since Eq. (4.22) holds for both \( \tilde{h}^* \) and \( h^* \), we have

\[
\overline{R}(\tilde{h}^*) = \mathbb{E}_{x,y}\left[(1 - \eta_{y}(x))C - \mathbb{E}_{x,y}\left[\sum_{k \neq y} (1 - \eta_{y}(x) - \eta_{jk}(x))\ell_{\text{LLN}}(\tilde{h}^*(x), k)\right]\right] \tag{4.23}
\]
and

\[
\overline{R}(h^*) = \mathbb{E}_{x,y}\left[(1 - \eta_{y}(x))C - \mathbb{E}_{x,y}\left[\sum_{k \neq y} (1 - \eta_{y}(x) - \eta_{jk}(x))\ell_{\text{LLN}}(h^*(x), k)\right]\right]. \tag{4.24}
\]

As \( \tilde{h}^* \) is the minimizer of \( \overline{R}(h) \), \( \overline{R}(\tilde{h}^*) \leq \overline{R}(h^*) \). Then we combine Eq. (4.23) and Eq. (4.24), we have

\[
\mathbb{E}_{x,y}\left[\sum_{k \neq y} (1 - \eta_{y}(x) - \eta_{jk}(x))\left(\ell_{\text{LLN}}(h^*(x), k) - \ell_{\text{LLN}}(\tilde{h}^*(x), k)\right)\right] \leq 0. \tag{4.25}
\]

We note that \( \ell_{\text{LLN}}(h^*(x), k) \geq \ell_{\text{LLN}}(h^*(x), k) \) implies \( p_k(x) = 0 \) and \( p_y(x) = 1 \) for \( k \neq y \), where \( p_k(x) \) is the probability output by \( \tilde{h}^* \) for predicting the sample \( x \) to be the class \( k \). This argument is proved given by \[134, 89, 148, 85\] (Theorem 1&2 in [89], Theorem 1 in [134], Lemma 1&2 in [85] and Theorem 1&2 in [24]).

To let \( \ell_{\text{LLN}}(h^*(x), k) \geq \ell_{\text{LLN}}(h^*(x), k) \) holds for all inputs \( x \), previous studies assume the bounded label noise, which is given by

\[
1 - \eta_{y}(x) - \eta_{jk}(x) > 0 \forall x \text{ s.t. } P(X = x) > 0. \tag{4.26}
\]

For random label noise which assumes that the mislabeling probability from the ground-truth label to any other label is the same for all inputs, i.e. \( \eta_{yi}(x) = a_0 \forall i \neq j \), where \( a_0 \) is a
constant. Let \( \eta = (K - 1)a_0 \), then Eq. (4.26) is degraded to
\[
1 - \eta - \frac{\eta}{K - 1} > 0
\]
\[
1 > \frac{K}{K - 1}\eta
\]
\[
\eta < 1 - \frac{1}{K}.
\]
This bounded assumption is commonly assumed by \[134, 89, 148, 85\] (Theorem 1 in \[89\], Theorem 1 in \[134\], Lemma 1 in \[85\] and Theorem 1 in \[24\]).

For class-conditional label noise, which assumes the \( \eta_{ji}(x_1) = \eta_{ji}(x_2) \) for any inputs \( x_1 \) and \( x_2 \). Let \( \eta_{ji}(x) = \eta_{ji} \), Then the bounded assumption Eq. (4.26) is degraded to
\[
\eta_{jk} < 1 - \eta_y.
\]
This bounded assumption is also commonly assumed, and it can be found in Theorem 2 in \[89\], Theorem 1 in \[134\], 2 in \[85\] and Theorem 2 in \[24\].

However, in SFDA, we proved that there exists \( R \subset X \) and for \( x \in R \), \( \Pr[\tilde{y} \neq y| x \in R] = 1 \).

As the label noise is unbounded for \( x \in R \),
\[
1 - \eta_{y}(x) - \eta_{y}(x) = 1 - 1 - \eta_{y}(x) < 0 \forall x \in R.
\]
(4.27)

Given the result in Eq. (4.27), and combined it with the Eq. (4.25), we have
\[
\ell_{\text{LLN}}(\tilde{h}^*(x), k) \leq \ell_{\text{LLN}}(h^*(x), k).
\]
Note that only \( \ell_{\text{LLN}}(\tilde{h}^*(x), k) \geq \ell_{\text{LLN}}(h^*(x), k) \) means \( p_k(x) = 0 \) for \( k \neq y \) and \( p_y(x) = 1 \) for \( k \neq y \). It means that the optimal classifier \( \tilde{h}^* \) from noisy data can make correct predictions on any inputs, which is consistent with the optimal classifier \( h^* \) obtained from clean data.

As for the condition \( \ell_{\text{LLN}}(\tilde{h}^*(x), k) \leq \ell_{\text{LLN}}(h^*(x), k) \), we can get \( p_k(x) = 1 \) for a \( k \neq y \), which means that the optimal classifier \( \tilde{h}^* \) from noisy data cannot make correct predictions on samples \( x \in R \). To verify this, we use the robust loss function RCE \( \ell_{\text{RCE}} \) as an example, and it can be easily generalized to other robust loss functions mentioned above. Based on the definition of the RCE loss \[134\], we have
\[
\ell_{\text{RCE}}(\tilde{h}^*(x), k) = C_{\text{RCE}}(1 - p_k(x))
\]
\[
\ell_{\text{RCE}}(h^*(x), k) = C_{\text{RCE}},
\]
where \( C_{\text{RCE}} > 0 \) is a constant. The above equations show that any \( 0 \leq p_k(x) \leq 1 \) can make the condition \( \ell_{\text{LLN}}(\tilde{h}^*(x), k) \leq \ell_{\text{LLN}}(h^*(x), k) \) hold. Meanwhile, \( \tilde{h}^* \) is the global minimizer of the risk over the noisy data, which makes \( \tilde{h}^* \) memorize the noisy dataset.

Therefore, \( \tilde{h}^* \) makes incorrect predictions for \( x \in R \) such that \( p_k(x) = 1 \) for a \( k \neq y \), and \( h^* \) is the global optimal over clean data, which gives correct predictions for \( x \in R \) such that \( p_k(x) = 1 \) for a \( k = y \). That completes the proof as \( h^* \) makes different predictions on \( x \in R \) compared to \( \tilde{h}^* \).

\( \square \)
4.D Proofs for Theorem 4.4.1

The proof for Theorem 4.4.1 is partially adopted from [75]. Note that we are dealing with unbounded label noise, whereas the bounded label noise is considered in [75]. As indicated in [75], $T$ is set as the smallest positive integer such that $\theta^T \mu \geq 0.1$, and $T = \Omega(1/\eta)$ with high probability. Parameters $\theta$ is initialized by Kaiming initialization [42] that $\theta_0 \sim \mathcal{N}(0, \frac{2}{d} \mathbf{I}_d)$, and $|\theta^T \mu|$ converges in probability to 0. For simplicity, we assume $\theta_0 = 0$ without loss of generality. The proof consists of two parts. The first part is to show that $\theta_{T-1}$ is highly positively correlated with the ground truth classifier. The second part is to show that the prediction accuracy on mislabeled samples can be represented as the correlation between the learned classifier and the ground truth classifier.

**Proof.** To begin with, we show the first part. Let samples $x_i = y_i(\mu - \sigma z_i)$, where $z \sim \mathcal{N}(0, \mathbf{I}_d)$. The gradient of the logistic loss function with respect to the parameter $\theta$ is given by:

$$
\nabla_\theta \mathcal{L}(\theta_i) = \frac{1}{2n} \sum_{i=1}^{n} x_i (\tanh(\theta^T x_i) - \tilde{y}_i)
$$

$$
= -\frac{1}{2n} \sum_{i=1}^{n} \tilde{y}_i x_i + \frac{1}{2n} \sum_{i=1}^{n} x_i \tanh(\theta^T x_i)
$$

(4.28)

Then we will show that $-\mu^T \nabla_\theta \mathcal{L}(\theta_i)$ is lower bounded by a positive number. We first show the bound on $\mathbf{1}$ in Eq. (4.28). Since $x_i$ is sampled from standard normal distribution, $\frac{1}{n} \sum_{i=1}^{n} \tilde{y}_i \mu^T x_i$ has limited variance. By the law of large number, $\frac{1}{n} \sum_{i=1}^{n} \tilde{y}_i \mu^T x_i$ converges in probability to its mean. Therefore,

$$
\mathbb{E}[(\tilde{y} \mu^T x) \mathbf{1} \{x^T \mu \leq r\}] = \mathbb{E}[\mathbb{E}[(\tilde{y} \mu^T x) \mathbf{1} \{y \leq r\}] | y]
$$

$$
= \mathbb{E}[(\tilde{y} \mu^T x) \mathbf{1} \{y \leq r\}] + \mathbb{E}[(\tilde{y} \mu^T x) \mathbf{1} \{y > r\}] | y] = \mathbb{E}[\mathbb{E}[(\mu^T x) \mathbf{1} \{x^T \mu \leq r\}] | y = 1] + \mathbb{E}[\mathbb{E}[(\mu^T x) \mathbf{1} \{x^T \mu > r\}] | y = 1]
$$

Note that $x \mathbf{1} = 1$ is a Gaussian random vector with independent entries, we have $x^T \mu \overset{d}{=} w + 1$, where $w \sim \mathcal{N}(0, \sigma^2)$. Therefore, the above expectation is equivalent to

$$
\mathbb{E}[\tilde{y} \mu^T x] = \int_{-\infty}^{-1} (w + 1) dP_w + \int_{-1}^{\infty} (w + 1) dP_w
$$

$$
= \int_{-\infty}^{-1} w dP_w + \int_{-1}^{\infty} w dP_w - \int_{-\infty}^{-1} dP_w + \int_{-1}^{\infty} dP_w
$$

$$
= \int_{-1}^{r} dP_w - \int_{-\infty}^{-1} w dP_w + \int_{r}^{\infty} w dP_w
$$

$$
= \text{Erf} \left[ \frac{1 - r}{\sqrt{2}\sigma} \right] + 2 \frac{\sigma}{\sqrt{2\pi}} \exp \left( - \frac{(r - 1)^2}{2\sigma^2} \right)
$$

(4.29)
where $\text{Erf}[x] = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt$. Note that $r < 1$, which means that most half of samples are mislabeled. Thus

$$
\frac{1}{2} \mathbb{E}[\tilde{y} \mu^\top x_i] = \frac{1}{2} \text{Erf}\left(\frac{1-r}{\sqrt{2} \sigma}\right) + \frac{\sigma}{\sqrt{2\pi}} \exp\left(-\frac{(r-1)^2}{2\sigma^2}\right) > 0.
$$

Now we deal with the in in Eq. (4.28).

$$
\frac{1}{2n} \|\mu^\top \left( \sum_{i=1}^n \tanh(\theta_i^\top x_i) \right) \| = \frac{1}{2n} |q^\top p| 
\leq \frac{1}{2n} \|q\|_2 \|p\|_2,
$$

(4.30)

$q = (\mu^\top x_1, \mu^\top x_2, \ldots, \mu^\top x_n) \in \mathbb{R}^n$, and $p = (\tanh(\theta_1^\top x_1), \tanh(\theta_1^\top x_2), \ldots, \tanh(\theta_1^\top x_n)) \in \mathbb{R}^n$.

By triangle inequality of the norm,

$$
\|q\|_2 = \|q - 1\|_2 \leq \|q - 1\|_2 + \|1\|_2 = \sqrt{n} + \|q - 1\|_2,
$$

where $q - 1$ is a random vector with Gaussian coordinates. By Lemma 4.D.1

$$
\|q - 1\|_2 / \sigma \leq 2\sigma \sqrt{n}
$$

(4.31)

with probability $1 - \delta$ when $n \geq c_1 \log 1/\delta$, where $c_1$ is a constant.

On the other hand,

$$
\|p - \tanh(\theta_1^\top \mu) 1_n + \tanh(\theta_1^\top \mu) 1_n\|_2 
\leq \|\tanh(\theta_1^\top \mu) 1_n\|_2 + \|p - \tanh(\theta_1^\top \mu) 1_n\|_2 
\leq \|\tanh(\theta_1^\top \mu) 1_n\|_2 + \|\theta_i\|_2 \|q - 1\|_2 
= \tanh(\theta_1^\top \mu) \sqrt{n} + 2\sigma \sqrt{n} \|\theta_i\|_2,
$$

(4.32)

where the second inequality is by Lemma 9 from [75], the last inequality by Lemma 4.D.1.

Then we take Eq. (4.30) and Eq. (4.32) together, and then take them and Eq. (4.29) into $-\mu^\top \nabla_{\theta} \mathcal{L}(\theta_i)$, which gives us:

$$
-\nabla_{\theta} \mathcal{L}(\theta_i)^\top \mu 
\geq \frac{1}{2} \text{Erf}\left(\frac{1-r}{\sqrt{2} \sigma}\right) + \frac{\sigma}{\sqrt{2\pi}} \exp\left(-\frac{(r-1)^2}{2\sigma^2}\right) - \sigma(\tanh(\theta_i^\top \mu) + 2\sigma \|\theta_i\|_2)
$$

(4.33)

By Lemma 8 from [75], we have sup$_{\theta \in \Theta}$ $\|\nabla_{\theta} \mathcal{L}(\theta)\|_2 \leq 1 + 2\sigma$. Therefore, Eq. (4.33) can be rewritten as:

$$
\frac{-\nabla_{\theta} \mathcal{L}(\theta_i)^\top \mu}{\|\nabla_{\theta} \mathcal{L}(\theta_i)\|_2} 
\geq \frac{\text{Erf}\left(\frac{1-r}{\sqrt{2} \sigma}\right) + 2\sigma \sqrt{2\pi} \exp\left(-\frac{(r-1)^2}{2\sigma^2}\right)}{1 + 2\sigma} - \frac{\sigma(\tanh(\theta_i^\top \mu) + 2\sigma \|\theta_i\|_2)}{1 + 2\sigma}
$$

(4.34)

where we let $b_0 = \frac{1}{2} \text{Erf}\left(\frac{1-r}{\sqrt{2} \sigma}\right) + \frac{\sigma}{\sqrt{2\pi}} \exp\left(-\frac{(r-1)^2}{2\sigma^2}\right)$.

Then we prove $\frac{-\nabla_{\theta} \mathcal{L}(\theta_i)^\top \mu}{\|\nabla_{\theta} \mathcal{L}(\theta)\|_2} \geq \frac{b_0}{10 (1+2\sigma)}$, by mathematical induction, which can help us get rid of the dependence on $\theta_i$ for the lower bound in Eq. (4.34).
For $t = 0$, the inequality holds trivially. By the gradient descent algorithm, $\theta_{t+1} = -\eta \sum_{i=0}^t \nabla_{\theta} \mathcal{L}(\theta_i)$, where $-\mu^T \nabla_{\theta} \mathcal{L}(\theta_i)/\|\nabla_{\theta} \mathcal{L}(\theta_i)\|_2 \geq \frac{b_0}{10^1 + 2\sigma}$.

\[
\frac{\theta_{t+1}^T \mu}{\|\theta_{t+1}\|_2} \geq -\eta \sum_{i=0}^t \mu^T \nabla_{\theta} \mathcal{L}(\theta_i) - \eta \|\sum_{i=0}^t \nabla_{\theta} \mathcal{L}(\theta_i)\| \geq \frac{1}{10} \frac{\theta^T \mu}{1 + 2\sigma} \geq \frac{b_0}{1 + 2\sigma}
\]

As $t + 1 < T$, we have $\|\theta_{t+1}\|_2 \leq 10^{1+2\sigma} \theta_{t+1}^T \mu \leq 1+2\sigma$. Taking it into Eq. (4.34), we have

\[
\frac{-\nabla_{\theta} \mathcal{L}(\theta_i)^T \mu}{\|\nabla_{\theta} \mathcal{L}(\theta_i)\|_2} \geq \frac{b_0}{1 + 2\sigma} - \frac{\sigma(0.1 + \frac{1+2\sigma}{b_0})}{1 + 2\sigma}
\]

To show $\frac{-\nabla_{\theta} \mathcal{L}(\theta_i)^T \mu}{\|\nabla_{\theta} \mathcal{L}(\theta_i)\|_2}$ is lower bounded by $\frac{1}{10^1 + 2\sigma}$, we need to have

\[
h(\sigma) = \frac{9}{10^1 + 2\sigma} - \sigma(0.1 + \frac{1+2\sigma}{b_0}) > 0
\]

It is straightforward to verify that $h(\sigma = 0) > 0$ and it can be verified that when $0 < \sigma < c_0$, we have $h'(\sigma) > 0$. Therefore, for $0 < \sigma < c_0$ and any $t < T - 1$

\[
\frac{-\nabla_{\theta} \mathcal{L}(\theta_i)^T \mu}{\|\nabla_{\theta} \mathcal{L}(\theta_i)\|_2} \geq \frac{1}{10^1 + 2\sigma}
\]

Hence by gradient descent algorithm $\theta_T = -\eta \sum_{i=0}^{T-1} \nabla_{\theta} \mathcal{L}(\theta_i)$ and the same proof above, we have

\[
\frac{\theta_T^T \mu}{\|\theta_T\|_2} \geq \frac{b_0}{10^1 + 2\sigma}
\]

For the second part: the prediction accuracy on mislabeled sample set $B$ converges in probability to its mean. Therefore, the expectation of the prediction accuracy on mislabeled samples is given by

\[
\mathbb{E}[\mathbb{1}\{\text{sign}(\theta_T^T \mu) = y\}] = \mathbb{E}[\mathbb{1}\{\text{sign}(y\theta_T^T \mu - \sigma z) = y\}] = \mathbb{E}[\mathbb{1}\{\text{sign}(\theta_T^T \mu - \sigma z) = 1\}] = \Pr[\sigma \theta_T^T z > \theta_T^T \mu]
\]

(4.36)

Note that $z$ is a standard Gaussian vector, $\theta_T^T z$ is distributed as $\mathcal{N}(0, \|\theta_T\|_2^2)$. Thus, Eq. (4.36) is equivalent to $\Phi(\frac{\theta_T^T \mu}{\sigma \|\theta_T\|_2})$.

By the inequality $1 - \Phi(x) \leq \exp(-x^2/2)$ for $x > 0$, then we have

\[
\Phi(\frac{\theta_T^T \mu}{\sigma \|\theta_T\|_2}) \geq 1 - \exp(-\frac{(\frac{\theta_T^T \mu}{\sigma \|\theta_T\|_2})^2}{2}) \geq 1 - \exp(-\frac{1}{200} (\frac{b_0}{(1 + 2\sigma)\sigma})^2)
\]
We denote $g(\sigma)$ by:

$$
g(\sigma) = \frac{\text{Erf}\left[\frac{1-\tau}{\sqrt{2}\sigma}\right]}{2(1 + 2\sigma)\sigma} + \frac{\exp\left(-\frac{(\tau-1)^2}{2\sigma^2}\right)}{\sqrt{2\pi}(1 + 2\sigma)},
$$

where $g(\sigma) > 0$ for any $\sigma > 0$. Note that $g(\sigma) \to \infty$ when $\sigma \to 0$, and $g(\sigma)$ is monotone decreasing as $\sigma$ increases since $g'(\sigma) < 0$ for $\sigma > 0$.

\[\square\]

**Lemma 4.D.1.** Let $X = (X_1, X_2, \ldots, X_n) \in \mathbb{R}^n$ be a random vector with independent, Gaussian coordinates $X_i$ with $\mathbb{E}[X_i] = 0$ and $\mathbb{E}[X_i^2] = 1 < \infty$. Then

$$
\Pr[|\|X\|_2 - \sqrt{n}| \geq \sqrt{n}] \leq 2 \exp(-an),
$$

where $a > 0$ is a constant.

**Proof.** The Gaussian concentration result is taken from Proposition 5.34 in \cite{130}, which will be used here for proving Theorem 4.4.1. \[\square\]

### 4.E Additional Learning Curves

We provide additional learning curves on DomainNet dataset, shown in Figure 4.5. The dataset contains 12 pairs of tasks showing: (1) target classifiers have higher prediction accuracy during the early-training time; (2) leverage ETP by using ELR can alleviate the memorization of unbounded noisy labels generated by source models.

### 4.F Experimental Details

**Datasets.** We use four benchmark datasets to verify the effectiveness of leveraging the early-time training phenomenon to address unbounded label noise. Office-31 \cite{106} contains 4,652 images in three domains (Amazon, DSLR, and Webcam), and each domain consists of 31 classes. Office-Home \cite{128} contains 15,550 images in four domains (Real, Clipart, Art, and Product), and each domain consists of 65 classes. VisDA \cite{97} contains 152K synthetic images and 55K real object images with 12 classes. DomainNet \cite{96} contains around 600K images in six different domains (Clipart, Infograph, Painting, Quickdraw, Real and Sketch). Following previous work \cite{120, 74}, we select 40 the most commonly-seen classes from four domains: Real, Clipart, Painting, and Sketch.

**Implementation.** We use ResNet-50 \cite{43} for Office-31, Office-Home and DomainNet, and ResNet-101 \cite{43} for VisDA as backbones. We adopt a fully connected (FC) layer as the feature extractor on the backbone and another FC layer as the classifier head. The batch normalization layer is put between the two FC layers and the weight normalization layer is implemented on the last FC layer. We set the learning rate to 1e-4 for all layers except for the last two FC layers, where we apply 1e-3 for the learning rate for all datasets. The training for source models are set to be consistent with the SHOT \cite{71}. The hyperparameters for ELR with self-training, ELR with SHOT, ELR with G-SFDA, and ELR with NRC on four different datasets are shown in Table 4.5. We note that for ELR with self-training, there is only one
4.G. Memorization Speed Between Label Noise in SFDA and in Conventional LLN settings

Although ETP exists in both SFDA and conventional LLN scenarios, the memorization speed for them is still different. Specifically, the target classifiers memorize noisy labels much faster in the SFDA scenario. It has already been shown that it takes many epochs before classifiers start memorizing noisy labels in conventional LLN scenario [75, 138]. We highlight that the
main factor causing the difference is the label noise. To show it, we replace the unbounded label noise in SFDA with bounded random label noise, and we keep the other settings unchanged as introduced in 4.4. To replace the unbounded label noise with bounded random label noise, we use the source model to identify mislabeled target samples, then we assign random labels to these mislabeled samples. Figure 4.6 and Figure 4.7 show the learning curves on Office-Home and Office-31 datasets with unbounded label noise and random bounded label noise. To better visualize the learning curves with unbounded label noise, we re-plot Figures 4.6-4.7 with different y scale in Figures 4.8-4.9. These figures demonstrate that target classifiers memorizing noisy labels with unbounded label noise is much faster than noisy labels with random bounded label noise. The classifiers with bounded label noise (colored in red) are expected to memorize all noisy labels eventually. As illustrated in Figures 4.8-4.9, the classifiers with unbounded label noise (colored in green) show that the noisy labels are already memorized. We note that for the first 90 steps, the prediction accuracy is evaluated every batch, while the prediction accuracy is evaluated every 0.3 epoch after that time. Therefore, for unbounded label noise, target classifiers start memorizing the noisy labels within the first epoch (consisting of more than 90 batches).

There are some existing LLN methods such as PCL [160] to purify noisy labels every epoch based on ETP. Due to this difference, these LLN methods are not helpful to solving label noise in SFDA as they are not able to capture the benefits of ETP. Our empirical results in Section 4.5.1 can support this argument. We also note that PCL does not suffer from the fast memorization speed and is able to capture the benefits of ETP in conventional LLN settings. As we indicated in Figures 4.6-4.7, it takes much longer time (more than a few epochs) for target classifiers to start memorizing bounded noisy labels. We hope these insights can motivate the researcher to consider memorization speed and design algorithms better for SFDA.

### Table 4.5: Optimal Hypermaraters (β/λ) on various datasets.

<table>
<thead>
<tr>
<th>Hyperparameters: β/λ</th>
<th>Office-31</th>
<th>Office-Home</th>
<th>VisDA</th>
<th>DomainNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELR only</td>
<td>0.9/-</td>
<td>0.99/-</td>
<td>0.99/-</td>
<td>0.9/-</td>
</tr>
<tr>
<td>ELR + SHOT</td>
<td>0.7/1.0</td>
<td>0.6/3.0</td>
<td>0.6/25</td>
<td>0.7/7.0</td>
</tr>
<tr>
<td>ELR + G-SFDA</td>
<td>0.8/1.0</td>
<td>0.9/1.0</td>
<td>0.5/7.0</td>
<td>0.8/12.0</td>
</tr>
<tr>
<td>ELR + NRC</td>
<td>0.5/1.0</td>
<td>0.6/3.0</td>
<td>0.5/3.0</td>
<td>0.8/3.0</td>
</tr>
</tbody>
</table>
Figure 4.6: Training accuracy on Office-Home dataset. The solid green lines represent the unbounded label noise in SFDA, whereas the solid red lines represent the bounded label noise.
Figure 4.7: Training accuracy on Office-31 dataset. The solid green lines represent the unbounded label noise in SFDA, whereas the solid red lines represent the bounded label noise.
Figure 4.8: Figure 4.6 with different y-scale to better show learning details of the unbounded label noise.
Figure 4.9: Figure 4.7 with different y-scale to better show learning details of the unbounded label noise.
Chapter 5

Conclusion and Future Work

Learning with noisy labels is a problem of great practical importance. In this thesis, we studied learning with noisy labels under various scenarios. First, we focused on learning noise-robust representations from examples with noisy labels. Second, we studied the benefits of self-supervised representations that are learned from examples without label information. Third, we connected the learning with label noise field to the source-free domain adaptation (SFDA) field and focused on studying the label noise in SFDA, whose distribution is quite different from conventional label noise settings. Below we will present the main contributions of each work.

In Chapter 2, we theoretically studied the robustness of learned contrastive representations, and we develop a novel algorithm to learn such representations from noisy training data without accessing true labels. In Chapter 3, we rigorously analyzed that the self-supervised representations, which are learned without accessing any label information, exhibit a better cluster structure that the linear classifier performs better on these representations. In Chapter 4, we solved the problem of SFDA and we showed that it can be formulated as the problem of learning with label noise. We also analyzed that the label noise in SFDA is quite different from label noise in conventional settings, and then we proposed a theoretically motivated approach to address it.

5.1 Future Work

5.1.1 Learning With Imperfect Data

With the recent emergence of large-scale datasets, noisy labels are not the only issue that make the performance of the model drop.

Imbalanced datasets are also the obstacles to obtaining reliable models [150, 46, 21]. A natural extension of learning with label noise is learning with both label noise and imbalanced data. The work related to this topic is very scarce. [9] studied both learning with label noise and learning with imbalanced data together. However, it only focuses on analyzing random label noise, which is not realistic in practice. The recent work about learning with label noise lies in studying more practically instance-dependent label noise [160, 18]. In future research, studying more realistic label noise in imbalanced datasets would be interesting and valuable.
Besides imbalanced datasets, out-of-distribution samples (OOD) also affects the model learning and they are very common, especially for datasets collected from the Internet. For example, the researcher aims to train a model to classify different fruits, and the training dataset is collected from the web. There are very likely that some images do not belong to any target categories. For example, a car with orange paint might be collected as an orange. When both OOD samples and mislabeled samples are in the training datasets, there should be two different procedures to deal with them independently. One is for correcting labels and another is for removing OOD samples. \cite{67} is the one that considered both mislabeled samples and OOD samples by simply treating less confident samples as OOD samples. Since models also lack confidence about hard examples with clean labels, which are important for models to learn a good decision boundary, simply filtering out low-confident samples can degrade the models’ performance. As a result, a better approach to address issues from both OOD samples and mislabeled can be explored in future research.

### 5.1.2 Beyond Deep Classification Tasks

This thesis focused on deep learning with classification tasks. In this setting, we considered that a label $y \in \mathcal{Y}$ can be incorrectly labeled by another label $\tilde{y} \in \mathcal{Y}$, where $\mathcal{Y}$ is a set of integers. Existing techniques for dealing with label noise focus on categorical labels. Given that many real-world tasks involve continuous target values, label noise also exists in deep regression tasks. There are many scenarios that are also common in the field of deep learning and are related to regression tasks.

Object detection and segmentation are another popular tasks in the field of deep learning, which require very intensive labeling work. Object detection should identify different objects and their locations in each image, and segmentation partitions an image into multiple pieces. For object detection, annotators should label the category of the object and its position, where both the category and the position might be mislabeled. That is $y \in \mathbb{Z} \times \mathbb{R}^4 \rightarrow \tilde{y} \in \mathbb{Z} \times \mathbb{R}^4$, where we assume $\mathbb{Z}$ is a set of integers. Since the position is a continuous variable, the problem can be formulated as learning with label noise for both classification and regression tasks. For segmentation, annotators should label each pixel in the image with a category label, where humans will more likely to mislabel pixels around the boundaries between different objects. That is $y \in \mathbb{R}^M \rightarrow \tilde{y} \in \mathbb{R}^M$, where $M$ is the number of pixels (e.g. $M = 50176$ for 224 by 224 images). Given that the label space is changed drastically, it is a valuable direction to dig in.

### 5.1.3 Other Data Structures

This thesis mainly focused on image classification tasks. It would be very exciting to extend the image classification method to other data structures such as natural language, speech signals, and tabular data, where tabular data is organized in a table with rows being the id and columns being the features. As \cite{4} indicated, deep neural networks are prone to fit images with simple patterns first from the noisy training data, where the simple patterns of images are highly correlated with images with clean labels. Most image classification methods implicitly or explicitly leveraged this observation. As this observation might not exist when we replace image data with tabular data, natural language or signal data, we cannot simply apply existing image classification methods to other data structures. The hybrid data structure is a more
complicated data structure, for example, which may consist of both images and language. To this end, it will be quite interesting to explore a unified approach that can address noisy label issues for both image data and other types of data.
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