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Abstract

Advancements in sequencing technologies have revolutionized biological sciences and led to the emergence of a number of fields of research. One such field of research is metagenomics, which is the study of the genomic content of complex communities of bacteria. The goal of this thesis was to contribute computational methodology that can maximize the data generated in these studies and to apply these protocols to human and environmental metagenomic samples.

Standard metagenomic analyses include a step for binning of assembled contigs, which has previously been shown to exclude mobile genetic elements. I demonstrated that this phenomenon extends to all conjugative elements, which are a subset of mobile genetic elements. I proposed two separate methodologies that could detect contigs that are potential conjugative elements: a curated set of profile hidden Markov models that are very efficient to run, or annotation using the full UniRef90 database, a slower but more sensitive method.

I then applied this framework to a large population-based cohort and to a study examining the association of the maternal human gut microbiota and the development of spina bifida. Broadly, the composition and abundances of conjugative elements were discriminatory between the age and geographic cohorts. In the spina bifida cohort, there was an enrichment of *Campylobacter hominis* and a conjugative element belonging to *Campylobacter hominis*, which was excluded from the metagenomic bins.

Next, I characterized a novel species belonging to the recently discovered manganese-oxidizing genus *Manganitrophus* growing on oil refinery carbon filters. I successfully circularized the genomes of three strains and got quality assemblies for the remaining two samples. Furthermore, I identified a previously uncharacterized conjugative plasmid belonging to the species using my framework developed in chapter 2.

Finally, I developed an assembly pipeline to perform a secondary assembly on binned assemblies using long reads. The secondary assemblies yielded a number of additional circularized sequences that would be useful as scaffolds in future metatranscriptomic, variation analysis, and community dynamic studies.
The methodologies and applications in this thesis provide a framework for more complete metagenomic analyses going forward that will aid in our understanding of microbial ecology.

**Keywords:** Bioinformatics, computational biology, microbiome, metagenomics
Lay Summary

Over recent years, the technology to determine the DNA sequence of species’ genomes has advanced greatly. These technological advances have allowed for the study of bacterial genomes living in complex communities without the need to isolate them individually, a field referred to as metagenomics. As a rapidly expanding field of research, metagenomic analyses required computational tools that can accurately analyze the massive quantities of data being produced. For my thesis, I sought to develop such tools and apply them to the complex bacterial communities that colonize the human intestinal tract and to communities that grow on carbon filters from the wastewater treatment facility of an oil refinery.

Conjugative elements are pieces of DNA that can be exchanged between bacteria. These mobile genetic elements are of clinical interest because they commonly carry cargo genes that can confer antibiotic resistance to the bacteria. I demonstrate that standard metagenomic analyses systematically exclude these elements, and I proposed a methodology to remedy this issue.

I then applied this methodology for identifying conjugative elements to two separate research questions. First, I showed that conjugative systems are different depending on the age and geographical location of the individual, likely due to antibiotic use and diet differences between populations. Additionally, I showed that harmful bacteria carrying a conjugative element in the guts of expectant mothers may play a role in the development of spina bifida.

Growing on the carbon filters of an oil refinery’s wastewater treatment plant, I discovered a novel species of bacteria whose closest known relatives on the tree of life are able to use manganese as a source of energy. I also found a previously uncharacterized conjugative element belonging to this species that is likely able to remove heavy metals from its environment.

Finally, I developed a method for assembling additional complete bacterial genomes from the sequencing of complex environments. Additional complete genomes will enable a better ability to understand the full genetic potential of these bacterial communities from the wastewater treatment plant.

Overall, I improved computational methods for analyzing complex bacterial communities and ap-
plied the methods as a proof of principle for their usefulness.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASV</td>
<td>amplicon sequence variant</td>
</tr>
<tr>
<td>ANI</td>
<td>average nucleotide identity</td>
</tr>
<tr>
<td>AT%</td>
<td>percentage of bases that are adenine and thymine</td>
</tr>
<tr>
<td>BLAST</td>
<td>basic local alignment search tool</td>
</tr>
<tr>
<td>bp</td>
<td>base pair</td>
</tr>
<tr>
<td>CAT/BAT</td>
<td>contig annotation tool / bin annotation tool</td>
</tr>
<tr>
<td>cDNA</td>
<td>complementary DNA</td>
</tr>
<tr>
<td>CE</td>
<td>conjugative element</td>
</tr>
<tr>
<td>COG</td>
<td>clusters of orthologous genes</td>
</tr>
<tr>
<td>contig</td>
<td>contiguous DNA sequence</td>
</tr>
<tr>
<td>CPU</td>
<td>central processing unit</td>
</tr>
<tr>
<td>CRISPR</td>
<td>clustered regularly interspaced short palindromic repeats</td>
</tr>
<tr>
<td>DNA</td>
<td>deoxyribonucleic acid</td>
</tr>
<tr>
<td>dNTP</td>
<td>deoxynucleotide triphosphates</td>
</tr>
<tr>
<td>FASTA</td>
<td>file format for genomic and protein sequences</td>
</tr>
<tr>
<td>FASTQ</td>
<td>file format for sequencing data</td>
</tr>
<tr>
<td>FMT</td>
<td>faecal microbiota transplant</td>
</tr>
<tr>
<td>GAC</td>
<td>granular-activated charcoal</td>
</tr>
<tr>
<td>GC%</td>
<td>percentage of bases that are guanine and cytosine</td>
</tr>
<tr>
<td>GO</td>
<td>gene ontology</td>
</tr>
<tr>
<td>GPU</td>
<td>graphical processing unit</td>
</tr>
<tr>
<td>HMM</td>
<td>hidden Markov model</td>
</tr>
<tr>
<td>IBD</td>
<td>inflammatory bowel disease</td>
</tr>
<tr>
<td>ICE</td>
<td>integrative and conjugative element</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>indel</td>
<td>insertion or deletion</td>
</tr>
<tr>
<td>KEGG</td>
<td>Kyoto encyclopedia of genes and genomes</td>
</tr>
<tr>
<td>kb</td>
<td>kilo base pair</td>
</tr>
<tr>
<td>kmer</td>
<td>substrings of length k contained within a biological sequence</td>
</tr>
<tr>
<td>LCA</td>
<td>last common ancestor</td>
</tr>
<tr>
<td>MAG</td>
<td>metagenome-assembled genome</td>
</tr>
<tr>
<td>Mb</td>
<td>mega base pair</td>
</tr>
<tr>
<td>N50 (sequencing)</td>
<td>smallest contig length of which 50% of total bases of the assembly are found</td>
</tr>
<tr>
<td>N50 (sequencing)</td>
<td>smallest sequencing read length of which 50% of total bases are found</td>
</tr>
<tr>
<td>OLC</td>
<td>overlap-layout-consensus</td>
</tr>
<tr>
<td>ORF</td>
<td>open reading frame</td>
</tr>
<tr>
<td>PAG</td>
<td>polyaromatic hydrocarbon</td>
</tr>
<tr>
<td>PCR</td>
<td>polymerase chain reaction</td>
</tr>
<tr>
<td>pHMM</td>
<td>profile hidden Markov model</td>
</tr>
<tr>
<td>RNA</td>
<td>ribonucleic acid</td>
</tr>
<tr>
<td>rRNA</td>
<td>ribosomal ribonucleic acid</td>
</tr>
<tr>
<td>SMS</td>
<td>single-molecule sequencing</td>
</tr>
<tr>
<td>T4SS</td>
<td>type IV secretion system</td>
</tr>
<tr>
<td>T4CP</td>
<td>type IV coupling protein</td>
</tr>
<tr>
<td>tRNA</td>
<td>transfer ribonucleic acid</td>
</tr>
</tbody>
</table>
Chapter 1

General Introduction

Bacterial genomics is a rapidly advancing field centered around the interest in the metabolic potential of bacteria to modulate human health and remediate the environment. Sequencing technology and the data so generated that enables bacterial genomic research has been outpacing Moore’s law [1]. As such, the computational methodology to accurately analyze these increasingly large datasets must keep pace. While there has been much progress made in this regard, there is still much data that is overlooked or missed by standard analyses that may be of clinical or environmental interests.

The overarching goal of my thesis was to improve standard metagenomic analyses by employing and adapting novel technologies and then apply these methodological improvements to problems as diverse as human gut microbiome and environmental metagenomic investigations. In Chapter 2, I discovered that conjugative elements from bacteria are systematically excluded from metagenomic bins and developed a pipeline to identify these systems from metagenomic assemblies. I then applied this methodology to gut microbiome datasets to identify conjugative elements in geographic-focused cohorts (cohorts where the primary difference between group is geographic location of sample location) and in mothers who gave birth to infants with spina bifida (Chapter 3). I also applied the identification of conjugative systems to environmental samples to identify a large, circularized conjugative plasmid belonging to a species in the manganese-oxidizing genus
Manganitrophus. In addition, I showed that plasmids and chromosomes could be assembled into circular contigs using a reference-based assembly with long-reads and compared the gene content of these novel strains to the three known species of the genus (Chapter 4). Extending the idea that mapped assemblies using high-quality genomes could yield additional circularized bacterial genomes, I performed secondary assemblies using reads that strongly align to metagenomic bins to better characterize the communities of bacteria growing on the carbon filters found at the wastewater treatment plants of oil refineries (Chapter 5).

1.1 History of sequencing technologies

Ever since the resolution of the three-dimensional double helix structure of DNA by Franklin, Wilkins, Crick, and Watson [2], and the proposition of the central dogma of biology [3], research has been conducted on how to obtain the DNA sequences of organisms. The central dogma of biology led to the belief that the knowledge of the DNA sequence would allow for a comprehensive understanding of phenotypes and diseases. The nature of DNA, with long sequences and very little structural differences between bases, made knowledge of protein sequencing inapplicable [4], so new strategies needed to be developed to rapidly determine nucleic acid sequences. Three generations of DNA sequencing technologies have been developed (Figure 1.1), each generation with its own strengths and weaknesses, which has brought about an ability to complete genomes from complex communities.
Figure 1.1: The three generations of sequencing technology with key advancements of each generation highlighted. Sanger sequencing in the first generation of sequencing saw the use of chain termination with dideoxynucleotide triphosphates and the use of one-dimensional gel electrophoresis in place of two-dimensional fractionation. In the second generation of sequencing, Solexa/Illumina introduced bridge amplification of DNA spots to create a clonal cluster to greatly increase sequencing accuracy. Oxford Nanopore Technologies introduced the nanopore method of sequencing, which directly sequences the DNA as it transverses the membrane and disrupts the flow of ions. Created with BioRender.
1.1.1 First generation sequencing: artisinal

Sequencing of nucleic acids was first conducted with RNA rather than DNA due to the smaller sequences, RNase enzymes for site-specific cleavage, and established isolation protocols. At first, only the full composition of the sequence, but not the order of the nucleotide could be determined [5]. Eventually, following the realization that RNA used uracil in place of thymine [6], Holley and colleagues were able to establish a method of sequencing capable of sequencing a yeast tRNA [7]. The same year, Sanger developed a two-dimensional fractionation technique of radiolabeled nucleotides that enabled the sequencing of a wider pool of tRNA and rRNA sequences [8, 9, 10]. As steady improvements were made to the two-dimensional fractionation technique over the next decade, the first protein-coding sequence [11] and first complete viral genome were sequenced [12].

Improvements to sequencing again needed to be made to obtain DNA sequences. It was found that the overhanging ends of the lambda phage genome could be filled in using a DNA polymerase supplied with radiolabeled nucleotides. By supplying these nucleotides one at a time, the sequence of the overhanging ends could be determined [13, 14]. This method was further developed and it was discovered that the radiolabeled nucleotides could be inserted anywhere [15, 16, 17], but was still limited to small stretches of DNA.

The next improvements came in the development of two similar techniques that would become the standard practice for the next period of time. Sanger sequencing [18], also referred to as chain-termination sequencing, and Maxam-Gilbert sequencing [19], or chemical cleavage sequencing, both improved on the existing techniques by greatly simplifying the entire process. The change from two-dimensional fractionation to a four lane, size-based gel electrophoresis approach made DNA sequencing much more accessible. The first DNA genome sequenced as a result of this technological advancement was the ΦX174 bacteriophage genome [20], which is still used to this day as a positive control in many sequencing runs. A subsequent improvement to Sanger sequencing was the use of fluorescence in place of phospho-radiolabeling, which allowed for ‘one-pot’ sequencing, which allowed for automation of the process [21, 22, 23, 24, 25, 26, 27].
At the end of the first-generation sequencing era, there were still technological advancements being made that improved the data. The development of polymerase chain reaction [28, 29] allowed for the generation of large quantities of pure DNA for sequencing. These improvements coupled with the incorporation of Sanger sequencing into automated sequencing machines like the Applied Biosystems ABI PRISM allowed for the crowning achievement of the first-generation sequencing era, the first draft human genome [30, 31]. While impressive, sequencing the human genome required a tremendous amount of time and resources to complete as the low throughput of first generation sequencing technology was a major limiting factor.

1.1.2 Second generation sequencing: highly-parallel

Second generation sequencing was spurred by the discovery of the ability to measure the release of pyrophosphate measured by luminescence through the enzyme luciferase [32], also known as pyrosequencing. By washing a nucleotide solution over a bed of template DNA fixed to a solid phase, it was possible to determine which nucleotides are being added to each strand in parallel [33]. This method allowed the synthesis to occur with natural nucleotides and be measured in real-time [34, 35, 36]. A major drawback to the method compared to chain termination was the inability to easily resolve homopolymers, mono-nucleotide stretches in the sequence. Chain termination sequencing is capable of resolving homopolymers, though still imperfectly, because each additional base in the homopolymer increases the length on the gel and can be measured. However, with pyrosequencing, the bases are added in real time and the bases will be added subsequently during the same wash in a homopolymer. Illumination intensity measurement can help to determine up to strings of five consecutive bases, but it cannot be resolved beyond that. These technologies were developed into sequencing machines by 454, which allowed for large libraries and high-throughput. This advancement permitted the sequencing and assembly of a diploid human genome in far less time than the original Human Genome Project [37].

After 454, Solexa (Illumina) brought about the next advancement with their version of sequencing by synthesis, which is, in essence, massively parallel Sanger sequencing. Illumina sequencing
includes a step for bridge amplification where solid phase PCR creates a clonal population of DNA sequences, which are then sequenced with a fluorescent dNTP. One of the main benefits of Illumina sequencing is the paired-end reads that it can produce by sequencing the ends of a DNA fragment. Paired-end reads are beneficial when assembling a genome de novo or when you are aligning reads to a reference genome, particularly in highly repetitive regions. MGI sequencing has recently developed nanoball sequencing technology, which also produces high quantities of reads at comparable quality to Illumina sequencing [38]. The advancements in the second generation of sequencing technology is primarily where it greatly outpaced Moore’s Law [1]. This generation of sequencing saw the draft assembly of the human genome go from a triumphant accomplishment to a relatively mundane exercise.

1.1.3 Third generation sequencing: single molecule

The third generation of sequencing is characterized by single-molecule sequencing (SMS). SMS originated in the early 2000s where it was demonstrated that single DNA molecules could be sequenced using fluorescence microscopy [39]. Early versions of commercialized SMS functioned similarly to Illumina’s platforms, but without the bridge amplification to clonally expand the population of DNA. While this early version of SMS did not provide any advantages to the dominant Illumina sequencing platform, it did serve as a springboard for others to enter the SMS space, namely Pacific Biosciences and Oxford Nanopore. PacBio’s SMRT sequencing platforms uses fluorescent dNTPs as well, but carries out the process in a nanostructure referred to as a ‘zero-mode waveguide’, which allows for precise measurement of the fluorophores being added to the DNA in real time. This method of sequencing is fast, relatively accurate, and can produce sequences up to 10kb in length.

Oxford Nanopore Technologies sequencing technology is drastically different than the other methods that have come before it. Rather than reading out the addition of a nucleotide to a chain by fluorescence or luminescence, nanopore sequencing directly sequences a strand of DNA or RNA. It does so by pulling a strand of nucleic acid through a hemolysin ion channel by electrophoresis,
which disrupts the flow of current across a lipid bilayer [40]. The disruption of the current in the bilayer is transformed computationally into a DNA sequence through machine learning. Nanopore sequencing has a number of advantages. Most notably is the ability to produce sequences with no theoretical upper bound in length. Because the DNA or RNA is sequenced directly with no synthesis involved, whatever length of nucleic acid chain is input into the sequencer is output to be analyzed. Additionally, platforms such as the MinION or Flongle are extraordinarily portable and can be used to sequence in remote locations, such as tracking an Ebola outbreak in Africa [41]. Nanopore sequencing is, however, not without its drawbacks. Overall sequence quality is comparatively lower than its competitors (though is continually improved with better basecalling algorithms) and it also struggles at sequencing homopolymers.

Sequencing technology has advanced rapidly over the last half century. In tandem, computational tools need to continually evolve and adapt to new avenues of research that continually emerge with these new technological advancements. While it was only possible to sequence a single tRNA sequence fifty years ago, and a single draft human genome twenty years ago, with the advent of second- and third-generation sequencing technologies much more complex sequencing experiments are now possible.

1.2 Metagenomics

One of the fields of research that has been enabled by the high-throughput sequencing technologies developed in the past few decades is metagenomics. Sequencing of isolate genomes of bacteria predates the popularization of high-throughput second generation sequencing with the first bacteria genome of *Haemophilus influenzae* published in 1995 [42]. However, the overwhelming majority of bacteria are not able to be cultured in lab as isolates [43], which complicated their study with low throughput sequencing methods. Metagenomics, the study of complex communities, aims to bypass this problem by directly sequencing the community without the need for culturing of the bacteria. The first instances of metagenomics predates the wide-spread use of second-generation
sequencing as well. In 1998, the term metagenomic was coined to describe the study of the collective genomes of the soil microflora [44], where it was proposed that the genomes of uncultivable bacteria be cloned into cultivable bacteria for study. They highlighted the overwhelming diversity of bacteria in the soil and the potential for beneficial metabolic pathways, such as the synthesis of novel antibiotics, existing in the pool of unknown bacteria.

Similarly to the progression of sequencing technologies, there has been consistent improvements in the methodologies for metagenomics. Due to the limitations in sequencing, the early form of metagenomics came in the form of targeted sequencing of phylogenetically relevant regions such as the 16S rRNA gene. However, as the cost of sequencing has gone down, throughput has increased, and the emergence of third-generation sequencing technology has allowed for long-read sequencing, shotgun metagenomics of all DNA in an environment has gained prominence.

### 1.2.1 Amplicon Sequencing

Targeted, amplicon sequencing permits the study of the phylogeny of bacteria in a complex community while only sequencing a small portion of the total DNA present. The 16S rRNA gene is large enough to provide sufficient information, conserved throughout the bacterial kingdom, and has a level of sequence variation in line with the evolutionary phylogeny [45]. Study of bacteria using 16S rRNA gene sequences began almost half a century ago with Carl Woese and colleagues used the 16S sequence to classify methanogenic bacteria [46] in 1977 and to classify *Halobacterium volcanii* in 1983 [47]. As sequencing and PCR technology advanced, the 16S rRNA gene sequenced could be amplified and sequenced from complex and uncultivatable communities of bacteria [48, 49, 50].

The general strategy of 16S rRNA gene sequencing is to bind PCR primers to conserved regions that flank the variable regions, PCR amplify the variable region, and then sequence the region (Figure 1.2). Compositional analysis pipelines such as DADA2 are able to take the resultant raw data and pull out the clusters of similar sequences, classify the clusters taxonomically, and then quantify the relative abundances of the clusters [51].
Figure 1.2: Example workflow of 16S rRNA gene amplicon sequencing. A variable region within the 16S gene is identified and primers are designed to anneal to regions flanking it that are well conserved. The PCR product is amplified and sequenced. The resultant data is passed to a program such as DADA2 that can generate clusters of sequences (referred to amplicon sequence variants, or ASVs) that can be aligned to a database to assign taxonomy. The relative abundances of the ASVs can be used to assess the taxonomic composition within a sample and differences between groups.

16S rRNA gene sequencing, however, has many drawbacks. For one, it struggles broadly to differentiate species and some genera [52, 53]. Some species can display up to 99.9% sequence identity at the 16S rRNA gene level, but have low DNA relatedness in hybridization studies and
are clearly distinguishable in biochemical assays [45]. Species identification is also contingent on the quality of the database, which has proven to be problematic in the past with many deposited low-quality or mis-annotated sequences [54]. The nature of 16S rRNA gene sequencing also has some systematic blind spots. For instance, because only the 16S rRNA gene is sequenced, no information on horizontal gene transfer or metabolic capabilities can be confidently derived from the data. Bioinformatic programs such as PICRUSt attempt to predict and reconstruct biochemical pathways on the basis of 16S gene sequencing data by using nearest matches in genome databases to predict the metabolic potential of the bacteria [55]. However, due to the inability of 16S rRNA gene sequencing to resolve species or strains, these predictions are limited and largely speculative.

1.2.2 Shotgun metagenomic sequencing

Shotgun metagenomic sequencing is an extension of shotgun genomic sequencing that has been long-used to assemble some of the first DNA sequences such as the bovine mitochondrion [56]. In contrast to isolating DNA from a single organism or organelle and building a library, shotgun metagenomics builds the sequencing library from all DNA in an environment. This permits the full analysis of all the gene content in the community. In comparison to amplicon sequencing, shotgun metagenomic sequencing also allows for the analysis of strain-level differences and horizontal gene transfer in bacterial communities. The overall pipeline of shotgun metagenomic analysis bears many similarities to 16S rRNA gene sequencing, but also includes steps for genome assembly, binning, and gene prediction that are not possible with amplicon sequencing (Figure 1.3).
Figure 1.3: Example workflow of shotgun metagenomic sequences. First the DNA from the entire community is isolated and turned into a sequencing library that can be sequenced on second- or third-generation sequencing platforms. The resultant FASTQ sequencing files can be analyzed through two separate, but similar, analysis pipelines. In the assembly-free method of analyzing the shotgun metagenomic data, the sequencing reads are directly analyzed by classifying the taxonomy or gene content of each read. In the assembly-based method of metagenomic analyses, the reads are assembled into larger genomic fragments referred to as contiguous DNA sequences, or contigs. The contigs are then grouped based on features such as mapping coverage and sequence composition into approximations of bacterial genomes called metagenome-assembled genomes (MAGs). The open reading frames of the MAGs are predicted to align to protein and pathway databases and the taxonomy of the full bin is assigned. Created with BioRender.
1.2.3 Metagenomic Assembly

To make the most out of the ability of shotgun metagenomic sequencing to capture full genomic data, the sequencing reads must be stitched together into larger genetic fragments referred to as contigs though metagenomic assembly. Metagenomic assembly of a complex community, such as the human gut microbiome, is an extraordinarily difficult task to accomplish for a multitude of reasons. Bacterial genomes often share a number of highly similar DNA sequences across the genome, which can make separation and resolution of the genomes difficult. Paired-end sequencing with large inserts or long-read third generation sequencing can help to resolve these ambiguities by anchoring the reads outside the region of homology. Additionally, metagenomic assembly of a full metagenome is complicated by the uneven proportions of members of the community. Oftentimes, there are insufficient data for the least abundant members of the community to have a high quality genome produced [57, 58]. One method to overcome this issue would be to simply sequence more deeply with the hope that the sequencing depth threshold for a quality metagenome-assembled genome will be crossed for the lower abundance species in the metagenome. However, this would be expensive and inefficient because most of the additional sequencing will be consumed by the higher abundance species that are already sufficiently sequenced. A recent advancement to overcome this pitfall in metagenomic sequencing and assembly is adaptive sequencing on the Nanopore third-generation sequencers [59]. This method uses a software-controlled enrichment protocol that selectively sequences reads based on their similarity to previously assembled low-abundance MAGs, which prevents the over-sequencing of the high abundance species.

The process of assembly usually follows one of two methods, either overlap-layout-consensus (OLC) or de-Bruijn-graph [60, 61, 62]. OLC is the classical form of assembly that was popularized during the era of Sanger sequencing and assembly of simple, isolate genomes. The basic premise is that overlaps between all reads are formed. Using the overlaps, the reads are laid out in a graph and the consensus sequence is determined. De-Bruijn graph assembly is a newer technique that does not involve overlapping all reads, but rather breaking all reads down into a set of k-mers [63, 64]. The k-mers are used to conduct a Eulerian walk along the sequence of the genome. With the
advent of second-generation sequencing, de-Bruijn graph assembly became the preferred method of assembly because of computational and memory limitations of OLC assembly [60].

An early metagenomic assembly algorithm was developed as an extension of the isolate de Bruijn graph assembly algorithm ‘Velvet’ [65, 66, 67]. MetaVelvet is one of the first dedicated assemblers for metagenomic datasets. Some of the adaptations made to the original algorithm were to use the differential coverage and graph connectivity to create subgraphs within the de Bruijn graphs. Because within a metagenome, each species is likely to have a different sequencing depth, adding in the step for separating the subgraphs based on coverage was quite effective. As a result, this metagenomic-focused assembler was able to generate much higher N50 (the size of contig where equal length and longer contigs compose half the total assembly) than with assemblers that focused on single genomes [67]. However, as the first iteration of a de Bruijn graph short-read assembler, there was still much room for improvement.

Another widely used de Bruijn graph metagenomic assembler for second-generation short-read data was MEGAHIT [68]. Compared to MetaVelvet, MEGAHIT leverages succinct de Bruijn graphs, which is a compressed version of a de Bruijn graph. While difficult, it is much more efficient. Additionally, MEGAHIT also was able to take advantage of the computational power that had begun to be added to graphics cards. Graphics cards have the ability to massively parallelize small computational tasks to greatly enhance the speed of processes. MEGAHIT was able to optimize the run time to 3-5 times quicker than the regular de Bruijn graph assemblers that came before that solely relied on CPU for processing power [68]. MEGAHIT also introduced a step for removing k-mers that only appeared once in the dataset to prevent the use of sequencing errors as part of the assembly. Sequencing errors cause spurious edges and bubbles in the graph. MEGAHIT also implemented multiple k-mer sizes for the building of multiple succinct de Bruijn graphs adapted from IDBA-UD [69], an iterative graph-based assembler. In this approach, the smaller k-mer sizes are useful for filtering edges and gaps from low coverage regions, and large k-mer sizes are useful for repetitive regions in the assembly. Compared to previous metagenomic assemblers, the improvements made to the assembly algorithm yielded better assembly metrics across the board in
nearly a tenth of the computational time [68].

The gold-standard of metagenomic assemblers for second-generation sequencing data has emerged to be metaSPAdes [70]. In an independent assessment of the top-of-the-line metagenomic assemblers, metaSPAdes outperformed all other compared assemblers, including MEGAHIT, in assembly metrics across multiple datasets [71]. The design of the metaSPAdes assembly algorithm made improvements on the ability to resolve samples with high levels of microdiversity. The focus of the core algorithm is to construct a consensus backbone while ignoring some levels of the strain-specific features. This principle was previously applied in SPAdes [72] to prune ‘bulges’ and ‘tips’ in the assembly graph that represent sequencing errors or exceedingly rare variants. In metaSPAdes, these parameters were weighted to accommodate the high complexity and microdiversity. Part of the SPAdes and metaSPAdes algorithms is the module exSPAnnder which aims to utilize paired-end reads to resolve repeats in the assembly graph [73, 74, 75]. Like MetaVelvet, metaSPAdes also uses differential coverage to help separate the subgraphs. Together, all of these advances help metaSPAdes consistently produce highly contiguous and accurate assemblies from short-read data.

Third-generation single-molecule sequencing allows for the sequencing of reads that are far longer than what could be produced with PCR-amplified Illumina libraries. With these longer reads that have obvious benefits and drawbacks that need to be accounted for, a new wave of assembly algorithms needed to be engineered. One such assembler is Canu, which was designed specifically to accommodate noisy and inaccurate reads produced by sequencing platforms such as the Oxford Nanopore Technologies line of sequencers [76]. With longer reads once again being used, the assembly strategy once again returned to a form of OLC that was commonly used for assembly sequencing data produced by Sanger sequencing. To overcome the slow and computationally intensive process of overlapping the reads to build the graph, the authors instead used a MinHash Alignment Process [77]. In essence, the reads use a k-mer hash to seed for candidate overlaps rather than conducting full end to end alignments. This concept was combined with much of the same base algorithm as the Celera Assembler [78] to create an assembler well-adapted to third-
generation sequencing. However, while Canu was used for metagenomic assemblies, it was not explicitly designed for that purpose. It was rather designed as a replacement for the Celera Assembler for assemblies of single genomes.

An assembler that was explicitly developed for the assembly of metagenomic datasets is metaFlye [79]. Like metaSPAdes, metaFlye is an extension of a single-genome assembler Flye [80]. Also similarly to metaSPAdes, metaFlye has become the gold standard for metagenomic assembly using long reads. In an independent assessment of the third-generation sequencing metagenomic assemblers, metaFlye consistently outperformed all other assemblers [81]. Similarly to Canu, metaFlye builds a set of k-mers to find overlapping reads that can build the assembly graph. metaFlye primarily looks for high-frequency k-mers to find this overlapping set of reads, which can be detrimental when there is uneven coverage of species, because the k-mers that comprise the low abundance species will not be recognized. To address this, metaFlye combines global k-mer counting with local k-mer distributions to find solid k-mers from the lower abundance species. Overall, metaFlye is performant with complex communities of bacteria, even with high levels of microdiversity.

Another method of assembly that arose alongside third-generation sequencing is hybrid assembly which utilizes both long and short reads to construct the assembly graph. One of these assemblers is the metagenomic assembler UniCycler [82]. Hybrid assemblers attempt to take advantage of the strengths of both second- and third-generation sequencing to mask the weaknesses of both. Second generation sequencing is highly accurate, but struggles to assemble through repetitive regions. Long-reads are able to span these regions, but produce assemblies with high levels of error, especially at homopolymers. Unfortunately, UniCycler and other hybrid metagenomic assemblers fail to produce comparable quality of assemblies when compared to Canu or metaFlye [81].

Instead, current best practice is to assemble with long-read assemblers such as metaFlye and then polish the sequences to remove errors. A number of tools exist to fix these errors utilizing both short and long reads. Pilon was developed to polish genomes using Illumina reads by aligning the reads to the genome and assessing areas for consistent, problematic alignments [83]. These principles were extended to polishing genomes with only long-read data in tools such as Homopolish,
PEPPER, and Medaka [84, 85, 86], which were able to polish genomes to high-quality levels [87]. Simply assembling metagenomes is not a sufficient analysis. Even with the best sequencing data and the most sophisticated assembly algorithms, metagenomic assemblies yield heavily fragmented assemblies, so the genomic fragments need to be sorted and clustered. Additionally, the genomic sequence alone is not informative. Annotations and taxonomic assignments need to be added on to glean useful information from the assembled genomes.

1.2.4 Metagenomic binning

To overcome the pitfall of fragmented assemblies being output from metagenomic assemblies, the process of metagenomic binning was developed. Broadly, these methods attempt to cluster metagenomically-assembled contigs based on their measurable features. Such features can include sequence composition (as measured by k-mer frequencies or GC%), contig abundance, or assembly graph connectivity. Some forms of binning attempt to preempt the issue of fragmented, mixed assemblies by partitioning the reads instead prior to binning [88, 89, 90, 91, 92, 93]. Typically, these algorithms strictly use k-mer frequencies to cluster the reads. Due to the low information content in short reads and the error frequency of longer reads, these methods are not as effective as the binning of contigs following a metagenomic assembly [94].

One such binning algorithm for metagenomic assemblies is CONCOCT [95]. CONCOCT utilizes the sequence composition and contig mapping coverage across multiple samples to cluster contigs together into bins. The k-mer composition and coverage of each contig are transformed into a combined model projected onto a principal-component plot to reduce the dimensionality of the data while maintaining the vast majority of the information. On this projection, the contigs are clustered using a Gaussian mixture model. Another binning algorithm that utilizes the coverage and sequence composition data to produce metagenomic bins is MetaBAT2 [96]. MetaBAT2 brings additional steps to the algorithm including normalized tetranucleotide frequency scores, an iterative graph partitioning procedure, and further steps to include small contigs into bins. Of the many binning algorithms that utilize coverage and composition to bin the contigs of a metage-
nomic assembly, MetaBAT2 consistently outperforms the others [97]. Another binning algorithm, which is aimed to compliment the composition and coverage binning algorithms, is GraphBin [98]. GraphBin refines the bins produced by the other algorithms by employing the information that is contained within the assembly graphs. Assembly graphs contain information on the connectivity of contigs that are useful to refine the bin classifications produced by the other binning algorithms. DAS Tool fills a similar niche in that it is a binning tool to refine the outputs of other binning algorithms [99]. Rather than performing a secondary layer of binning to refine the binning results of the other tools, DAS Tool creates an aggregated scoring strategy to create a consensus binning result from the output of the other tools.

There are a handful of issues with metagenomic binning. One common issue is the generation of chimeric bins and assemblies [100]. Chimeric bins occur when contigs with true identity to separate bacteria are included in a single metagenomic bin. In part, DAS Tool’s use of a consensus of binning from multiple sources has shown to improve the accuracy [99], however chimerism still remains an issue. To check for the completion level of a metagenomic bin, and whether there is contamination in the bin, a tool such as CheckM can be utilized [101]. CheckM measures the presence of the conserved single-copy core bacterial genes for assessing completion and detects whether any of these genes are deduplicated to measure contamination. Another shortcoming of binning comes in its inability to properly bin plasmids and genomic islands. Maguire et al. [102] demonstrated that the binning rate of plasmids and genomic islands were well below 40% whereas the background binning rate of contigs is generally in the 80-90% range.

Metagenomic bins of high-quality, as measured by tools such as CheckM, are referred to as metagenomic-assembled genomes (MAGs). Annotation and quantification of these MAGs are what forms the bulk of metagenomic analyses.

1.2.5 Functional Annotation of Metagenomic-Assembled Genomes

One of the primary benefits of shotgun metagenomic sequencing over amplicon sequencing of the 16S rRNA gene sequencing is the ability to directly assess the metabolic capabilities of a
metagenome, not just the inferred capabilities from taxonomy. To annotate MAGs, it is generally a two-step process. First, the open reading frames of the bacteria are predicted to obtain protein sequences. These protein sequences are then aligned to databases to predict the gene, or pathway, that they belong to.

There are a handful of tools available that are able to predict the bacterial open reading frames. Some annotation pipelines choose to bypass this step and align the genomic sequences directly to a nucleotide database, such as with MEGAN4 [103]. This is generally not the accepted strategy as protein sequences are more information dense and easier to align to databases. Instead programs such as Glimmer and Prodigal are used to first predict the open reading frames and translate them into protein sequences [104, 105]. Glimmer uses interpolated Markov Models to predict the start and stop codons within a bacterial genome [106]. In essence, bacterial genes have regular patterns and features that can be modelled by Markov models, which allows for the accurate prediction of their boundaries in Glimmer’s algorithm. Sequencing and assembly errors are a major hurdle for gene prediction algorithms. These errors can commonly cause frameshifts or premature stop codons, which would cause erroneous protein sequences to be predicted. Both Glimmer and Prodigal attempt to fix these errors by modelling the base accuracy and looking for overlapping reading frames indicative of an error at the low quality sites. With Illumina reads, insertions and deletions that cause frameshifts are rare [107], so the impact of errors in assemblies derived from such data are low. However, indels (especially at homopolymers) are common in metagenomic sequencing from long-read sequencing on Nanopore platforms, so these corrections are critical for those assemblies. Prodigal builds on Glimmer’s algorithm by adding machine learning models trained on verified bacterial open reading frames to better consider the GC bias of open reading frames and start codon bias [105]. Prodigal calculates scores of every start and stop codon pair in the genome and considers the presence of a Shine-Dalgarno sequence [108] and ribosomal binding sites to determine whether the pair of start and stop codons represents a true open reading frame.

There are two main computational frameworks to align the predicted protein sequences to the available databases, BLAST and hidden Markov models. Basic local alignment search tool, or
BLAST, is a simple and robust method for querying databases with either nucleotide or protein sequences [109]. The core of the algorithm is the splitting of the query sequence into a set of k-mers, searching the database for a sequence that contains a match for the seed k-mer, and then extending from that match to generate an alignment score and find high-scoring segment pairs. The scoring parameters can be adjusted to assign weighting for matches, mismatches, and gaps. Multiple high-scoring segment pairs can be combined on a sequence to form a longer alignment. Once a BLAST ‘hit’ is found a full, gapped Smith-Waterman alignment will be generated to the matched sequences. Many forms of BLAST can be used depending on what queries and databases are being used. The most basic forms of BLAST, BLASTN and BLASTP, perform nucleotide-to-nucleotide and protein-to-protein alignments, respectively. PSI-BLAST is a form of protein-to-protein BLAST that is more sensitive to distant evolutionary relationships in protein sequences that the standard BLASTP alignment [110]. Another method to map to a protein database is BLASTX which translates a DNA query in all six potential open reading frames and aligns these potential sequences against the database. This is effective to find protein coding sequences in a stretch of genomic DNA or to align cDNA to a protein database. TBLASTX also utilizes all six open reading frames of a nucleotide sequence as a query, but unlike BLASTX, it aligns these sequences to the six open reading frames of a nucleotide database. TBLASTN takes a protein query and aligns it to the translated six open reading frames of a nucleotid database [111]. Each of these variations has its own optimal use case depending on the available data and the questions that need to be answered. Accelerated forms of these BLAST algorithms have been implemented in bioinformatic software that is designed to run on local servers and or cloud computing clusters. For example, the BLASTX module of the DIAMOND alignment tool was benchmarked as being roughly 20,000 times as fast as conventional BLASTX [112].

Hidden Markov models, and more specifically profile hidden Markov models have proven to be effective for searching nucleotide and protein databases for distantly related sequences [113]. Profile hidden Markov model alignments are similar to PSI-BLAST in principle. Certain positions in protein sequences are more conserved in proteins than others and this position-specific infor-
mation helps to build and score the alignments. The probabilities of the alignment models are built off global alignments of protein families. The alignments help to identify the conserved protein positions, regions of variability, and tolerance of insertions and deletions at a position. The probabilities in a pHMM are commonly converted to additive log-ratios prior to alignment [114]. Dissimilar to BLAST is how each residue is scored. Because the probability of insertions and deletions is calculated within the alignments, the scoring of gaps and insertions is not arbitrary [113]. Profile hidden Markov model alignments have been implemented in HMMER3, which has sped up the alignment to the point where it is now as nearly as fast as BLAST for protein searches [115]. Previously, the sensitivity of pHMM methods were heavily offset by the much slower speeds, but the improved speeds brought by HMMER3 bring the speed to a point where it is appropriate to use on large-scale metagenomic datasets.

For both methods of gene alignment, there are databases available to effectively annotate bacterial MAGs. Perhaps the most comprehensive database to align sequences to is the UniRef and UniProtKB databases [116, 117, 118, 119]. The Uniref (UniProt Reference Clusters) databases are built from a clustered set of sequences from the UniProtKB (UniProt Knowledgebase) database [118]. There are three forms of the UniRef databases: UniRef100, UniRef90, and UniRef50. UniRef100 was constructed by combining all identical sequences and subfragments into single entries in the database. The UniRef90 and UniRef50 databases were constructed by clustering the UniRef100 databases at 90% and 50%, respectively. Each of the databases greatly reduce the size of the databases resulting in reduced memory requirements and increased search speeds. When using the UniRef50 database, cluster homogeneity, measured by Gene Ontology terms, was at over 97% [120], search speed was improved six-fold compared to the UniProtKB database, and was more sensitive to remote similarities [117]. The UniRef databases are formatted as a set of FASTA entries, so they are best searched using a form of BLASTP such as the accelerated BLASTP module of the DIAMOND aligner [112]. A pHMM-based database that is similarly comprehensive to the UniRef databases is the Pfam database [121, 122, 123, 124]. Pfam is a manually curated database where the seeds of clusters are manually annotated and sorted into protein domains and families.
Novel sequences can be added to these clusters by various protein clustering and alignment tools. At the 2021 release of Pfam it represented 77% sequence coverage of the UniProtKB database. For some applications, it is preferable to use a heavily curated database where the pathway and function of each database entry is known rather than drawing from a database where the vast majority of entries have unknown functions. One such database is the Clusters of Orthologous Genes (COG) database [125, 126, 127, 128]. In concept, it is very similar to the Pfam database where it is constructed by clustering protein sequences into families of proteins. In contrast to the Pfam database, which is constructed by comprehensively curating the entirety of the UniProtKB database, the COG database is built from a limited set of bacterial and archaeal genomes. As of the 2021 release of the COG database, there were 1187 bacterial genomes and 122 archaeal genomes used resulting in roughly 5000 clusters of orthologous genes [125]. Recent focus has been invested in improving the diversity of sequences for CRISPR-Cas immunity, sporulation, and photosynthesis [125]. On top of the assignment of the gene/cluster name through annotation, the gene clusters have additional information regarding the biological pathways and protein domains borrowed from databases such as Pfam and InterPro [119, 129]. The structure of the database as clusters of orthologues from bacterial species makes the COG database very effective for the annotation of novel species that are not represented in the database and for conducting comparative and evolutionary analyses. Another focused database that focuses on curation of gene function is the Kyoto Encyclopedia of Genes and Genomes (KEGG) [130, 131, 132]. KEGG was developed to address the need for a method to biologically interpret sequencing data. KEGG connects collections of predicted genes to high-level functions within the cell. The pathway and functional assignments are backed by experimental data with over 75% of the 19000 KEGG entries having PubMed reference links [130]. The genomes used to build KEGG are primary pulled from the NCBI RefSeq database [133], with additional prokaryotic genomes being pulled from NCBI GenBank [134]. Annotation of genomes or metagenomes with KEGG can be conducted using BlastKOALA or GhostKOALA [135]. As the name would suggest, BlastKOALA utilizes BLAST to perform alignment searches for matches. GhostKOALA utilizes GHOSTX, which is much more computationally efficient at
the expense of sensitivity [136]. KEGG is also integrated into Anvi’o, which offers modules such as ‘anvi-estimate-metabolism’ that can estimate the completion of metabolic pathways in a MAG or in the full metagenome [137].

By utilizing multiple sources of annotation, it is possible to make accurate estimations and hypotheses of the metabolic potential of bacteria, even those that have been previously uncharacterized. This ability is undoubtedly the defining strength of shotgun metagenomic sequencing of bacterial communities. As the tools and databases continue to improve, phenotypes of uncultivatable bacteria will be possible to predict without biochemical assays.

1.2.6 Taxonomic Assignment of Metagenomic-Assembled Genomes

Taxonomic assignment of MAGs is similarly important in metagenomic analyses as it is in amplicon sequencing experiments. Taxonomic information of MAGs assembled from a metagenome can place the metabolic pathways predicted to a certain species or assess the taxonomic composition of a microbiome. Because of increased breadth of information there is a greater diversity of methods for assigning taxonomy to a MAG.

As demonstrated with amplicon sequencing, the 16S sequence is an adequate means of assigning taxonomy to a sequence. Within a MAG, the 16S rRNA sequence should be present in at least a single copy if the MAG meets quality control standards. These sequences can be predicted from the genomic sequence with hidden Markov models, which are implemented in programs such as RNAmmer or Barrnap [138, 139]. These predicted sequences can be aligned either locally or through a web server to the SILVA database to assign taxonomy [140]. Using the full sequence of the 16S rRNA gene greatly improves taxonomic assignment compared to the short fragments generated by amplicon sequencing [141]. While considerably more reliable than amplicon sequences, using only the 16S rRNA gene prevent phylogenetic resolution of closely related organisms [142].

Using the 16S rRNA gene sequence to assign taxonomy is an unnecessary limitation when the full genomic sequence could be used.

A form of utilizing the breadth of information present in MAGs has been present in the Genome
Taxonomy Database Toolkit (GTDB-Tk) [143]. Rather than using a single locus to assign taxonomy, it uses 120 bacterial marker genes to assign the taxonomy. For each genome, the ORFs are predicted using Prodigal [105] and aligned to the GTDB marker gene set using HMMER [115]. The reference marker gene set is built from a genome set of over 23,000 bacterial genomes pulled from the NCBI Assembly database [144]. The predicted marker genes from the MAG are concatenated and phylogenetically placed on the domain-specific tree using pplacer [145]. A genome’s placement, its relative evolutionary divergence [146], and its average nucleotide identity to reference genomes are the bases of the taxonomic assignment. The tree placement gives the coarse taxonomy and the relative evolutionary distance and average nucleotide identity help to provide a taxonomic assignment at the species level. Another bioinformatic tool that utilizes marker genes is PhyloPhlAn [147]. PhyloPhlAn uses a greater breadth of markers (>400 proteins), but is built from a smaller set of genomes (roughly 87,000). Both marker gene methods outperform taxonomic assignment using the 16S rRNA gene as they are better able to differentiate closely-related organisms and account for events such as horizontal gene transfer.

In an attempt to use as much of the available data as possible, some taxonomic classification algorithms use taxonomic information gathered from all predicted open reading frames. Contig Annotation Tool (CAT) utilizes the taxonomic information that is carried by entries in the NCBI non-redundant (nr) protein database [148]. Within the NCBI-nr database, each protein entry has an associated taxonomy of the genome that the protein sequence originated from. For each open reading frame, the matches within the NCBI database are piped to a last common ancestor (LCA) algorithm that determines the taxonomic level that can be assigned. The taxonomic assignments for each open reading frame are scored based on confidence and aggregated to create a consensus taxonomy for the genome with associated probabilities for the assignment. Another taxonomic assignment algorithm that uses the taxonomic assignments from protein coding sequences is MM-seqs2 [149]. One of the major drawbacks of CAT is the computational resources required to run it and the slow speed which is a result of aligning each open reading frame to the full NCBI-nr database with BLAST. Additionally, the use of Prodigal [105] is a time-limiting step due to its i-
ability to be multithreaded. MMseqs2 instead uses the translated six possible open reading frames and has flexible options for the databases used. Overall, MMseqs2 can run up to eighteen times as fast as other taxonomic prediction algorithms with the improvements made [149].

Taxonomic assignment is critical to answer the core metagenomic question of ‘who is there?’ Taxonomic assignment tools can often give divergent answers, so corroborating the assignment with multiple, high-quality sources is a good practice. Using a combination of a marker gene and a full protein alignment will likely result in a high-confidence taxonomic prediction of a MAG. However, many species remain uncharacterized in the databases and lack closely-related common ancestors, so more rigorous means of defining these species is required to understand their place on the tree of life.

### 1.2.7 Assembly-Free Analysis of Metagenomic Data

Depending on the research questions being asked, sometimes it is not necessary to assemble shotgun metagenomic data. In other instances, assembly-free methods are effective for validating the findings of assembly-based methods. Assembly-free methods are capable of answering both core metagenomic questions of ‘who is there?’ and ‘what are they doing?’.

For long and short reads there are separate tools to determine the taxonomic composition of the metagenome. Specifically designed for accurate short read data from Illumina instruments in the bioinformatic tool MetaPhlAn [150]. Compared to the computationally expensive process of assembling MAGs and annotating them, running MetaPhlAn is very efficient. Metagenomic reads are aligned against a curated set of protein-coding sequences that are strong indicators of bacterial clades. Within the MetaPhlAn database, there are over 1,200 species present with an average of 84 genetic markers per species to assign species-level taxonomy to a read. Additionally, there are over 100,000 markers for high-level taxonomy to assign reads at a higher level if species level assignment is not possible. MEGAN also is a tool that assigns taxonomy to reads, but unlike MetaPhlAn it also has been designed to handle the high error rate of long reads [151, 152]. Alignment in the six possible open reading frames to protein databases with typically is performed with BLASTX,
however it is not the optimal alignment algorithm for error-prone long reads. Instead, MEGAN uses LAST for alignment [153, 154]. LAST is a frameshift aware aligner for long reads and is far more suitable than a simple BLASTX. Additionally, MEGAN and MetaPhlAn both offer visualization tools to help interpret the data that they generate. Kraken2 uses k-mer searching to assign taxonomy using an LCA algorithm and attempts to comprehensively assign taxonomy to all reads rather than subsets that contain marker genes such as MetaPhlAn [155].

HUMAnN3 addresses the question of what functions are present in the metagenome and what their composition is [147]. The first step in the HUMAnN3 workflow is to identify the known species present in the community. Once the species are identified, the reads are mapped to pangenomes of each of the identified species, which captures the strain variation in functions of the species. In addition, reads that cannot be assigned a taxonomy present in the HUMAnN3 database are classified using a translated search to assign the function. The output of HUMAnN3 is a table of functions and proteins and the normalized abundance of reads that mapped to them.

The increased computational efficiency of assembly-free methods is a distinct advantage over assembly-based methods and state-of-the-art assembly free methods (MetaPhlAn, MEGAN, and HUMAnN2) are reasonably reliable for most datasets. However, like with methods like taxonomic assignment with only the 16S rRNA gene sequence, many of the benefits of shotgun metagenomic sequencing are unused with these tools. Assembly-free methods can fall short at detecting strain-level differences or when data are being analyzed from poorly studied communities of bacteria.

1.2.8 Differential Analyses of Metagenomic Data

One of the primary objectives of metagenomic research is to examine the differences between groups. There are numerous ways that a table of counts can be generated for samples that can be used as metrics of comparison. For instance, assembly-free methods of taxonomic and functional assignments are designed to create such tables to be analyzed. For an assembly-based approach, reads can be mapped back to the generated MAGs to quantify them with alignment tools such as Minimap2 for long reads [156] or Bowtie2 for short reads [157]. The alignment files can be processed
with SAMtools [158] to generate a table of counts of the number of reads mapping to each MAG or contig. Another way of creating quantitative data to assess the metabolism of a metagenome is by performing metatranscriptomic analyses on a community. Metatranscriptomics sequences the actively transcribed mRNA sequence space of a community. Optimally, metatranscriptomic data are aligned to the predicted and annotated coding sequences of an assembled metagenome. Metatranscriptomics allows for conclusions on what genes are being expressed rather than just what genes simply are present in the most abundant bacterial species in a community.

Specialized tools needed to be developed to address the nature of the data and the questions being asked. Metagenomic and metatranscriptomic datasets are extremely high dimensional and are often underpowered, so the statistical tools developed needed to account for these challenges. Two commonly used statistical tools are edgeR and DESeq2 [159, 160]. However, these tools fail to account for the compositional nature of metagenomic and metatranscriptomic datasets [161]. Because the data are limited by the fixed capacity of the instrument, the data are compositional. If the measure abundance of a feature goes up (i.e. a bacteria in a microbiome dataset) because of the increased presence in a sample compared to another, then the measured abundance of something else must go down even if the true abundance of the other feature did not change. This characteristic of composition data necessitates special transformation to apply conventional statistical tests, which are often log-ratio transformations. Indeed, log-ratio transformations have been benchmarked to be much more reliable and provide fewer false positives [162]. Differential abundance analyses feature centred log-ratio transformation have been implemented in ALDEx2 and have proven to provide consistent results in datasets with high dispersion or asymmetry [163]. Compositional data analysis tools can also find associations between clinical metadata and certain bacterial taxa [164]. Differential abundance analyses help to elucidate the bacteria that are of interest in complex communities. However, many of the tools available are prone to false positives. With the sheer number of bacteria in complex communities, false positives are inevitable, but must be minimized through improved algorithms and models. Additionally, differential abundance analyses of high-throughput sequencing is not a complete replacement for benchtop science, but rather a way of generating
working hypotheses to be validated in vitro or in vivo.

### 1.2.9 Pangomics of Bacterial Genomes

Beyond differential abundance analysis, shotgun metagenomic data can be used to construct large-scale pangomes of bacterial clades. A pangenome refers to the total genomic content of a bacterial clade of interest. A pangenome is built by clustering the protein coding sequences of the genomes into orthologues and determining which genes are core and which are dispensable [165]. Through these analyses, it is possible to make inferences about the role of genes in the adaptation of the bacterial clade to environments or the role of bacterial genes in disease pathology.

Many pangenomic analysis tools require a high computational burden to build a pangenome, which is problematic for the high-throughput nature of metagenomic data. For instance, PanOCT [166] and PGAP [167] both utilize an all-versus-all BLAST alignment for all open reading frames in the pangomes, which even for small-scale pangomes is very computationally intensive. LS-BSR [168] pre-clusters the coding sequences prior to BLAST alignments to reduce the number of alignments required to build the pangenome greatly. The pangenomic tool Roary [169] also implemented pre-clustering of sequences with CD-HIT [170] and removal of partial sequences, which resulted in a run time of 4.5 hours and a memory usage of 13GB of RAM for a pangenome of 1000 isolates, which is feasible to run on a personal laptop. These step-wise improvements to the pangenomic workflow transformed a computationally intensive process into a workflow that can be run on a low-grade personal computer. Perhaps the best implementation of a pangenomic workflow is built as a module in the Anvi’o toolkit [137]. Anvi’o utilizes the ‘minbit’ heuristic from the ITEP pangenomic workflow [171] to eliminate weak amino acid matches from the BLAST alignment inputs. Additionally, the MCL algorithm [172] is used to cluster sequences prior to the BLAST alignments with DIAMOND [112] to further reduce the number of alignments required. The true benefit of the Anvi’o pangenomic pipeline is the ability to generate high-quality and interactive visualizations of the pangenome. The interactive interface of Anvi’o allows for the manual curation of the core and accessory (i.e. dispensable) genomes for the clade. Additionally,
functional enrichment is implemented in the pangenomic workflow, so comparisons of the strains between groups can be calculated for potential genes involved in disease pathology.

Pangenomics has been applied to metagenomes from widely different environments with different research questions. From a large-scale metagenome survey marine samples the pangenome of the *Prochlorococcus* genome was constructed [173]. The pangenome of *Prochlorococcus* revealed an enrichment of hypervariable gene clusters related to sugar metabolism, suggesting a fitness benefit for harbouring a diverse set of sugar metabolism genes for these marine bacteria. Additionally, in human studies, a pangenome of *Ruminococcus gnavus* was constructed from stool samples of inflammatory bowel disease (IBD) patients (and healthy controls) to identify IBD-specific genes in these bacteria. These IBD-specific genes in *Ruminococcus gnavus* were primarily related to the functions of oxidative stress responses, adhesion, iron-acquisition, and mucus utilization, which could be related to disease pathology [174].

Pangenomic analyses have come a long way in terms of efficiency and power to analyze minute details in bacterial strains. Pangenomics are a powerful tool to complement differential abundance analyses as they can help explain the enrichment of clades in an environment or explain the differences in community phenotype in the absence of differentially abundant clades.

1.3 Applications of Metagenomics

Metagenomic analyses, and the improvements made to them, were developed with the applications to research fields in mind. Perhaps the most prominent field of metagenomic research has been the study of the bacteria that colonize the human body. Bacteria colonize the skin [175], the oral cavity [176, 177, 178], the lungs [179], and most notably the intestinal tract [180, 181, 182]. Many of the bacterial species that colonize the human intestinal tract are uncultivated as yet [183], which makes culture-independent metagenomic and metatranscriptomic approaches the primary methods to analyze them. Human and animals are not alone in being colonized by bacteria as many plant species have close symbiotic relationships with bacteria as well [184, 185]. Other freely-
living environmental bacteria have been discovered to have potential for remediating a wide variety of anthropogenic pollution [186, 187]. As with studies of the human microbiome, the majority of environmental bacteria that are involved with plant growth or bioremediation are difficult to cultivate or uncultivatable and their study has been enabled by the improvements to sequencing technologies and bioinformatic analyses.

### 1.3.1 Human Health and the Human Microbiome

Many areas of the human body are regularly colonized by bacterial communities. These bacterial communities can form close associations with human tissues and affect human health outcomes. These bacteria can both be protective and causative in disease in instances of dysbiosis, so accurate sequencing and analysis is clinically important.

The skin microbiota, and the dysbioses associated with it, is associated with a number of clinical outcomes. The skin is a challenging environment for bacteria to thrive and is dissimilar to the intestinal environment that gut microbes can thrive in. The surface of the skin is high-salt, acidic, and primarily aerobic [188]. Depending on the location and skin type the normal and healthy compositions of bacterial species can differ greatly. For instance, while species of *Staphylococcus* are found broadly on the body, *Cutibacterium* is concentrated on the face and torso [189] whereas *Corynebacterium* species are concentrated in areas such as the armpits and elbow [190]. Not only the species-level composition is important because different strains of skin microbiota species can have very divergent phenotypes [191]. In a healthy state, the commensal bacteria of the skin play an important role in maintaining immune homeostasis [192]. This includes the regulation of interleukin signaling and the complement cascade [193]. In addition, the skin microbiota also produce a number of antimicrobial peptides [194, 195]. Production of antimicrobial peptides, among other competition mechanisms, help the commensal skin bacteria inhibit the growth of the respiratory tract pathogen *Streptococcus pneumoniae* [196]. *Staphylococcus aureus*, an opportunistic skin pathogen, can also be stimulated to become less pathogenic by *Corynebacterium* commensal strains [197]. Such control of *Staphylococcus aureus* is important in maintaining skin health.
because an estimated 30% of the population is colonized asymptomatically with *Staphylococcus aureus* [198]. Actively pathogenic *Staphylococcus aureus* can cause abscesses and is associated with severe atopic dermatitis [191]. Another clade of skin colonizers that can become pathogenic is the genus *Mycobacterium*. Species within this genus are known to cause leprosy [199], tuberculosis [200], and Buruli ulcers [201]. Like *Staphylococcus*, *Mycobacterium* are long-term colonizers and opportunistic pathogens that can remain dormant for the entire lifetimes of individuals. It is estimated that up to a quarter of the world’s population is colonized by *Mycobacterium tuberculosis*, and despite it being one of the most deadly diseases worldwide, proportionally it only causes disease in a small fraction of the total colonized population [200]. Because of these characteristics, many of the colonizers of the human skin are considered pathobionts, where under regular circumstances they engage with mutualistic behaviours with the human skin, but under circumstances of immune suppression can become pathogenic [202]. On the less severe end of the spectrum of these ‘pathobiont’ relationships is *Corynebacterium acnes*, which is involved with the development of acne. *Corynebacterium acnes* is in a delicate balance with *Staphylococcus aureus* in the facial microbiota and disruption of the balance can induce skin inflammation and eventually acne. Though many locations of the skin microbiota are aerobic other areas are comparatively anaerobic [188]. Research of communities living in anaerobic follicles, variations in the compositions of the skin microbiota resulting in inflammation and disease, or even community surveillance of antimicrobial-resistant *Staphylococcus aureus* is greatly enabled by cutting-edge metagenomic techniques.

Significantly more complex than the skin microbiota is the microbiota of the oral cavity. Over 700 microbial species colonize the human oral cavity [203], which makes it the second most complex microbiota in the human body behind the gut microbiota [204, 205]. At this level of complexity, isolation of individual strains is not practical, which makes metagenomic approaches to studying this complex environment optimal. Additionally, over half the bacteria of the oral microbiota are uncultivatable [206]. A variety of disease-causing viruses, such as *Herpes simplex* [207], are common to the oral cavity, but the vast majority of viral sequences are bacteriophage in origin [208].
The study of the bacteria that colonize the mouth, and that are infected by the aforementioned bacteriophage, is perhaps the oldest form of microbiota study with Antony van Leeuwenhoek first studying the bacteria of oral plaques in the seventeenth century [209]. Like the skin microbiota, the composition of bacteria is dependent on the site within the cavity [210]. The bacterial phyla of *Bacteroidetes*, *Proteobacteria*, *Actinobacteria*, *Spirochaetes*, *Fusobacteria*, and *Firmicutes* are the most predominant clades of bacteria that colonize the mouth [211]. There is evidence of a core oral microbiota, with 47% of species-level OTUs being shared between individuals [212]. Similar to the skin microbiota, the colonization of the mouth with commensal bacteria is protective against the infection of pathogens such as *Staphylococcus aureus* [213, 214]. For example, *Streptococcus salivarius* produces a bacteriocin that inhibits the growth of periodontitis-causing and halitosis causing bacteria [215, 216]. One of the most common negative health outcomes associated with the oral microbiota is tooth decay, or dental caries, which are in part a result of acid produced by carbohydrate fermentation by oral microbes [204]. Following ingestion of high-levels of carbohydrates, the composition of the oral microbiota shifts towards one that produces a high amount of acid [217]. Gingivitis has a adult prevalence of over 90% [218] and is caused by the formation of bacterial plaques on the tooth surface. *Actinomyces* species act as the primary colonizers of the surface of the teeth and then the full biofilm forms by coaggregation interactions with other bacterial species [219, 220]. Gingivitis is not necessarily associated with a specific bacterial species, but rather a general overgrowth, and the greater the plaque load, the more severe the disease severity [221]. The oral microbiota is complex, but metagenomic analyses have shown that it is self-regulating with regular dental care and shares a core microbiome between individuals [204, 212].

The most diverse microbiota of humans, which is associated with the a great number of clinical outcomes, is the gut microbiota. Up to 60% of the total dry mass of faeces is composed of bacteria [222]. With the emergence of shotgun metagenomic sequencing, much research has been invested into the composition of these abundant and complex communities. Large-scale studies including the European Metagenomics of the Human Intestinal Tract (MetaHIT) project and the
Human Microbiome Project (HMP) aimed to broadly sequence the gut microbiome to create a similar consensus picture as the Human Genome Project [223, 224, 205]. Recently, using a similar approach, a near-complete and non-redundant set of bacterial genomes was assembled from metagenomic data [183]. This dataset represents over 2,500 bacterial genomes with roughly 2,000 being novel and uncultivable bacteria identified as part of the study. These genomes were assembled from a comprehensive set of metagenomic samples that were available at the time of publication. Metagenomic studies exploring the association of these microbes with human health outcomes is being actively catalogued on the platform GMrepo [225, 226]. Nearly 72,000 samples are curated with metadata on the platform with a roughly 2:1 split of 16S rRNA gene sequencing and shotgun metagenomic experiments. At present there are 47 phenotype pairs recorded as metadata on GMrepo to associate the gut microbiota with different health outcomes.

Two of the most well-studied clinical disorders associated with the human gut microbiota are irritable bowel syndrome (IBS) and inflammatory bowel disease (IBD). IBS is characterized by recurrent abdominal pain over the course of a long period of time with abnormalities related to defecation, and it afflicts over 10% of the global population [227]. The composition of bacteria that colonize the human intestinal tract have frequent associations with IBS, with broad generalizations such as a relative increase of the phylum Firmicutes compared to the phylum Bacteroidetes being a common association [228, 229]. Another broad microbiota signature that is associated with IBS is species richness [230]. A lower richness of species found in the intestinal tract is associated with an increased risk of developing IBS. More specific observations have also been made with a greater relative abundance of the genera Streptococcus and Ruminococcus and lower relative abundances of the genera Lactobacillus and Bifidobacteria are associated with IBS [231, 232, 233, 234, 235].

IBD is a chronic inflammatory disorder that encompasses ulcerative colitis and Crohn’s disease, which has an unclear pathogenesis. Like with the skin microbiota, it is believed that the intestinal microbiota plays a critical role in the development of regular localized immune responses and dysbiosis can play a key role in the development of IDB [236]. Inverse to the microbiota signature seen in IBS, IBD is frequently characterized by a relative increase in abundance of the phylum Firmi-
cutes compared to the phylum Bacteroidetes [237, 238]. However, similarly to IBS, the microbiota of IBD is characterized by a reduced species richness [239]. Faecalibacterium prausnitzii is a gut microbe whose abundance is strongly linked to a protective phenotype for IBD the the abundance is correlated with maintenance of clinical remission [240]. Faecalibacterium prausnitzii has been shown to reduce the production of pro-inflammatory cytokines in in vitro and in vivo models, which may help to explain how it is protective against IBD [241]. In contrast, colonization of the intestinal tract with pro-inflammatory bacteria, such as Escherichia coli, is associated with an increased risk of IBD [242, 243, 244]. The metabolic byproducts of certain bacteria can also possess proinflammatory effects. For instance, the intestinal epithelium is damaged by hydrogen-sulfate produced by Desulfovibrio and results in mucosal inflammation [245].

Cardiovascular and metabolic disease have also been associated with the composition of the gut microbiota [246]. Serum lipid levels are a major risk factor for cardiovascular disease [247], however, much of the variation in lipid levels cannot be explain by genetics or diet alone [248]. Recent research has revealed that as much as 25% of the variation in high-density lipoprotein levels may be attributable to the gut microbiota [249]. Another class of blood lipid that appears to have its level mediated in part by the microbiota are triglycerides [249]. However, the direct relationship has not been explored directly [246]. For example, as a secondary outcome, triglyceride levels were found to be reduced following bran [250] and inulin [251] ingestion, which are prebiotics that alter the composition of the gut microbiota. A well-studied cardiovascular disorder with a clear mechanism of action in the pathogenesis of the disease is atherosclerosis. The metabolism of L-Carnitine or phosphatidylcholine by the gut microbiota results in the metabolite trimethylamine, which is then converted by the liver into trimethylamine N-oxide (TMAO) [252, 253]. TMAO is directly linked to the pathogenesis of atherosclerosis, with serum levels contributing 11% of the total variation in risk for the disease [254, 255]. TMAO is also a case study in treatment of a disease through modulation of the gut microbiota. By using a choline analogue, Wang et al. [256] found that the production of trimethylamine by the microbiota could be reduced without the negative side effects that the blockade of the
conversion of trimethylamine to TMAO resulted in [257]. Metabolic disorders such as obesity and type 2 diabetes have also been frequently associated with microbiota composition [258, 259, 260]. Like with other inflammatory-based gut disorders like IBS and IBD, the microbiotas of obesity and type 2 diabetes are characterized by decreased microbial diversity [249, 261, 262]. A major mediator of intestinal inflammation in the gut that is produced by the microbiota are short-chain fatty acids. A decrease in the relative abundance of bacteria that produce the short-chain fatty acid butyrate is associated with the onset of type 2 diabetes [262]. Short-chain fatty acids are potent inducers of regulatory T cells that mediate inflammatory responses in the gut [263]. A major limitation in the study of cardiovascular and metabolic diseases in association with the gut microbiota is the over-reliance on 16S rRNA gene sequencing over shotgun metagenomics [246]. Mechanisms of action are largely speculative with only taxonomic information and hopefully with the lowering cost of sequencing and improved metagenomic analyses available, more studies utilize shotgun metagenomics to better understand the involvement of the gut microbiota in these disorders. Beyond choline analogues for the treatment of atherosclerosis, there have been a handful of health conditions that have use the gut microbiota as the focus of treatment. Faecal microbiota transplants (FMTs) are one such treatment modality that aims to replace the ‘pathogenic’ stool from an individual with the healthy stool from another [264]. FMTs have proven effective in the treatment of IBD [265] and recurrent *Clostridium difficile* infections [266]. Efforts have also been made to investigate the effectiveness of FMTs in some microbiota-associated metabolic disorders, such as type 2 diabetes, with some success [267]. However, FMTs can be an invasive procedure that can be undesirable to many individuals due to the ‘ick’ factor. Probiotics are a suitable, if less efficacious alternative, due to their packaging into an oral capsule. Perhaps most consistent are the ability of probiotics to modulate stool consistency and prevent outcomes such as antibiotic-associated diarrhea [268]. However, probiotics have also shown effectiveness in reducing the inflammatory markers in IBD patients [269]. With the ever increasing number of clinical outcomes associated with the gut microbiome, research into the effects and safety of FMTs and probiotics is of importance. Given the multifactorial nature of many diseases and disorders, the microbiota is yet another
target for pharmaceutical development.

Though there is a distinct over-reliance on amplicon sequencing [246], there is a wealth of research on the associations between the bacteria that colonize the human body and clinical outcomes. As sequencing technologies and analysis methodologies continue to develop, the accuracy and consistency of the results will also continue to improve. For instance, it is now possible to generate lineage-resolved and complete metagenome-assembled genomes from a deeply sequenced gut microbiota [270]. Such advances will help explore the strain-level differences in the microbiota that can be impactful in health and disease.

1.3.2 Bioremediation

Bacteria do not need to colonize eukaryotic organisms to be of interest in metagenomic research. Environmental bacterial communities are able to metabolize or sequester pollutants such as heavy metals [271] and hydrocarbons, including plastics [186]. Anthropogenic pollution as a result of industrialism poses major threats to marine environments [272]. Pollution with oil and hydrocarbons is lethal to many marine organisms and millions of tonnes of plastic are deposited in the ocean annually. The dire nature of these pollutants in the environment necessitates research into how to most effectively remediate sites of contamination. Research has demonstrated that remediation using the naturally occurring biochemical pathways in bacteria (i.e. bioremediation) is more efficient and cost effective than abiotic processes [273].

Marine bacteria are well-adapted to growth in the harsh marine environment, which has fluctuating nutrient availability, pH, temperature, and salinity, and they also harbour biochemical pathways that could be exploited for bioremediation [186]. However, up to 99% of these marine species cannot be isolated in culture and must be studied through culture-free methods such as metagenomics. A great number of genera have been shown to degrade hydrocarbons including *Achromobacter*, *Alcanivorax*, *Halomonas*, and *Pseudomonas* [274, 275, 276, 277, 278]. Generally speaking, consortia of the hydrocarbon-degrading bacteria are more efficient than isolates because some only degrade intermediates or different compounds and environmental hydrocarbon pollution is usually
a complex mixture [279, 280, 281]. Degradation of aliphatic hydrocarbons by bacteria involves membrane-embedded alkane hydrolyase enzymes [282, 283]. For aromatic hydrocarbons, bacteria encode mono- or dioxygenases that cleave the aromatic ring to generate intermediates of the tricarboxylic acid cycle [284, 285]. Additionally, bacteria can produce surfactants, which are more effective than synthetic surfactants at removing hydrocarbons from the environment [276].

To aid the metagenomic identification of hydrocarbon-degrading bacteria, curated databases using the experimentally-validated hydrocarbon degradation genes have been generated. AromaDeg is grounded in the phylogenetic analysis of experimentally validated genes that are involved in the degradation of hydrocarbons [286]. In contrast, CANT-HYD broadly targets genes related to the degradation of hydrocarbons, not just aromatics, and is built as a hidden Markov model database to search for distant sequence similarity [287].

Bacteria are also able to metabolize heavy metals into less toxic products through biotransformation, bioleaching, and biomineralization [288, 289]. In addition, there are a diversity of ways that bacteria can interact with heavy metals to remove them from the environment. Bacteria can secrete extrapolymeric substances, metallothioneins, and siderophores that are able to coordinate and sequester heavy metals in their surrounding environment [271, 290, 291, 292]. Bacteria are also able to sequester heavy metals in the environment by uptaking large quantities into their cytoplasm, a process known as bioaccumulation [293]. Through these processes, bacteria are able to counter environmental pollution of lead, chromium, cadmium, and arsenic [294, 295, 296, 297, 298].

Given the hardiness of marine bacteria and their innate ability for bioremediation of hydrocarbons and heavy metals, they are prime candidates for bioengineering [187]. Some progress has been made in the area by introducing a metallothionein gene into a marine bacteria to induce heavy metal resistance [299]. However, much more work needs to go into understanding the genetics of these marine bacteria. In particular, identification of mobile genetic elements that can act as vectors for bioremediation genes would prove invaluable in efforts to bioengineer marine bacteria.
1.3.3 Conjugative elements

Type IV conjugative elements allow for the exchange of genetic information through cell-to-cell contact mediated by a pilus that bridges the two cells. DNA can also be exchanged through transformation, which is the uptake of DNA by a bacterium from its surrounding environment, and by transduction, which is phage-mediated DNA transfer. Conjugative elements can either be carried on an integrative and conjugative element (ICE) that inserts itself on the chromosomal sequence or on a plasmid, which exists as a separate, often circular, independently-replicating genomic element. Essential to the self-mobilization are three categories of proteins: relaxases, type IV coupling proteins (T4CP), and type IV secretion system (T4SS) proteins [300]. Relaxases catalyze a single stranded nicking reaction at the origin of transfer (oriT) sequence and unwind the DNA [300, 301]. Relaxases coordinate a divalent metal ion using a conserved histadine triad, as well as a conserved tyrosine, to catalyze the nicking reaction at the oriT [302, 303]. oriT sequences are difficult to predict computationally due to poor sequence conservation, so strategies that focus more on the DNA structure (i.e. looking for potential hairpin loops) are more successful [304]. Type IV coupling proteins transit the DNA-relaxase complex to the pore complex for transfer [305]. While T4CP are not required for pilus biogenesis [306], they are critical for efficient transfer of DNA sequences through conjugation [307]. The classical model of conjugation, the Agrobacterium tumefaciens pTi plasmid, contains twelve T4SS proteins VirB1 through VirB12 that form the pilus that transfers the relaxase-DNA complex [305]. VirB4 and VirB11 are the ATPases and are involved in the biogenesis of the pilus, though all gram-positive conjugative elements lack the homologue for VirB11 [305, 308]. Other proteins of the pilus, such as VirB8 which is missing a homologue in the Escherichia coli F plasmid, also are poorly conserved among conjugative systems [308]. Homologues of the VirB4 ATPase are critical for the active transport of DNA through the pilus and their phylogeny is generally similar to the phylogeny of the bacteria harbouring them [308].

In metagenomic analyses, conjugative elements can be difficult to analyze. As previously mentioned, one of the core elements of a conjugative element, the oriT sequence, is difficult to predict computationally due to low sequence conservation [304]. Furthermore, assembly of plasmid se-
quences, which are a common vector for conjugative elements, are near impossible to assemble from metagenomic data despite their relatively short sequence length [309]. Another factor that has been recently highlighted is the systematic exclusion of mobile genetic element, including plasmids and ICEs, from metagenomic bins, which are the core of many metagenomic analysis workflows [102]. Further refinement of bioinformatic analyses used in metagenomics is needed to properly capture these widely transferred genetic elements.

1.4 Scope and Objective of Thesis

At the start of my thesis research, metagenomic identification of plasmid and conjugative systems was still in early development with computational tools such as PlasFlow [310] only having been just released. I was involved with the sequencing assembly and analysis of a conjugative plasmid that could efficiently and selectively kill bacteria using a CRISPR system [311]. However, when conjugation was attempted with non-lab strains of bacteria, the conjugative plasmid had reduced conjugation efficiency and apparent sequence recombination that deactivated the system. With the eventual goal of using such a system to modulate the composition of the gut microbiota or to selectively kill intestinal pathogens such as *Campylobacter jejuni*, better vectors for CRISPR systems needed to be identified for colonizers of the gut. These early findings in my thesis were the motivation for Chapters 2 and 3 of my thesis. In Chapter 2, I developed a simple, yet effective, method for identifying type IV conjugative elements from metagenomic assemblies. I discovered that these systems were systematically excluded from metagenomic bins, which coincided with a finding published in the same time period stating that plasmids and mobile genetic elements are systematically excluded from metagenomic bins [102]. In Chapter 3, I applied the methodology of identifying these oft-excluded genetic elements to a metagenomic study of the association between the gut microbiota of mothers and spina bifida in their newborns. I revealed that a MAG of *Campylobacter hominis* is highly enriched in the microbiota of mothers who gave birth to infants and that there was a *Campylobacter hominis* conjugative element, not included in the metagenomic
bin, that was also enriched. Though it does not appear to carry genes that are involved in disease pathogenesis, such an element could serve as a backbone to effectively deliver a CRISPR-killing system to target this pathogenic bacteria colonizing these mothers.

Also underdeveloped at the outset of my thesis research was third-generation sequencing techniques. I assisted in the completion, and validation, of a number of bacterial genomes from a complex metagenomic sample using third-generation sequencing early in my thesis [312]. However, our methods struggled to assemble complete sequences in more complex communities or when read length was less than optimal. In Chapter 4, I identified a circular and complete sequence of a manganese-oxidizing bacterium from a very complex environmental sample. While present in the other studied samples, the genome could not be resolved into a single, circularized sequence like in the first sample. To address this issue, I used a reference-guided assembly, using the first genome, and circularized an additional two genomes. Applying the methods developed in Chapter 2, I also identified conjugative plasmids from these communities belonging to this bacteria as well. In Chapter 5, I expanded on the reference-based assembly used in Chapter 4 by binning the non-circularized sequences from a metagenomic assembly and using the bins as the basis for a reference-based assembly. A similar approach, Jorg, has been recently published for short-read data [313]. With this methodology, additional circularized genomes and plasmids could be assembled from these complex communities. When paired with the conjugative element identification I developed in Chapter 2, this blueprint for metagenomic analysis maximized the amount of information that could be retrieved from the dataset.

Overall, these chapters present additional improvements to standard metagenomic analyses and apply these improved methodologies to areas of clinical and environmental interest. The studies provide a blueprint for more complete metagenomic analyses. By applying these improved methodologies in the future, it is my hope that additional links between the microbiota and human health can be discovered, novel vectors for microbiota engineering can be identified, and optimal strains for bioremediation can be found.
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Chapter 2

Identification of type IV conjugative systems that are systematically excluded from metagenomic bins

2.1 Introduction

Bacteria can acquire exogenous DNA through horizontal gene transfer. Conjugation is a common mechanism of horizontal gene transfer that relies on direct cell-cell contact to unidirectionally transfer DNA from a bacterial donor to a recipient cell. In bacteria, integrative conjugative elements (ICEs) and conjugative plasmids are mobilizable through the actions of type IV secretion systems (T4SS). ICEs are integrated on the chromosomal sequence whereas plasmids are circular and separate elements from the chromosome. Approximately half of the known plasmids are mobilizable in trans where the conjugative machinery is on a different genetic element than the transferred element, and the remainder are mobilizable in cis because the conjugative machinery is present on the same genetic element [1]. ICEs encode their own T4SS, and can mobilize other elements [2]. Conjugative elements (CEs) often contain antibiotic resistance genes, but also can harbour useful biosynthetic and biodegradation genes [3]. Furthermore, conjugative systems can
serve as vectors to introduce clustered regularly interspaced short palindromic repeats (CRISPR) systems, metabolic pathways or novel functions into the gut microbiota [4, 5, 6, 7, 8, 9]. Therefore, characterizing the full complement of conjugative systems in the human gut could expand the number of useable vectors for these applications. Precise identification of conjugative systems from metagenomic samples could also provide insights to their distribution in populations and their correlation with antibiotic exposure, age, and health status.

For a DNA sequence to be considered mobilizable by conjugation, it must encode an origin of transfer (oriT) sequence that is recognized and nicked by a relaxase protein [1, 10]. Relaxase proteins contain a conserved histidine triad that coordinates a divalent metal ion, as well as tyrosine residues that catalyze the nicking reaction at the oriT DNA sequence [11, 12]. In addition to a relaxase gene and an oriT sequence, a full complement of type IV secretion system and coupling proteins are required for a sequence to be conjugative. In the well-studied Agrobacterium tumefaciens conjugative system, there are 12 proteins involved in the transfer of the DNA-relaxase complex from one bacterial cell to another [13, 14]. Homologs of the VirB4 ATPase that are essential for assembly of the conjugative system and DNA transfer are generally similar to the phylogeny of the bacteria harbouring them [15] and thus are useful for classifying conjugative systems [16]. The synteny of conjugative transfer genes is also highly conserved among conjugative systems [14]. Both the synteny and presence of highly-conserved genes involved in conjugation facilitates the classification of genetic elements as potentially conjugative if the sequences are annotated as belonging to the components of the T4SS [17] (Figure 2.1).
Previous work has identified novel CEs in the human and animal gut microbiomes, but the focus was mainly on ICEs and not on conjugative plasmids [3, 18, 19]. Identifying conjugative plasmids from a short-read metagenomic assembly is difficult for several reasons. The initial barrier is the difficulty in assembling circularized plasmids from short-read sequencing data [20]. A second barrier is that the contiguous DNA sequences (contigs) that compose metagenome-assembled genomes (MAGs) are binned together based on sequence composition and coverage. Binning of a plasmid with its cognate genome will not happen unless the contigs that compose the plasmid are maintained in the same copy-number and have the same sequence composition as the chromosome. These criteria are generally not met because conjugative systems are usually more AT rich than the cognate chromosome [1] and often do not have a unit copy number. Since nearly 80% of the non-redundant set of genomes from the human-gut microbiome are from difficult-to-culture species that are known only from MAGs [21], alternate methods must be employed to assemble and identify conjugative plasmids from the metagenomic sequencing data. Computational tools have recently been developed to identify plasmids from metagenomic assemblies [22], but would be less than optimal if applied to already binned data that systematically excludes plasmids [23]. Methods that identify CEs prior to binning should be able to capture the full spectrum of ICEs and conjugative plasmids.

Here, we show that T4SS conjugative systems can be identified using two distinct methods (Fig-
ure 2.2). First, we used profile HMMs (pHMMs) to identify conjugative systems directly from metagenomic assemblies of North American inflammatory bowel disease (IBD) and North American pre-term infant samples. Second, we searched predicted protein sequences from those same assemblies versus UniRef90 [24] for proteins involved in conjugation to identify conjugative systems. Both methods were able to find conjugative systems in raw metagenomic assemblies with pHMMs being computationally more efficient but less sensitive. Finally, we demonstrate that the majority of conjugative systems produced by a metagenomic assembly are not included in high-quality bins that are used as proxies for bacterial genomes in metagenomic analysis pipelines. Our findings provide a roadmap to integrate the analysis of conjugative systems alongside the chromosomal content of bacteria.
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Figure 2.2: Overview of methods employed in this study. In the left panel is the workflow used to identify conjugative systems from previously assembled human gut bacterial genomes. The right panel outlines the workflow for the assembly of select North American samples and the use of pHMMs to identify the conjugative systems.
2.2 Methods

2.2.1 Assembly and identification of conjugative systems in North American short-read data

Samples belonging to a North American IBD (n=50) [25] and a North American pre-term infant cohort (n=51) [26] were assembled de novo as follows. Reads from these samples were downloaded from the Sequence Read Archive using the SRA toolkit version 2.9.2, deduplicated with ‘dedupe.sh’ [27], and trimmed with Trimmomatic version 0.36 [28] with options ‘LEADING:10 TRAILING:10’. Processed reads were assembled sample-by-sample using SPAdes version 3.14.0, option ‘–meta’ [29].

2.2.2 Identification of conjugative systems using Profile hidden Markov models

The resultant assemblies were imported into Anvi’o version 6.0 [30] where the presence of T4SS, T4CP, and relaxase proteins were predicted using the ‘anvi-run-hmms’ module, which integrates HMMER3 functionality [31]. Instructions for installation of type IV conjugation pHMMs into Anvi’o can be found in the online code repository (https://github.com/bjoris33/humanGut Conj_Microbiome). In short, these pHMMs are the Pfam models for relaxases, type IV coupling proteins, and for the type IV secretion pilus proteins [32]. Contigs that contained pHMM matches for all three classes of conjugative proteins were extracted and annotated by aligning open reading frames (ORFs) predicted with Prodigal version 2.6.3 [33] to the UniRef90 database [24]. Taxonomic prediction of the contigs was conducted with Kaiju version 1.7.2 utilizing the RefSeq non-redundant protein database [34].
2.2.3 Identification of conjugative systems using protein alignments to the UniRef90 database

The contigs of the raw metagenomic assemblies had their ORFs predicted using Prodigal version 2.6.3 [33]. The predicted ORFs were then aligned to the UniRef90 database [24] using the ‘blastp’ module of DIAMOND version 0.9.14 [35]. By using keywords such as ‘conjugal’ or ‘mobility’, the protein alignments were searched for contigs that contained annotations for both a relaxase and either a type IV secretion system protein or a type IV coupling protein. Through manual curation, type IV secretion system proteins and coupling proteins often shared identical or very similar annotation entries in the UniRef90 database, so the decision was made not to distinguish between the two.

2.2.4 Binning of Assemblies

For each assembly, all 101 samples were mapped to the contigs using Bowtie2 [36]. The mapping files were sorted and indexed with SAMtools [37] and then the assemblies were binned using MetaBAT2 version 2.12.1 [38]. CheckM version 1.1.2 was used to assess the quality of the resultant bins [39]. High-quality bins were defined using the same cutoffs (>90% completion and <5% redundancy) as Almeida et al [21] defined. Bins not passing that threshold were classified as ‘low-quality’. The previously identified contigs with conjugative systems were classified based on their presence in bins, and the types of bins they were present in. Results of this classification were visualized using SankeyMATIC (http://sankeymatic.com/).
2.3 Results

2.3.1 Profile hidden Markov models and database alignment successfully identify conjugative elements from metagenomic assemblies

Fifty-one samples from a pre-term infant cohort and 50 from a North American IBD cohort were assembled sample-by-sample using metaSPAdes [29] to identify T4SS conjugative systems from a full pool of assembled contigs (i.e. not binned). Two separate methods we employed to search for contigs containing type IV conjugative proteins. For the pHMM method of identifying conjugative systems, contigs with conjugative systems were defined by pHMM matches for a relaxase, a type IV coupling protein, and a type IV secretion system, which offers a fast and precise method to annotate a limited number of protein families. From the assembly of the pre-term infant cohort 96 of 470500 contigs met the criteria, whereas 268 of 15100646 contigs from the IBD cohort did.

The second method of identifying conjugative systems utilizes the UniRef90 database by aligning the predicted ORFs to it using DIAMOND [35]. The alignment results are searched using a keyword strategy for contigs that contain an alignment for a relaxase or mobilization protein and an alignment for a type IV secretion or type IV coupling protein. From the pre-term infant cohort assemblies 242 of 470500 contigs met the described criteria, and 4244 of the 15100646 contigs from the IBD cohort met the same criteria.

The two outlined methods represent potentially complimentary methods of tackling the same problem–identifying conjugative systems from a pool of metagenomic-assembled contigs. There is a large-degree of overlap between the two methods, however alignment to the UniRef90 database appears to be much more sensitive with only 280 of the 4486 identified conjugative systems also identified using the pHMM method (Figure 2.3). While it may be less sensitive, the pHMM method of identifying conjugative systems has a much smaller computational footprint as it does not rely on aligning to a large protein database, but rather to a small and specific set of profile hidden Markov models.
Figure 2.3: Venn diagram illustrating the overlap of the two methods of identifying type IV conjugative systems from the 101 assembled metagenomic samples. Each number represents the quantity of contigs that met the classification criteria for the labelled identification method. Intensity of blue shading indicated the proportion of the total contigs that were identified by a method or methods.

2.3.2 The majority of conjugative systems identified are omitted from metagenomic bins

Metagenomic assemblies from two distinct cohorts were binned using MetaBAT2 [38] to explore how conjugative systems are distributed within common metagenomic analyses. Of the 364 as-
Assembled contigs containing pHMM matches to all three protein categories, 270 were not included in any metagenomic bins (Figure 2.4). For the 94 contigs included in metagenomic bins, 65 of those were found in high-quality bins (>90% completion and <5% redundancy). This is in stark contrast to the background binning rate of contigs; For contigs above 5kb in size the binning rate with MetaBAT2 [38] was 70.4% (116112/164843 contigs) and for contigs above 10kb the binning rate was 79.1% (57214/72300 contigs). Among the 29 contigs included in bins that do not meet the aforementioned threshold, 8 are within bins that are less than or equal to 1 megabase in size, potentially suggesting that fragments of a conjugative plasmid may have binned together.

Figure 2.4: Sankey diagram representing the flow of 364 contigs containing conjugative systems identified using pHMMs into bins generated by MetaBAT2 from assembled data. Bin quality determined by CheckM.

For the conjugative systems established using alignments to the UniRef90 database, there is an even lower rate of binning (Figure 2.5). Of the 4486 conjugative systems, only 287 of them were binned—a rate of 6.4%. Again, a number of the bins that do form are low quality bins below 1mb
in size that may be the collection of contigs that form a conjugative plasmid.

![Sankey diagram](image)

Figure 2.5: Sankey diagram representing the flow of 4486 contigs containing conjugative systems identified using predicted protein alignments to the UniRef90 database into bins generated by MetaBAT2 from assembled data. Bin quality determined by CheckM.

### 2.4 Discussion

To produce MAGs, contigs generated by metagenomic assembly are typically binned using a program such as MetaBAT2 [38]. Conjugative systems are often more AT rich than the parent genomes [1], which would result in the conjugative system and cognate genome not occurring in the same metagenomic bin because binning algorithms use GC content as a parameter for clustering. Additionally, plasmids are not necessarily maintained in a unit copy number within the cell, causing differential sequence coverage in comparison to the parent genome, which is another factor that leads to plasmids being excluded from MAGs. Therefore to capture a more complete image of the conjugative systems present in an environment, identification of the systems must take place before binning.
We have outlined two methods for identifying contigs carrying potentially functional type IV conjugative systems from raw metagenomic assemblies. Using a curated set of pHMMs of the three main classes of type IV conjugative proteins (relaxases, secretion proteins, and coupling proteins), we were able to classify 364 total contigs as being potentially conjugative. In comparison, the method that utilized predicted protein alignments to the UniRef90 database found 4486 contigs that met the criteria, which indicates that it may be the more sensitive method. However, aligning all predicted open reading frames found in a metagenomic assembly to the full UniRef90 database is a computationally expensive task and the reduced criteria for classification may lead to more false positives. Considering that many of the conjugative systems identified by pHMMs are also found by the protein alignment method (280 of 364 contigs), using pHMMs may be appropriate in as a first pass method or in situations where computational resources are scarce.

The assembled contigs were binned with MetaBAT2 as a way of quantifying the effect of binning, which revealed that the vast majority of the assembled conjugative systems were not included in metagenomic bins and therefore would not be included in a MAG database, which confirms recent findings [23]. The binning rate of contigs carrying type IV conjugative systems identified by pHMMs and alignment to UniRef90 was considerably lower than the background binning rate of equivalently sized contigs (25.8% and 6.4% compared to 70.4%, respectively). Many of the binned conjugative systems were not within a bin that would pass the quality cutoff to be included in a curated MAG genome set as well [21]. Interestingly, eight of the conjugative systems were binned into low-quality bins that were smaller than 1MB in size, which may suggest that the fragments of a conjugative plasmid could be binned together, which would increase the completeness of the conjugative system.

### 2.5 Conclusions

Conjugative systems could differ between cohorts and require special consideration to ensure that they are included in metagenomic analyses. ICEs and plasmids can carry harmful systems, such as
antimicrobial resistance, but also can act as vectors for bile salt metabolism and for detoxification modules [3]. These cargo genes are relevant for research relating to the gut microbiome’s role in pathogenicity as well as metabolism, digestion, and host effector molecules. Comprehensive identification and quantification of conjugative systems could allow for association of conjugative systems with different health outcomes. Because assembled conjugative systems are rarely included in metagenomic bins [23] (Figure 2.4 and Figure 2.5), they need to be identified and analyzed outside of standard binning pipelines. At present, it is not possible to assemble complete chromosomes or plasmids from short-read metagenomic data [20], so it may helpful to identify smaller bins containing conjugative systems in an attempt to cluster the fragments of plasmids present in an assembly together. Identifying type IV conjugative systems using pHMMs or UniRef90 annotations and using tools such as PlasFlow [22] to identify plasmids out of a full assembly in parallel with standard binning analyses will enhance research of the associations between the human gut microbiome and human health.

In the future, expanding the curated set of pHMMs by building exhaustive protein alignments for each of the known conjugative system proteins (T4SS, T4CP, and relaxases) could increase the sensitivity of the method to detect conjugative systems. Additionally, creating a curated set of conjugation proteins from the UniRef90, instead of exhaustively annotating with the full database, should improve the computational efficiency of the UniRef method. Additionally, improvements in assembly and binning algorithms will continue to improve the recovery of low relative abundance conjugative elements and improve the completeness and accuracy of the assembled fragments. For instance, long-read assembly permits the circularization of genomes and plasmids [40, 41] and the binning of plasmids to their cognate genomes using methylation data [42], which will reduce the ambiguity of the origins of conjugative systems (i.e. whether they are an ICE or independently circularized plasmid) and provide a more complete picture of the cargo they carry and the differences between cohorts.
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Chapter 3

Separation of cohorts on the basis of bacterial type IV conjugation systems

3.1 Introduction

The human gut microbiome has been a recent target of much research on the connection between its composition and metabolism with human health. Broadly, the relative abundances of bacterial species in the human gut microbiome is differential between geographically-focused cohorts [1]. For instance, the microbiota compositions of hunter-gatherer tribes from West Africa are considerably different than the compositions of individuals from Western societies who are exposed to oral antibiotics and processed foods [1], which has helped spur investigations on the different phenotypes that can be linked to the compositions of the gut microbiota. These differences in composition can also be a causal or contributing factor to a number of aspects of human health.

A disrupted gut microbiota balance, and the resultant proinflammatory state, has been linked to a number of gastrointestinal, metabolic, immunological, and neurological diseases [2]. For example, inflammatory disorders that have associations with the species composition and metabolic output of the gut microbiota include irritable bowel syndrome, inflammatory bowel disease, and non-alcoholic fatty liver disease [3, 4, 5, 6]. Additionally, microbiota composition has been linked
with metabolic diseases such as obesity and type 2 diabetes [7, 8], with certain bacterial genera such as *Campylobacter*, *Porphyromonas*, *Staphylococcus*, and *Ruminococcus* being enriched in the microbiota of obese individuals [9]. Beyond metabolic and gastrointestinal disorders, which have relatively clear mechanisms of pathogenesis from the microbiome, recent research has revealed associations with neurological diseases, such as the association between the inflammation caused by lipopolysaccharides and the amyloids formed in Alzheimer disease [10].

Spina bifida (also referred to as myelomeningocele) lies at the interface of metabolic and neurological disorders. Like the disorders previously mentioned, there is a sizeable proportion of risk of spina bifida that can be attributed to genetics (60%), however much of the attributable risk is unknown [11]. Some of the risk of development of spina bifida is related to the behaviours of the mother during pregnancy. For instance, smoking and alcohol intake are risk factors for congenital neural tube defects [12] and are also known to modulate the composition of the gut microbiota in a way that is proinflammatory and resembles the microbiotas of inflammatory bowel disease and obesity [13, 14]. Consumption of high glycemic index foods are also correlated with the risk of developing spina bifida [15]; this is a biomarker that can be regulated by gut microbiome [8]. Intake and plasma levels of vitamins and nutrients such as folate [16], vitamin B12 [16, 17], methionine [18], choline [19], vitamin C [20], and zinc [21] are all positively associated with the development of spina bifida. Many of these vitamins and nutrients are synthesized or metabolized by the human gut microbiome [22]. Folate, whose deficiency is potentially the most strongly associated nutrient with spina bifida risk is produced by a wide variety of bacterial taxa, with an estimated 13% of the species colonizing the human gut having the necessary genes for folate synthesis [23]; folate produced by the gut microbiota is bioavailable and a major source of serum folate [24]. Methionine deficiency is another risk factor for spina bifida that could be mediated through the gut microbiome. Metabolism of methionine by the gut microbiome results in the production of the short-chain fatty acids propionate and butyrate [25], which are key in the regulation of bowel permeability and inflammation [26]. Bowel inflammation and a ‘leaky gut’ are associated with a poorer uptake of nutrients [27], which could lower the serum and amniotic fluid levels of impor-
tant vitamins such as folate and cobalamin and contribute to spina bifida risk. While there are a number of potential connections between spina bifida and the gut microbiome, there is an absence of research on the direct relationship.

In this chapter, the separation of cohorts on the basis of conjugative systems will be explored in cohorts that differ primarily on geographic location as a proof of principle. This is to establish that conjugative systems are differentially abundant between groups, like metagenomic-assembled genomes [1]. In the study of the association between spina bifida and the composition of the gut microbiota of mothers, we processed metageonomic reads following our approach that allows for the analysis of conjugative elements. As shown in Chapter 2, conjugative systems are systematically excluded from metagenomic bins, so they must be separately analyzed for a complete understanding of the differences in microbiota composition between cohorts. Assembly-based and assembly-free methods were utilized to examine the differences between the microbiotas of mothers who gave birth to infants with spina bifida compared to the mothers who gave birth to healthy infants. Conjugative systems were identified using the methods outlined in Chapter 2 and compared independently between groups from the genomic bins. All methods show robust differences between groups that reveal an association between human gut microbiota composition in mothers and spina bifida.

3.2 Methods

3.2.1 Reference human gut metagenome set

A near-complete and non-redundant set of human gut microbiome genomes were downloaded from the European Bioinformatics Institute FTP site [28]. These genomes were assembled from 13,133 metagenomic samples, a comprehensive set of samples available at the time, using SPAdes [29] and binned using MetaBAT2 [30]. The quality of binned genomes were assessed using CheckM [31]. High-quality genomes were defined as greater than 90% completeness and less than 5% contamination and medium-quality genomes were defined as greater than 50% completeness and
less than 10% contamination, and these genomes were used to create the non-redundant set of genomes. The program dRep was used to cluster the genomes at 99% sequence identity [32] thereby dereplicating the genome bins, creating a set of 2505 genomes [28].

### 3.2.2 Identifying and quantifying conjugative systems in reference human gut metagenome set

ORFs were predicted in the genome by Prodigal version 2.6.3 [33]. The predicted protein sequences were then aligned to the UniRef90 database [34] using the Diamond protein aligner version 0.9.14 [35]. Contigs were extracted from the genomes if they contained annotations for a relaxase/mobilization protein and a type IV secretion/type IV coupling protein using a word-search strategy. Short-read data from 785 samples (Supplemental Table 2) [36, 37, 38, 39, 40, 41, 42, 43] were downloaded from the Sequence Read Archive using the SRA toolkit version 2.9.2. The downloaded reads were deduplicated with ‘dedupe.sh’ [44], and trimmed with Trimmomatic version 0.36 [45] with options ‘LEADING:10 TRAILING:10’. Subregions of the contigs where annotations for conjugative proteins were present, with no more than 20 ORFs between successive UniRef90 annotations for conjugative proteins, were extracted. The processed read data were mapped to the extracted conjugative systems using Bowtie2 version 2.3.5 [46] with the settings ‘–no-unal –no-mixed –no-discordant’. Extraction of the sub-regions was to avoid an artificially high proportion of reads mapping in samples where the bacterium is present, but the ICE has not integrated in its chromosome (Figure 3.1). The proportion of reads mapping to the conjugative systems was extracted from the Bowtie2 output, and the mapping data was visualized using Anvi’o [47]. Raw counts of reads mapping to the extracted conjugative systems were transformed using a centered log-ratio. The principal component coordinates of the first three components were used for clustering by hdbscan as those components contained the majority of the variance explained [48].
Figure 3.1: Conceptual diagram of the mapping coverage of an assembled integrative and conjugative element. The mapping coverage in the first plot shows an even mapping coverage across the contig because the ICE is present in the sample and the average mapping coverage of the contig would be an accurate metric. In the second plot, the ICE is missing in the sample and the mapping coverage falls to zero where the ICE is located on the contig. As a way to quantify the presence of the ICE, the average mapping coverage for the entire contig would be artificially high. Limiting the mapping to only the region containing the conjugative proteins solves this issue.

### 3.2.3 Metagenomic assembly of spina bifida microbiome

Sequencing reads obtained from the stool microbiomes of 15 mothers who had given birth to children with spina bifida and 18 samples from mothers who gave birth to healthy children were
processed prior to assembly. The reads were first aligned to the Genome Reference Consortium
Human Build 38 genome with Bowtie2 [46] to remove any human reads. As previously described,
the reads were processed with ‘dedupe.sh’ [44] and Trimmomatic version 0.36 [45] to remove
duplicated and low quality reads from the dataset. Using the processed reads, the samples were
assembled sample-by-sample using metaSPAdes [29]. To bin the assemblies into approximations
of bacterial genomes, the reads from all samples were mapped to all assembled metagenomes
using Bowtie2 [46], sorted and indexed using SAMtools [49], and binned using MetaBAT2 version
2.12.1 [30]. All MetaBAT2 bins were pooled and dereplicated at a 99% sequence identity using
dRep [32], a threshold that was used for the non-redundant gut microbiome genome set [28].
Bins with greater than 50% completion and less than 10% redundancy were used for quantitative
analyses.

### 3.2.4 Identification of conjugative elements in spina bifida microbiome

Conjugative elements were identified from the unbinned metagenomic assembly by leveraging the
profile hidden Markov model method of identifying conjugative systems developed in Chapter 2.
For the assembly of each sample, the contigs were imported into Anvi’o [47] where the HMMER
[50, 51] tool was used to search the open reading frames of the assembled contigs for conjugative
systems. If a contig contained pHMM alignments for all three classes of type IV conjugative
proteins (relaxase, type IV secretion system, and type IV coupling), then the contig would be
deemed as conjugative.

### 3.2.5 Annotation and quantification of bins and conjugative elements in the
spina bifida microbiome

Dereplicated bins and conjugative contigs were taxonomically assigned using two methods. Firstly,
the bins were classified taxonomically using PhyloPhlAn with the database version SGB.Jul20
[52]. The primary assignment of the bin was used as the putative PhyloPhlAn taxonomic as-
signment. Secondly, the bins and conjugative contigs were taxonomically assigned with the bin assignment tool of the CAT software package [53]. Processed sequencing reads were aligned to the bins using Bowtie2 version 2.3.5 [46] with the settings ‘--no-unal --no-mixed --no-discordant’ to quantify the abundances in each sample; read counts were obtained from the resultant SAM alignment files. The dereplicated bins were annotated with KEGG to estimate the metabolic capabilities of each bin [54]. KEGG analyses were conducted using the implementation in Anvi’o version 7.0 [47] with the functions ‘anvi-run-kegg-kofams’ and ‘anvi-estimate-metabolism’. The open reading frames (ORFs) of the dereplicated bins were also predicted separately using Prodigal version 2.6.3 [33]. The predicted ORFs were annotated using InterProScan version 5.48-83.0 [55] using the Pfam [56] and GO databases [57, 58]. Average coverage of the predicted ORFs was computed using ‘anvi-export-gene-coverage-and-detection’ module of Anvi’o, which was then converted into separate count tables for both Pfam and GO database entries. Differences in relative abundances of bins and conjugative elements between groups was assessed using the ALDEx2 R package [59].

3.3 Results

3.3.1 Mapping human gut microbiome data from cohorts to conjugative systems reveals distinct geographic-based patterns

As a proof of principle of the utility of the conjugative system identification frameworks established in chapter 2, we explored relative abundances of conjugative systems in a larger number of cohorts, without having to conduct computationally-expensive metagenomic assemblies. For this analysis, conjugative systems were identified from a set of 2505 bacterial genomes, which represent a non-redundant and near-complete picture of the human gut microbiome [28]. A total of 1598 contigs from 787 genomes that contain UniRef90 annotations for relaxase/mobilization and T4SS/T4CP proteins were identified. From these contigs, 3216 subregions where conjugative protein annotations were concentrated on the contig were extracted, with 2413 being >1kb in size and used for visualization. Short-read human gut microbiome sequencing data from 785 samples,
spread across 8 cohorts were aligned to the extracted subregions.

With the conjugative systems identified from the human gut metagenome set, there are distinct patterns that arise that are distinct to each cohort (Figure 3.2). Only a very small number of the reads from the North American and European Infant cohorts mapped to conjugative systems. The only notable signal is in the *Proteobacteria* phylum for the North American pre-term infants, a finding consistent with what was found by *de novo* assembly of these samples in chapter 2.

The West African and South American cohorts also share similar characteristics as both have an overall lower apparent relative abundance of conjugative systems compared to the other non-infant cohorts, particularly in the *Bacteroidetes* phylum. The other four cohorts appear similar with regards to the presence and absence of the conjugative systems. The cohorts separated into three distinct clusters (Figure 3.3 and 3.4), when the principal components of the centered log-ratio transformed data were clustered using hdbscan [48]. In this analysis infant cohorts were excluded because of their extreme sparsity. The majority of the West African and South American samples clustered together consistent with Figure 3.2. Not readily apparent from the cladogram was the East Asian cohort that clustered primarily on its own. The North American Indigenous, North American IBD, and Western European general samples largely clustered together. The distinct clustering of samples into geographic locations on the basis of the abundances of conjugative elements is similar to that of the broader gut microbiome [1].
Figure 3.2: Anvi’o cladogram of potentially conjugative systems originating from 785 samples across 8 cohorts. Inner rings of the phylogram represent individual samples and the outermost ring being the phylum of conjugative system. Each slice of the circle phylogram are individual conjugative regions. For each point on the inner plot, the intensity of the black colouring corresponds to the mean coverage of the system for a given sample proportional to the other conjugative systems.
Figure 3.3: Clustering of the principal component coordinates of the CLR transformed relative abundances of the extracted conjugative regions from the genome database. Coloured points represent membership to clusters with grey points not belonging to a cluster. Ellipses represent a 95 percent confidence interval using a multivariate t-distribution about the cluster.
Figure 3.4: Stacked bar plot of the proportions of samples belonging to the hdbscan clusters from each cohort.

### 3.3.2 Differential abundances of taxa and functions in metagenomic bins in spina bifida microbiome

Having established that conjugative elements could discriminate between populations, we applied the protocol to human health-focused study. Metagenomic assembly and binning of 33 metagenomic samples from 15 mothers who gave birth to children with spina bifida and 18 who gave birth to healthy children yielded a total of 406 medium quality bins; Medium quality bins are defined as having greater than 50% completion and less than 10% redundancy as measured by CheckM using the single-copy bacterial genes [31]. dRep [32] was utilized to remove genomic bins that were duplicated in the assembly process in multiple samples by clustering the bins at a 99% sequence identity. Reads from each sample were mapped to the deduplicated bins to examine the differential abundances of taxa between the spina bifida and control cohorts. A principal component analysis of the abundances of the bins show some degree of separation between the spina bifida and control
samples on components 1 and 2 (Figure 3.5). Differential abundance analysis via ALDEx2 [59] on count tables shows that the most differentially abundant bin belongs to the bacteria *Campylobacter hominis*, which had an effect size of 0.96 and was enriched in the mothers who gave birth to infants with spina bifida (Figure 3.6). Secondarily, there was a genomic bin belonging to the genus *Peptoniphilus* that also was enriched in the cases, with an effect size of 0.73. To confirm that *Campylobacter hominis* and *Peptoniphilus* are differentially abundant between the groups, an orthogonal method, MetaPhlAn [60], was used to classify the taxonomy of each read to create a count table of the taxa abundances in each sample. By this method, the two most differentially abundant species are *Campylobacter hominis* and *Peptoniphilus* with effect sizes of 0.86 and 0.79, respectively, which confirms the enrichment in mothers who gave birth to infants with spina bifida.

Figure 3.5: Principal component analysis diagram of the 15 spina bifida and 18 control samples for the mapping to the dereplicated bins. Ellipses represent a 95% confidence interval using a multivariate t-distribution about the samples belonging to each group. Orange points are samples from the control group and blue points are for the samples of mothers that gave birth to infants with spina bifida.
Figure 3.6: Effect plot of the dereplicated genomic bins. Median Log\(_2\) Dispersion is the within group observed variability in the relative abundances of a genomic bin. Median Log\(_2\) Difference is the between group variability in the relative abundances of a genomic bin. Positive values of a Median Log\(_2\) Difference suggest enrichment in the control samples and negative values suggest an enrichment of a bin in mothers who gave birth to infants with spina bifida (labeled with rab.win.control and rab.win.case on the axis). Bins for *Campylobacter hominis* and *Peptoniphilus*, which are enriched in the case samples, were highlighted with blue and orange points, respectively, on the plot. Dashed lines are the approximate boundary of an effect size of one.

Relative abundances of reads mapping to the ORFs of genes predicted by the gene ontology and Pfam modules of InterproScan were compared between groups as well (Table B.1). From the Pfam annotations, the most enriched gene annotation in the spina bifida group was for a putative
serine esterase with an effect size of 1.16. Of note, the annotations for serine esterases are only in genomic bins from the genera *Ruminococcus* and *Porphyromonas*, so the enrichment of this gene is not attributable to the enrichment of *Campylobacter* and *Peptoniphilus* species that was seen from the taxonomic analysis. This is in contrast to the second most enriched Pfam annotation which is of a *Campylobacter* major outer membrane protein (effect size 0.95) and is only found in the genomic bin of *Campylobacter hominis*. The bins containing the gene annotation for serine esterase were of a lower enrichment with effect sizes ranging from 0.27 to 0.6. Additionally, multiple Pfam annotations for STT3 oligosaccharyl transferase genes were found to be enriched at an effect size of 0.87, which is corroborated by the enrichment of the GO term oligosaccharyl transferase activity with an effect size of 0.9. Interestingly, there is also a slight enrichment of the GO term ‘regulation of conjugation’ in the spina bifida group with an effect size of 0.7.

### 3.3.3 Differential abundances of conjugative systems in spina bifida microbiome

From the 3079136 total assembled contigs across the 33 samples, 116 of them were identified as being potentially conjugative by selective annotation with pHMMs. The UniRef90 method of conjugative systems identification was intractable for identification of conjugative elements with the computational resources available at the time. To quantify the differences in conjugative systems between groups reads were mapped to the regions localized with conjugative proteins (Figure 3.1). Unlike the bins, there is no apparent separation between groups with mostly overlapping distributions on the principal component diagram (Figure 3.7). Though, with a much lower effect size (0.54) than the genomic bin of *Campylobacter hominis*, the most enriched conjugative system in the mothers who gave birth to an infant with spina bifida belongs to *Campylobacter hominis* (Figure 3.8). Importantly, this contig was not included in the genomic bin of *Campylobacter hominis*, which is in line with the findings of Chapter 2 that the vast majority of conjugative systems are not included in metagenomic bins. Annotations of this contig with the UniRef90 database [34] show that the majority of the open reading frames are of Vir family conjugative proteins, toxin-antitoxin
systems, helicases, and a glyoxalase protein.

Figure 3.7: Principal component analysis diagram of the 15 spina bifida and 18 control for the relative abundances of the predicted conjugative elements. Ellipses represent a 95% confidence interval using a multivariate t-distribution about the samples belonging to each group. Orange points are samples from the control group and blue points are for the samples of mothers that gave birth to infants with spina bifida.
Figure 3.8: Effect plot of the conjugative elements identified with pHMMs. Median Log$_2$ Dispersion is the within group observed variability in the relative abundances of a conjugative element. Median Log$_2$ Difference is the between group variability in the relative abundances of a conjugative element. Positive values of a Median Log$_2$ Difference suggest enrichment in the control samples and negative values suggest an enrichment of a element in mothers who gave birth to infants with spina bifida (labeled with rab.win.control and rab.win.case on the axis). A conjugative element with the taxonomic assignment of *Campylobacter hominis*, which was enriched in the case samples, was highlighted with a blue on the plot. Dashed lines are the approximate boundary of an effect size of one.
3.4 Discussion

Conjugative systems appear to be differential between cohorts in a similar manner to what has been demonstrated with the overall composition of bacterial species in the human gut between geographically-based cohorts [1]. The starkest difference is the apparent lack of abundance in the North American pre-term infant and European infant datasets of conjugative systems found in the human gut reference set of metagenomic-assembled genomes (Figure 3.2). This is not a result of a lack of conjugative systems, as evidenced by conjugative systems being successfully assembled from the same pre-term infant samples in chapter 2, but rather a bias in the databases towards well-studied cohorts such as the general adult populations from North America or Europe. This logic can be extended to populations that showed a sparser range of conjugative systems in Figure 3.2, such as the West African cohort, which are data from the microbiomes of a hunter gatherer tribe and are unlikely to be well-represented in a Western-biased database. However, these findings do illustrate that conjugative elements are broadly differential between populations.

In conjunction with the findings of chapter 2 that conjugative elements as systematically excluded from metagenomic bins, it emphasizes the need to specifically include an analysis of conjugative systems if the goal is to capture the differences in the composition of the microbiome between groups. Although these differences in these elements likely reflects the differences in the overall microbiota composition, there could be biologically-relevant cargo genes that are being excluded from metagenomic bin-centric analyses.

In the gut microbiota of mothers who gave birth to infants with spina bifida, there is a consistent enrichment of the species *Campylobacter hominis* (Figure 3.6), which was differentially abundant using metagenomic binning and an assembly-free method. Also enriched in the genomic bins were annotations for serine esterases that were only found in genomic bins belonging to the genera *Ruminococcus* and *Porphyromonas*. *Campylobacter, Ruminococcus*, and *Porphyromonas* are all genera that have been previously associated with obesity and the resultant proinflammatory microbiota [9]. Additionally, in the assembly-free method of differential abundance analysis the species *Peptoniphilus duerdenii* was enriched in the mothers who gave birth to infants with spina bifida.
*Peptoniphilus duerdenii* and other *Peptoniphilus* species have been previously associated with the development of bloodstream infections, which is a risk factor for spina bifida [61]. Differential abundance analysis of the identified conjugative elements from the assemblies also revealed that the most enriched genetic element in the spina bifida cohort belonged to the species *Campylobacter hominis*. While the annotations of the conjugative element do not reveal an obvious biological mechanism for causing spina bifida, conjugative elements can be re-purposed to vectors to carry CRISPR systems that can selectively kill pathogenic bacteria. [62]. If *Campylobacter hominis* is indeed causing systemic inflammation that leads to mothers giving birth to infants, then having a vector that could serve as a vector for selectively killing *Campylobacter hominis* would be of clinical interest. Recently, one of the conjugative systems identified in the human gut reference genome set has been synthesized *de novo* and shows greater conjugation efficiency to its cognate species than to *Escherichia coli* (personal communications, Thomas Hamilton). Due to limitations in computational resources, the UniRef90 method of annotation and conjugative element identification was not possible for these sample. Given the apparent greater sensitivity of the method, additional differentially abundant conjugative elements may be present in these samples that were not detected by the pHMM method. In future confirmational studies of the association of spina bifida and the maternal gut microbiota, the more robust method should be used.

Transferable genetic elements are clinically relevant, and their systematic exclusion from genomic bins makes precise identification critical in metagenomic analyses. In the microbiomes of mothers who gave birth to infants with spina bifida, conjugative systems present represent clinical interest, but are likely to be omitted in a standard analysis. Expanding the analysis to include conjugative elements revealed a potential vector for modulation of the microbiota to reduce inflammation. Conjugative elements show distinct patterns in geographically-based cohorts, which likely extends to differences between cohorts focused on human health. A meta-analysis of studies of the human gut microbiome and human health may reveal a catalogue of potential vectors that can be used to modulate the composition in states of dysbiosis.
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Chapter 4

Pangenomic analysis of five new strains belonging to the manganese-oxidizing genus Manganitrophus

4.1 Introduction

Bacteria harbour a great diversity of metabolic pathways that are being discovered continually as previously unculturable bacteria are cultured using novel methods or sequenced metagenomically from environmental samples. Novel metabolic pathways from extreme environments have become of interest as they can play a key role in efforts to engineer communities of bacteria for the purposes of bioremediation. Through anthropogenic pollution of the environment by industrial processes, large quantities of heavy metals enter the environment causing broad ranges of toxicity to plants and animals. Technology and methods have been developed that are abiotic, however, they are expensive and inefficient in comparison to the use of biological processes [1]. Plants have been utilized to remove heavy metals from the environment, a process called phytoremediation [2], but the slow doubling time of plants make them difficult to scale and a sub-optimal candidate for remediation of the environment. Bacteria have quick doubling times and have been found to be able
to counter the pollution of heavy metals such as lead, chromium, cadmium, and arsenic [3, 4, 5, 6, 7]. The cell surfaces of some species of bacteria are rich in transporters that allow heavy metals to cross the cell membrane [8]. This permits bacteria to uptake large quantities of heavy metals into their cytoplasm and out of the environment, a process known as bioaccumulation [9]. The machinery to transport and bioaccumulate heavy metals are often carried on plasmids by bacteria that can be dispersed throughout the environment to other bacteria [10]. Once inside the cell, the bacteria can metabolize the toxic heavy metal into a less toxic product through biotransformation, bioleaching, or biomineralization [11, 12]. In addition, bacteria are able to secrete molecules such as extracellular polymeric substances [13, 14], metallothioneins [15], or siderophores [16] that can sequester the heavy metals.

Heavy metal waste is commonly produced through oil refinement, which also expels large volumes of contaminant hydrocarbons into the waste water and it has been hypothesized that bacteria may have the metabolic capabilities of degrading these complex hydrocarbons. Indeed, a number of bacteria have been identified as being capable of using polyaromatic hydrocarbons (PAHs) as a sole energy source [17]. Similarly to heavy metal removal, the use of microbes to remediate oil spills is believed to be more environmentally friendly and more efficient [18]. Pathways for bioremediation of heavy metals, such as biomineralization, are also used for the sequestration of PAHs like naphthalene [19]. More well-studied than biomineralization of PAHs is the oxidation and degradation of PAHs where the bacteria utilize the high-energy bonds of hydrocarbons to fuel their metabolism. Species from the genera *Sphingomonas*, *Rhodococcus*, and *Alcanivorax* are well-known metabolizers of PAHs and other hydrocarbons [20, 21, 22]. Similar to heavy metal bioremediation, the genes critical for the metabolism and sequestration of hydrocarbons are commonly found on plasmids [23]. Metabolism of PAHs is primed by the aromatic ring cleavage with oxygenases and dioxygenases, which results in products that can be metabolized by the tricarboxylic acid cycle [24, 25, 26]. Importantly, hydrocarbon degradation and heavy metal contamination may potentially be linked. Ammonia oxidation is inhibited by environmental chromium contamination [27], and general impairment of metabolism could extend to hydrocarbon oxida-
tion as well. This may be a contributing reason as to why microbial consortium are much more effective at metabolizing hydrocarbons than individual bacteria [28]. There are members of the community that can sequester and metabolize heavy metals present in the wastewater, which allows the hydrocarbon-degrading bacteria to perform metabolism uninhibited. Efforts have been made to engineer *Deinococcus radiodurans* that can metabolize both heavy metal and hydrocarbons [29], but because cometabolism is so important for PAH degradation [30], it would still likely be more efficient to introduce a consortia than an optimized isolate.

A clade of bacteria that has garnered interest for bioremediation, and the unique metabolic pathways present in its member species, has been the phylum *Nitrospirae* (formerly known as *Nitrospirae*). The primary bioremediation function that is found in the *Nitrospirae* phylum is complete ammonia oxidation in the genus *Nitrospira* [31, 32, 33, 34, 35]. Though some *Nitrospira* species are only able to oxidize nitrite, many are able to oxidize both nitrite and ammonia [36]. This capacity to completely oxidize ammonia is of environmental interest for bioremediation because ammonia runoff from industrial farming causes toxic algal blooms, which may be preventable with the metabolism of ammonia by *Nitrospira*. Other interesting metabolic functions of *Nitrospirae* species include the reduction of sulfate [37, 38, 39, 40, 41], disproportionation of inorganic sulfur [42], oxidation of iron [43], and the capacity to align themselves with the earth’s magnetic fields [44]. Recently, a novel genus of *Nitrospirae* was discovered that has the ability to oxidize manganese as its sole energy source [45, 46]. Through the reverse tricarboxylic acid cycle, members of the genus *Manganitrophus* are able to utilize the potential of manganese electrons to drive their autotrophic growth [45]. Given that manganese is a very common element in the earth’s crust, it follows that there should be a widespread abundance of bacteria that are able to utilize this biochemical process to fuel their growth.

Here, we present five metagenomic-assembled genomes from a novel candidate species belonging to the genus *Manganitrophus*. These novel strains were assembled from long-read metagenomic data collected from biofilms growing on granular activated charcoal filters from an oil refinery’s wastewater treatment plant in Sarnia, Canada. The novel strains can be placed within the same
genus as the recently described *Candidatus Manganitrophus noduliformans* and *Candidatus Manganitrophus morganii* species through a phylogenetic tree based on the single-copy core genes. The candidate species share the same gene clusters related to manganese oxidation and hydrocarbon degradation, but the novel strains also have an increased genetic capacity to transport heavy metals across their cellular membrane. By publishing these genomes and comparing them to the other members of their genus, insight into how these manganese-oxidizing bacteria adapt to their harsh environment has been gained.

### 4.2 Methods

#### 4.2.1 Isolation and sequencing of DNA from granular activated charcoal biofilms

To a 50mL falcon tube containing 10 g of granular activated carbon (GAC) sample, 10 mL of lysis buffer (10 mM Tris-HCl, 100 mM NaCl, 25 mM EDTA, 0.5% (w/v) SDS) and 2.5 mg of lysozyme was added and mixed by slowly rotating the tube horizontally to minimize granule movement. The mixture was incubated for 1 hour at 37°C, while slowly mixing every 15 minutes. 5µL of RNase (20 mg/mL) was subsequently added to the mix and incubated at 37°C for another 30 minutes, with slow mixing every 15 minutes. Finally, 100 µL of Proteinase K (800 units/mL) was added and the mixture was incubated at 57°C for 1 hour and 30 minutes. Following incubation, the sample was spun at 3000g for 5 minutes to spin down small GAC particles that are suspended in the lysate before being decanted into a new 50 mL falcon tube. Then, 1 volume of 25:24:1 phenol:chloroform:isomyl alcohol was added and mixed by rocking for 8 minutes, before being spun down at 3000g for 3 minutes. The aqueous phase was transferred to a new 50 mL falcon tube using wide bore pipette tips for a chloroform wash. To the aqueous phase, 1 volume of chloroform was added and mixed by gentle rocking for 8 minutes, before being spun down at 3000g for 3 minutes. The aqueous phase was transferred to a new tube and the chloroform wash step was repeated. Next, 1/10 volume of sodium acetate (3 M, pH 5.2) was added and mixed by inversion.
volumes of ice cold 100% ethanol was then added and mixed by inversion. High molecular weight DNA that precipitated was spooled out into a 1.5 mL Eppendorf tube containing 200 µL of 75% ethanol using a Pasteur pipette that was melted into hook. The DNA was spun down at 10000g for 3 minutes. The ethanol was removed without disturbing the pellet and another 200 µL of 75% ethanol was added, before being spun at 10000 g for 3 minutes. After spinning, the ethanol was removed and the pellet was left to air dry for 2 minutes. Depending on the size of the pellet, the DNA was resuspended with 200 µL to 1 mL of Tris-HCl (10 mM, pH 8) overnight.

The recovered DNA was size selected to retain fragments greater than 40kb using the Circulomics Short Read Eliminator XL kit according to the manufacturer’s protocol. The sequencing library was prepared from the size selected DNA using the Oxford Nanopore ligation sequencing kit (SQK-LSK110) and its associated protocol, with a few changes. In the DNA repair and end prep steps, the DNA was incubated in the thermal cycler for 20 minutes at 20 °C and 20 minutes at 65 °C. Instead of AMPure XP beads, Omega Bio-Tek Mag-Bind beads were used in clean up steps. The library was sequenced on Oxford Nanopore’s MinION platform, using a 9.4.1 flow cell. Basecalling was performed with Guppy 5.0.16 in super accuracy mode (dna_r9.4.1.450bps_sup).

4.2.2 Metagenomic assembly and identification of strain GAC1

Prior to assembly, reads were trimmed using Nanofilt [47] with settings ‘-q 10 -l 500’ to filter out reads with an average quality score below 10 or a read length less than 500 base pairs. The filtered reads were then metagenomically assembled using Flye [48] with settings ‘-nano-raw -meta -g 5m’. The reads were aligned to the contigs using Minimap2 [49] and then the alignments were filtered using GERENUQ [50] to avoid polishing with poorly aligned sequences or chimeric reads erroneously generated during sequencing. Polishing using Racon [51] with settings ‘-m8 -x -6 -g 8 -w 500’ and subsequently using Medaka [52] with settings ‘-m r941_min_sup_g507’ was performed to correct sequence errors in the assembly. Taxonomic assignment of all contigs present in the polished assembly was performed using CAT [53] with the database release ‘CAT.prepare.20210107’. Conjugative elements were identified using a previously established method using profile hidden
Markov model integration in Anvi’o [54, 55]. Contigs from the first assembly with the taxonomic assignment of Candidatus Manganitrophus noduliformans were extracted for further analysis.

4.2.3 Mapped assembly of subsequent strains

For the remaining four strains of Manganitrophus, the genomes could not be resolved from a standard metagenomic assembly. To successfully assemble these strains, the reads from these samples were aligned to the genome of the GAC1 strain using Minimap2 [49], filtered using GERENUQ [50] to select for reads with full-length alignments, then assembled using Flye [56] on standard settings. For strains 3 and 5, which did not yield circular, single-contig assemblies through this mapped assembly strategy, contigs were selected using Bandage [57] that formed a circular subgraph on the assembly graph. Subsequently, we repeated this process using the circular conjugative plasmid identified belonging to the genus Manganitrophus from sample GAC1. Plasmid sequences were retrieved for plasmid-specific analyses from Candidatus Manganitrophus noduliformans and Candidatus Manganitrophus morganii SA1 by aligning their published genomes to the GAC1 plasmid sequence and selecting for strongly aligning sequences through manual inspection of the alignment length and match scores. Circularization of chromosomes and plasmids was confirmed by aligning reads using minimap2 [49] to the contigs and identifying a read tiling path along the sequence with reads over 5000bp in length that overlap by at least 500bp–with an additional read that maps to the start and end of the genetic sequence.

4.2.4 Phylogenomics and genome annotation

Three Manganitrophus genomes were accessed from the NCBI database for direct pangenomic comparison from BioProject IDs PRJNA562312 and PRJNA776098. Additionally, 15 reference-level genomes of the phylum Nitrospirota were downloaded from the NCBI Assembly Database [58] to help construct the unrooted tree. CheckM [59] was run on all genomes to assess completion, contamination, GC%, and to generate a concatenated protein alignment of the single copy core bacterial genes for phylogenetic analysis. Construction of the phylogenetic tree was performed using
FastTree [60] integration in Anvi’o [55] and visualization of the unrooted tree was conducted with iTOL [61]. Average nucleotide identity of the 8 Manganitrophus genomes was performed using pyANI [62]. FastANI [63] was utilized to visualize the alignment between the GAC1 conjugative element and the published Candidatus Manganitrophus noduliformans genome. The eight Manganitrophus genomes were imported into Anvi’o, annotated with NCBI COGs [64] and KEGG [65], and built into a pangenome of gene clusters. Gene cluster bins were assigned manually on the basis of presence in the species and strains. The genomes were further annotated by aligning the open reading frames predicted with Prodigal to the UniRef50 [66] and AromaDeg [67] databases using the Diamond [68, 69] aligner with settings ‘–id 50 –query-cover 50 -f 6 –salltitles -p 10 -k 1’ and ‘–very-sensitive -f 6 –salltitles -p 10 -k 1’, respectively. Additionally, the predicted protein sequences were queried to the CANT-HYD [70] database using HMMER3 [71] and CRISPR arrays were predicted in the nucleotide sequences using PilerCR [72]. Pangemomic clustering and annotation was repeated for the separated plasmid sequences. Plasmid origins of replication were identified using the Ori-Finder2 web tool [73]. Plasmids were additionally annotated through an alignment to UniRef90 database [66] to identify proteins involved in conjugation.

4.3 Results

4.3.1 Assembly of five novel genomes belonging to the Manganitrophus genus from a biofilm growing on charcoal filters

The genus Manganitrophus is a recently described clade of bacteria from the phylum Nitrospirota that has been shown to have the capability to oxidize Manganese (II) carbonates as a sole source of energy [45]. The first genome published was of Candidatus Manganitrophus noduliformans which was serendipitously enriched from Californian tap water and the next two genomes were of Candidatus Manganitrophus morganii SA1 and SB1 which were enriched from samples collected from South Africa and California growing on a rock surface and an iron oxide mat, respectively. In this study, the novel genomes were identified via metagenomic assembly from a biofilm growing on a
granular activated charcoal (GAC) filter from Suncor Energy’s Sarnia, Ontario, Canada oil refinery. High molecular weight DNA was isolated from the biofilm and sequenced on an Oxford Nanopore Minion (9.41 flow cell). From the first sample, a circularized genomic element was taxonomically assigned as belonging to the clade *Candidatus Manganitrophus noduliformans*. However, genomes from subsequent samples were not able to be successfully assembled into circularized genomes using metaFlye due to the complexity of the communities and the apparent intrasample heterogeneity. To obtain circularized or highly contiguous genomes of the novel species for the other four samples, the long reads were aligned to the complete and circular genome of sample GAC1, filtered, and reassembled as a ‘pseudo-isolate’, which yielded two additional circularized genomes and two highly contiguous genomes (Table 4.1). Circularization of chromosomes from samples GAC1, GAC2, and GAC4 were confirmed through an overlapping read tiling path.

Table 4.1: Genome quality and summary metrics of the newly assembled and previously published *Manganitrophus* strains including plasmid sequences as evaluated by CheckM.

<table>
<thead>
<tr>
<th>Strain</th>
<th>Completion</th>
<th>Contamination</th>
<th>Strain Heterogeneity</th>
<th>GC Content</th>
<th>Size (bp)</th>
<th># Contigs</th>
</tr>
</thead>
<tbody>
<tr>
<td>M. noduliformans</td>
<td>98.58</td>
<td>4.55</td>
<td>0</td>
<td>56.41</td>
<td>5171380</td>
<td>22</td>
</tr>
<tr>
<td>M. morganii SA1</td>
<td>97.67</td>
<td>3.64</td>
<td>0.00</td>
<td>56.10</td>
<td>4257136</td>
<td>8</td>
</tr>
<tr>
<td>M. morganii SB1</td>
<td>97.67</td>
<td>3.64</td>
<td>0.00</td>
<td>56.20</td>
<td>4287287</td>
<td>1</td>
</tr>
<tr>
<td>M. GAC1</td>
<td>95.40</td>
<td>2.73</td>
<td>0.00</td>
<td>56.13</td>
<td>4562547</td>
<td>2</td>
</tr>
<tr>
<td>M. GAC2</td>
<td>96.58</td>
<td>3.64</td>
<td>0.00</td>
<td>56.10</td>
<td>4602354</td>
<td>6</td>
</tr>
<tr>
<td>M. GAC3</td>
<td>89.38</td>
<td>16.74</td>
<td>78.26</td>
<td>56.29</td>
<td>5306623</td>
<td>31</td>
</tr>
<tr>
<td>M. GAC4</td>
<td>90.93</td>
<td>2.78</td>
<td>0.00</td>
<td>56.37</td>
<td>4553225</td>
<td>3</td>
</tr>
<tr>
<td>M. GAC5</td>
<td>96.49</td>
<td>42.50</td>
<td>84.13</td>
<td>56.05</td>
<td>5615601</td>
<td>18</td>
</tr>
</tbody>
</table>

### 4.3.2 Assembly of five novel conjugative plasmids

In addition to the 5 chromosomal genomes of a novel *Candidatus Manganitrophus* bacteria, five conjugative plasmids were also identified. A circularized genetic element of roughly 330kb in length was identified from the first GAC sample that was assigned the same taxonomy as the chromosomal DNA. Ori-Finder2 [73] predicted bacterial origin of replication sequences within the chromosome of GAC1 as well as within the separate circularized sequence presumed to be a plasmid. To confirm that this circular genetic element found within the metagenome was indeed a plasmid belonging to the novel *Candidatus Manganitrophus* species, the plasmid sequence
was aligned to the published *Candidatus Manganitrophus noduliformans* genome with FastANI, which showed that multiple contigs from the published isolate genome were of plasmid origin (Figure A.1). This finding suggests that this large, conjugative plasmid is well-maintained within this genus. Indeed, the novel plasmid also aligned with contigs from the published *Candidatus Manganitrophus morganii* SA1 genome. However, the published genome of *Candidatus Manganitrophus morganii* SB1 only contained a single contig that did not have any alignments to the plasmid. For samples 2-5, circularized contigs could not be obtained from a standard metagenomic assembly, so the mapped assembly strategy was used to obtain two additional circularized plasmids and two highly contiguous plasmid sequences (Table 4.2). Circularization of plasmids from samples GAC1, GAC3, and GAC5 were confirmed through an overlapping read tiling path. All of the assembled and identified plasmids had multiple open reading frames annotated by UniRef90 as components for type IV conjugative transfer. Additionally, carried as cargo on these plasmids are a multitude of genes related to the transport and biotransformation of metals such as cobalt, copper, and mercury.

Table 4.2: Summary information of identified conjugative plasmids. Summary information on GC content, size, and contigs were obtained from CheckM and the number of conjugation genes was determined by annotation of the genome with the UniRef50 database.

<table>
<thead>
<tr>
<th></th>
<th>GC Content</th>
<th>Size (bp)</th>
<th># Conjugation genes</th>
<th># Contigs</th>
</tr>
</thead>
<tbody>
<tr>
<td>M. noduliformans</td>
<td>54.71</td>
<td>342241</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>M. morganii SA1</td>
<td>53.55</td>
<td>288825</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>M. GAC1</td>
<td>53.57</td>
<td>328837</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>M. GAC2</td>
<td>53.85</td>
<td>364954</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>M. GAC3</td>
<td>53.74</td>
<td>330790</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>M. GAC4</td>
<td>53.74</td>
<td>318819</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>M. GAC5</td>
<td>53.74</td>
<td>295087</td>
<td>7</td>
<td>1</td>
</tr>
</tbody>
</table>

4.3.3 Placement of novel genomes into the genus *Manganitrophus*

The first indication that the novel genomes belonged to the genus *Manganitrophus* was the taxonomic assignment provided by the Contig Annotation Tool of *Candidatus Manganitrophus noduliformans*. All representative genomes from the *Nitrospirota* phylum were downloaded from the
NCBI assembly database to confirm the placement of the newly assembled genomes in the genus *Manganitrophus*. The phylogenetic tree was based on the protein alignments of the concatenated single-copy core genes predicted by CheckM and constructed using FastTree integration in Anvi’o. In an unrooted phylogenetic tree, the five novel genomes were very closely associated on a branch with *Candidatus Manganitrophus noduliformans*, *Candidatus Manganitrophus morganii* SA1 and *Candidatus Manganitrophus morganii* SB1 (Figure 4.1). To further elucidate the fine-grain relationships between the *Manganitrophus* species, the eight genomes were compared using pyANI to obtain average nucleotide identity values. The five novel strains show high similarity to one another, but form a separate branch when hierarchically clustered with *M. morganii* and *M. noduliformans* (Figure 4.2). Based on the phylogeny and ANI clustering, we propose our assembled genomes belonging into a novel, uncharacterized species in the *Manganitrophus* genus.
Figure 4.1: Unrooted phylogenetic tree of the phylum *Nitrospirota* generated by FastTree using alignments of bacterial single copy genes produced by CheckM.
4.3.4 Establishing the core and accessory genes in the *Manganitrophus* pangenome

The Anvi’o suite of pangenomic tools were used to cluster orthologous genes within the eight *Manganitrophus* genomes, assign the gene clusters into bins based on presence in certain genomes, and to annotate the gene clusters with KEGG and NCBI COG. The result of the gene cluster can be visualized with Anvi’o (Figure 4.3). The largest group of gene clusters that are found consistently
in all eight of the strains are referred to as the stable core. It is unlikely that the orthologues present in these gene clusters are responsible for the differences between the species. The stable core contains all the single-copy core genes that are identified by CheckM. There is also another large bin that is labelled as the ‘Unstable Core’. These gene clusters are mostly found in all of the strains, but contain some degree of variation and absence in strains that do not follow the species boundaries. These two bins of gene clusters form what is referred to as the core gene set and the remaining gene clusters form the accessory gene set.
Figure 4.3: Pangenomic visualization of the full genomic content of the genus *Manganitrophus*. Black shading of circular track represents the presence of a gene cluster in a given strain. Bins of gene clusters on outer ring were determined manually to denote the pattern of presence in the groups of strains or strains. CM GAC are genes clusters primarily present in the GAC strains, CM M_N are primarily in the *Manganitrophus morganii* and *noduliformans* strains, and the CM N, M_SB1, M_SA1, GAC_1, GAC_2, GAC_3, GAC_4, GAC_5 groupings are gene clusters unique to the strains the groupings are named after. The intensity of the red shading represents the average nucleotide identity with a deeper shade of red being a greater level of similarity.

The accessory genes are more likely to be involved in the differences between species, given that they are not conserved throughout the genus or species, and can permit some insight into the adaptation of the species to their given environments. By using the COG annotations of the gene
clusters, proportions of gene clusters belonging to different functional categories can be compared between the core and accessory genome (Figure 4.4). In the core genome, well-conserved functional categories such as translation and protein metabolism make up a greater proportion of the core genes that in the accessory genome. In contrast, protein categories such as defence mechanisms, cell wall biogenesis, and inorganic ion transport and metabolism make up an out-sized proportion of the accessory genome. The last of which is of particular interest given the known ability of the *Manganitrophus* genus to oxidize manganese as the sole source of energy. Interestingly, the manganese oxidases responsible for this process are found in both the core and accessory genome. Manganese oxidase genes, as annotated by KEGG, are found in both the stable and unstable core gene cluster bins and the CM.GAC bin, which are the genes found primarily in only the novel assembled genomes. Additionally, c-type cytochrome genes are found in the core genome as well, and were noted as being a key component in the oxidation of manganese [45].
4.3.5 Establishing the pangenome of the Manganitrophus plasmid

Though the plasmid was included in the pangenome displayed in Figure 4.3, it is important to separately analyze an independently replicating genetic element that in theory could be exchanged with other bacteria. Like the full pangenome, there are a number of gene clusters that are conserved within the genus (Figure 4.5). Also in a similar manner to the full pangenome, there are a number of genes that appear to be exclusive, or enriched, in the novel genomes assembled from the GAC community. In contrast to the full pangenome, cell wall biogenesis is enriched in the gene clusters
of the core genome (Figure 4.6). Also, comparatively more represented in the core genome are gene clusters with functions of protein turnover and replication. In the accessory genome is an enrichment of genes related to the mobilome, signal transduction, and motility, which is suggestive that there may be some differences between the plasmids in terms of conjugative machinery because orthologues for these gene categories are not necessarily found in each plasmid sequence. In the full pangenome inorganic ion transport was shown to be more represented in the accessory than the core. However, this difference does not appear to be due to the differences in ion transport carried as cargo on the conjugative megaplasmid, which commonly harbour genes related to heavy metal transport [10]. Indeed, there are UniRef90 alignments on these plasmids for transporters and binding proteins of metals such as cadmium, nickel, mercury, and copper. Copper binding proteins and transporters are found among all of the species, but cadmium transporters are only annotated on the plasmids of the GAC strains.
Figure 4.5: Pangenomic visualization of the plasmid content of the genus Manganitrophus. Black shading of circular track represents the presence of a gene cluster in a given strain. Bins of gene clusters on outer ring were determined manually to denote the pattern of presence in the groups of strains or strains.
4.3.6 Gene clusters characteristic to novel bacteria growing on GAC filters

Though there are 682 gene clusters in the ‘CM_GAC’ gene cluster bin, that does not mean that there are 682 unique genes. For instance, manganese oxidase genes are found in the ‘CM_GAC’ gene cluster bin but also the ‘Stable Core’ and ‘Unstable Core’ gene cluster bins. There is a high degree of overlap between the annotations for the gene clusters that appear divergent. This was addressed by searching for unique KEGG annotations of the gene clusters ‘CM_GAC’, ‘CM_GAC2’, ‘CM_GAC_1’, ‘CM_GAC_3’, ‘CM_GAC_4’, ‘CM_GAC_5’ (Table 4.3). Many of the genes are
unique to these gene cluster bins, which suggests there is a difference with how these novel bacteria exchange DNA and other substrates with other bacteria in their environment due to the presence of unique conjugation genes. Also unique to the novel bacteria are a number of genes related to metal resistance. Zn2+/Cd2+-exporting ATPase, nickel/cobalt transporter (NicO) family protein, and copper resistance protein C are among the KEGG annotations unique to the GAC bacteria. These genes, among others, suggest that these bacteria are adapted to the harsh environment in the refinery effluent that is enriched with heavy metals and toxic compounds.

Table 4.3: Unique COG annotations for each *Manganitrophus* GAC strain sorted into their respective COG categories.

<table>
<thead>
<tr>
<th>COG Category</th>
<th>GAC1</th>
<th>GAC2</th>
<th>GAC3</th>
<th>GAC4</th>
<th>GAC5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal transduction mechanisms</td>
<td>20</td>
<td>13</td>
<td>31</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Inorganic ion transport and metabolism</td>
<td>8</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Intracellular trafficking, secretion, and vesicular transport</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Extracellular structures</td>
<td>11</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Nucleotide transport and metabolism</td>
<td>5</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Transcription</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>General function prediction only</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Cell wall/membrane/envelope biogenesis</td>
<td>9</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Coenzyme transport and metabolism</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Posttranslational modification, protein turnover, chaperones</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Replication, recombination and repair</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Function unknown</td>
<td>8</td>
<td>9</td>
<td>6</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Mobilome: prophages, transposons</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Cell motility</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Carbohydrate transport and metabolism</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Amino acid transport and metabolism</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Defense mechanisms</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Secondary metabolites biosynthesis, transport and catabolism</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Translation, ribosomal structure and biogenesis</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Lipid transport and metabolism</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Energy production and conversion</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

In addition, the annotations unique to *M. noduliformans* and *M. morganii* were explored. Of note, there are separate type IV secretion system protein and plasmid separation proteins, which coincides with the notion that the original *M. noduliformans* genome has an additional conjugative plasmid in comparison to the other seven genomes. In Table 4.1, it is clear that *M. noduliformans* is much larger than the other non-redundant genomes that have been surveyed. Additionally, there are CRISPR systems unique to these genomes, which are represented in the defense mechanism
enrichment in the accessory genome in Figure 4.4. CRISPR arrays are only predicted on two contigs belonging to *M. noduliformans* and may be unique to that species.

### 4.3.7 Hydrocarbon metabolism in the genus Manganitrophus

The ability of *Manganitrophus* species to degrade toxic compounds is of special interest because of the environment that these novel genomes are derived from. The wastewater that is filtered through the GAC systems are rich in naphthenic acids, asphaltenes, and other hydrocarbons, and it is presumed that the bacteria growing on these filters play a role in the removal of these compounds through degradation. Given the differences in environments between the novel species and *M. noduliformans* or *M. morganii*, which were recovered from tap water and sediments, one would expect differences in the capacity to metabolize hydrocarbons. However, there is a near complete overlap in the hydrocarbon metabolism genes predicted by CANT-HYD and AromaDeg (Table 4.4). Within the genus *Manganitrophus*, there appears to be a capacity to metabolize phthalate, gentisate, salicylate, monocyclic aromatic hydrocarbons, and biphenyls (as predicted through the AromaDeg database). Predicted by CANT-HYD, are genes responsible for the metabolism of benzene, alkane, p-cymene, phenol, dibenzothiophene, ethylbenzene, naphthalene, monoaromatics, polyaromatics, propane, butane, and toluene throughout the genus. Metabolism of hydrocarbons as a source of energy is evidently a well-conserved function in this genus despite the disparate environments they were discovered in.

Table 4.4: Summary of hyrdocarbon metabolism annotation through CANT-HYD and AromaDeg.

<table>
<thead>
<tr>
<th></th>
<th>CANT-HYD annotations</th>
<th>AromaDeg annotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>M. noduliformans</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>M. morganii SA1</td>
<td>16</td>
<td>14</td>
</tr>
<tr>
<td>M. morganii SB1</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>M. GAC1</td>
<td>17</td>
<td>13</td>
</tr>
<tr>
<td>M. GAC2</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>M. GAC3</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>M. GAC4</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>M. GAC5</td>
<td>16</td>
<td>14</td>
</tr>
</tbody>
</table>
4.3.8 Evidence of intrasample heterogeneity in genomes

As evidenced by the incomplete and contaminated assemblies of strains GAC3 and GAC5 (Table 4.1), there is intrasample strain heterogeneity in the novel genomes. To some extent, the heterogeneity can be visualized through the assembly graphs of GAC3 and GAC5 (Figures 4.7 and A.2). There are multiple bubbles on the assembly graphs that show potential strains within the closed-loop assembly graphs. In the strain GAC3, the bubbles on the graph exist as a set of two paths with one path usually at about 20x coverage and the other path as 30x coverage. GAC5 has 3 apparent bubbles on the assembly graph where the two paths are at roughly 100x and 200x coverage compared to the mean coverage of roughly 300x, which is strong evidence of two strains within this sample (Figure 4.7). By separating the strains from sample GAC5, CheckM can be performed to assess the completion, contamination, and strain heterogeneity for each of the two proposed strains identified on the assembly graph. Strain 1, the red/black path on Figure 4.7, showed high completion and low contamination with no strain heterogeneity, whereas strain 2 (the blue/black path) showed lower completion, higher contamination, and strain heterogeneity (Table 4.5). The quality metrics show that strain 1 is a high-quality genome of the novel Manganitrophus species and that strain 2 still has too much heterogeneity to be considered a high-quality representation of the species. Performing a mapped assembly to each of the strains did not result in a higher quality assembly, likely due to the high similarity in sequences resulting in cross mapping and retention of the other strain in the filtered reads. Unfortunately due to the similar coverage of the two strains in the assembly graph of GAC3, the strains present could not be resolved in the same manner as GAC5.
Figure 4.7: Assembly graph of sample GAC5 with strains highlighted. Edges of the graph in black are shared between the strains, edges in red are those belonging to strain 1, and edges in blue are those belonging to strain 2.

Table 4.5: Quality and summary metrics strains resolved from sample GAC5 as evaluated by CheckM.

<table>
<thead>
<tr>
<th></th>
<th>Completion</th>
<th>Contamination</th>
<th>Strain Heterogeneity</th>
<th>GC Content</th>
<th>Size (bp)</th>
<th># Contigs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strain 1</td>
<td>93.58</td>
<td>2.73</td>
<td>0</td>
<td>56.36</td>
<td>4168356</td>
<td>11</td>
</tr>
<tr>
<td>Strain 2</td>
<td>74.03</td>
<td>5.45</td>
<td>50.00</td>
<td>56.75</td>
<td>3089018</td>
<td>11</td>
</tr>
</tbody>
</table>

4.4 Discussion

In summary, five novel sequences recovered from metagenomic datasets were analyzed in the context of their genus. These sequences are of particular interest because they expand the range of non-core functions for the recently described genus *Manganitrophus*, whose biochemical pathway for manganese oxidation for energy has been thoroughly analyzed [45, 46]. Through an unrooted
phylogenetic tree built on alignments of the single-copy core genes, the novel sequences were placed onto the same branch of the tree as the three known genomes of the *Manganitrophus* genus (Figure 4.1). The closeness on the tree was suggestive of a high degree of similarity, which is confirmed by ANI calculations that places the published genomes between 91-95% identity to the novel sequences (Figure 4.2). Indeed, many genes are highly conserved within the genus included genes for manganese oxidase, which is found in the core, variable core, and GAC strain-specific bins of gene clusters in the pangenome (Figure 4.3). Based on the conservation of manganese oxidase and the high degree of sequence identity, it is likely that these novel strains are able to utilize the oxidation of manganese for energy in the same manner that *Candidatus Manganitrophus noduliformans* was shown to be capable of in culture [45]. Another metabolic pathway that is conserved among all members of the *Manganitrophus* genus, which is of interest for bioremediation, are hydrocarbon degradation pathways. Many genes are predicted through alignments to the CANT-HYD and AromaDeg databases [67, 70], which suggest the capacity for these species to degrade aromatic and non-aromatic hydrocarbons, which are byproducts of oil extraction and processing. Given that the novel strains presented were found in a consortium that grows on the carbon filters at a wastewater treatment facility for an oil refinery, it is possible that the metabolism of hydrocarbons is a major source of energy for these bacteria. One of the metabolic pathways that the novel strains diverge greatly from the other *Manganitrophus* species is the ability to transport heavy metal ions. Found exclusively in the GAC strains are genes for zinc, cobalt, cadmium, nickel, and copper transport, which has implications for bioremediation as many of these metals are common environmental contaminants in the refinery effluent [4]. Additionally, heavy metal contamination is known to inhibit biochemical processes such as ammonia oxidation [27]. The ability of this species to transport and sequester heavy metals from a heavily contaminated environment may work synergistically with the other members of the biofilm to metabolize the wide array of hydrocarbons uninhibited. Furthermore, the refinery effluent is anoxic, so these bacteria need an energy source not tied to oxygen, which the anaerobic metabolism of hydrocarbons can provide [74].
Culturable bacteria make up the bulk of the databases due to their ease of study [75], which makes the use of metagenomic analyses to study the more-abundant, uncultured bacteria (as seen in human gut microbiome studies) greatly important [76]. To obtain circularized, or highly contiguous, genomes from the five metagenomic samples of bacteria growing on the GAC filters, methods beyond standard metagenomic assembly had to be developed and employed. From the standard long-read metagenomic assembly of the samples, one genome could be successfully assembled into a circular contig. However, for the other samples, metagenomic assembly resulted in a heavily fragmented *Manganitrophus* genome. The complexity of the community growing on the GAC filters and the apparent strain heterogeneity of the novel species necessitated the use of methods that can overcome these obstacles. Drawing inspiration from reference-guided assemblies and Jorg [77], which attempts to assemble circularize sequences using short reads that map to bins, long reads were mapped to the successfully circularized GAC1 strain and filtered for reads with full-length alignments using GERENUQ [50], which will discard reads that are poor alignments to the genome due to cross mapping from other species or chimeric reads that were erroneously sequenced. Using this filtered set of reads, the two additional circularized sequences and two highly contiguous sequences could be assembled. The chromosomal sequences in samples GAC3 and GAC5 could not be completed due to the high level of strain heterogeneity in the samples. In sample GAC5, the two competing strains of the *Manganitrophus* genome can be visualized on the assembly graph (Figure 4.7). By selecting for the contigs with a consistent coverage pattern, the strains of GAC5 can be resolved, in part. Strain 1 of GAC5 has high completion and low redundancy and mirrors the three circularized strains in size. Knowing the circularized sequences of the bacterial genomes permitted pangenomic comparisons between strains of the novel strains and to the published *Candidatus Manganitrophus noduliformans* and *Candidatus Manganitrophus morganii* genomes.

In addition to the chromosomal sequences of the novel *Manganitrophus* genomes, the sequences of a large conjugative plasmid belonging to the strain was recovered from each sample. Similar to the chromosomal sequences, the circularized sequence of the GAC1 plasmid was assembled and
identified from the metagenomic assembly of the sample. Also similarly, the subsequent mapped assembly of the plasmid sequence with the four other samples yielded two circularized and two highly-contiguous plasmids. Furthermore, plasmid sequences from Candidatus Manganitrophus noduliformans and Candidatus Manganitrophus morganii SB1 were identified through alignment to the GAC1 plasmid. Given that plasmids commonly harbour genes related to hydrocarbon degradation and heavy metal regulation [23, 30, 10], it is essential that plasmids can be identified and separated from their cognate chromosome. In addition to the conserved plasmid identified in seven of the eight genomes, the analysis suggests that the published Candidatus Manganitrophus noduliformans has an additional conjugative plasmid that harbours a CRISPR system. Plasmids are known to regularly harbour these gene-editing systems [78] and this sequence is likely responsible for the enrichment in defense mechanisms in the accessory genome seen in Figure 4.4. Plasmids represent a potentially transferable genetic element, so knowing their sequences can give insight into the potential metabolic pathways that can be exchanged by these species within a biofilm.

4.5 Conclusion

An ever-increasing number of unculturable bacteria are being sequenced whose metabolism pushes the limit on what was thought to be possible. Five additional genomes have been added to the genus that is able to oxidize manganese for energy and by doing so has increased the resolution of the genomes within the genus that came before. With these additional genomes, it is now known that there is a large megaplasmid of over 300kb in length that is well-conserved among most, if not all members of the genus. Additionally, it is likely that these bacteria utilize hydrocarbons as another energy source given the high number of predicted genes involved in the process and the environment from which the novel strains were sequenced within. Isolation of the novel species and testing of the metabolic potential for heavy metals and hydrocarbons could shed further light on the role of this unique species growing on the biofilms that form on granular activated charcoal filters in an oil refinery.
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Chapter 5

Secondary assembly of potential hydrocarbon-degrading bacterial communities yields additional complete genomes

5.1 Background

Long-read sequencing with Oxford Nanopore Technologies platforms has enabled the sequencing of reads with a nearly unbound upper limit for length. The read length advantage that third generation sequencing technologies have introduced has provided benefits to many genomics fields, including metagenomics[1]. Assembly algorithms such as metaFlye [2] were developed to specifically take advantage of the longer, yet error-prone, reads. As a result of the long reads being capable of spanning repetitive regions that would previously confound short read metagenomic assemblies, long-read metagenomic assemblies could generate far more contiguous assemblies. In fact, in recent years as improved methodology have increased the integrity of the extracted DNA and the length of the sequenced DNA, a number of studies have been published that have suc-
cessfully circularized bacterial genomes from complex environments, such as the human gut and activated sludge [3, 4, 5, 6]. In perhaps the most extreme example of the potential of long reads, a total of 44 circular metagenome-assembled genomes (MAGs) were generated from a single sample [7]. While it is unreasonable to sequence 255 Gbp per sample due to the expense in a typical metagenomic study, this study highlights the potential of long-read sequencing to characterize complex communities down to the strain level.

Despite the promise of long-read sequencing, much of the development of metagenomic assembly protocols remains focused on short-read sequencing and there is much room for growth for tools and frameworks for utilizing long reads to their maximum potential. For short read assembly data, there are tools such as Recycler [8] and Jorg [9] that look to maximize the potential of the data by increasing the assembly quality beyond the primary assembly by inferring circular sequences from the assembly graphs or by conducting subsequent assemblies on binned contigs. These tools recognize the benefit of identifying and assembling circular contigs from bacterial metagenomic assemblies. Complete chromosomal sequences can allow for precise identification of a genome’s taxa without concerns about contamination and chimerism that can occur with metagenomic binning [10], full knowledge of the synteny of genes, and quality scaffolds to examine genetic variation. In addition, the circularization of extra-chromosomal elements with these approaches helps alleviate the concerns with the exclusion of plasmids and other mobile elements from metagenomic bins [11, 12]. While long reads are able to circularize sequences from a metagenomic assembly, long reads still fail to completely assemble all sequences present in a metagenome. As such, similar approaches to those used to maximize short-read assembly data could yield better results than a simple primary metagenomic assembly.

Here we present a framework for performing a secondary assembly on binned long-read assemblies. The contigs from the primary assembly are partitioned into uncircularized and circularized contigs. Uncircularized contigs from the primary metagenomic assembly are binned with MetaBAT2 and reads are aligned to bins and filtered for long-reads that align end-to-end. This subset of reads is then assembled as a pseudo-isolate in an attempt to generate circularized or
higher quality assemblies as a result. The framework was applied to nine samples from an oil refinery environment: eight samples growing on granular-activated charcoal filters and one from wastewater flocculent. A total of 48 contigs over 1Mb were assembled in the primary metagenomic assemblies and the secondary assemblies yielded another 66 contigs over this size threshold. For smaller contigs the primary assembly generated 3522 small, circular contigs, whereas the secondary assembly only yielded 536 small, circular contigs. With these findings, we demonstrate the general utility of performing secondary assemblies with long read data to obtain additional circular contigs.

5.2 Methods

5.2.1 Phenol-Chloroform DNA extraction

Eight samples of granular activated carbon (GAC) and a single sample of flocculent were collected over a period of two years from the SunCor Energy Sarnia Canada facility. High molecular weight DNA was extracted from approximately 10 g of GAC sample or 50 mL flocculent using the same method. Prior to extraction, however, the flocculent was spun down to pellet at 4000 g for 10 minutes at RT and the supernatant was discarded. 10 mL of lysis buffer (10 mM Tris-HCl, 100 mM NaCl, 25 mM EDTA, 0.5% (w/v) SDS) and 2.5 mg of lysozyme was added to a 50 mL falcon tube containing the sample (either GAC or flocculent), and was mixed by slowly rotating the tube horizontally around its vertical axis to minimize granule movement. The mixture was incubated for 1 hour at 37 °C. 5 μL of RNAse (20 mg/mL) was then added to the mix and incubated at 57 °C for 30 minutes. Finally, 100 μL of Proteinase K (800 units/mL) was added and the mixture was incubated at 57 °C for 1 hour and 30 minutes. During each incubation step, the lysate was mixed using the aforementioned mixing technique every 15 minutes.

Following incubation, the sample was spun at 3000 g for 5 minutes to spin down small GAC particles that are suspended in the lysate before being decanted into a new 50 mL falcon tube.
volume of 25:24:1 phenol:chloroform:isomayl alcohol was added to the lysate, mixed by rocking on a destainer for 8 minutes, then spun down at 3000 g for 3 minutes. The aqueous phase was transferred to a new 50 mL falcon tube using wide bore pipette tips, then 1 volume of chloroform was added and the mixture was rocked on a destainer for 8 minutes, before being spun down at 3000 g for 3 minutes. The aqueous phase was transferred to a new tube and the chloroform wash step was repeated. Next, 1/10 volume of NaAC (3 M, pH 5.2) was added to the transferred aqueous phase and mixed by inversion. 2 volumes of ice cold 100% ethanol was then added and mixed by inversion. High molecular weight DNA that precipitated was spooled out into a 1.5 mL Eppendorf tube containing 200 µL of 75% ethanol using a Pasteur pipette that was melted into hook. The DNA was spun down at 10000 g for 3 minutes. The ethanol was removed without disturbing the pellet and another 200 µL of 75% ethanol was added and then spun at 10000 g for 3 minutes. Following centrifugation, the ethanol was removed and the pellet was left to air dry for 2 minutes. Depending on the size of the pellet, the DNA was resuspended with 200 µL to 1 mL of Tris-HCl (10 mM, pH 8) at 4 °C overnight.

The recovered DNA was size selected to retain fragments greater than 40kb using the Circulomics Short Read Eliminator XL kit according to the manufacturer’s protocol. The sequencing library was prepared from the size selected DNA using Nanopore’s ligation sequencing kit (SQK-LSK110) and its associated protocol, with a few changes. In the DNA repair and end prep steps, the DNA was incubated in the thermal cycler for 20 minutes at 20 °C and 20 minutes at 65 °C. Instead of AMPure XP beads, Omega Bio-Tek Mag-Bind beads were used in bead clean up steps. The library was sequenced on Oxford Nanopore’s MinION platform, using a FLO-MIN106 R9.4.1 flow cell. Basecalling was performed with Guppy 5.0.16 in super accuracy mode (dna_r9.4.1_450bps_sup).

5.2.2 Read quality control and primary assembly

Prior to assembly the reads were filtered for read length and quality with NanoFilt [13] with settings ‘-q 10 -l 500’ to retain reads greater than 500 base pairs in length and a mean read quality score of
10 or greater. The filtered reads were assembled metagenomically using metaFlye [2] with settings ‘–meta -g 5mb’. Following the assembly contigs were partitioned for whether metaFlye tagged the contig as being circular and not repetitive. Non-circular contigs were passed to the binning and secondary assembly pipeline.

5.2.3 Binning and secondary assembly

Reads from all samples were aligned to the set of non-circular contigs from each sample using minimap2 [14]. Using the alignment records, the contigs were grouped into bins using MetaBAT2 [15]. To each of the bins, the reads from the corresponding sample were aligned to the bin and filtered for strong, end-to-end alignments using GERENUQ [16]. GERENUQ filters alignments to those over 1000 base pairs in length, with an overall alignment score of 1, and with at least half of the base pairs matching. Using the filtered alignments to subset the reads, a secondary assembly of the bin was performed using Flye with the setting of genome size set to the total size of the bin.

5.2.4 Assembly quality assessment and validation

The quality of the bins were assessed before and after the secondary assembly using CheckM [17]. In addition, the contigs circularized from the primary assembly and the contigs that could not be binned by MetaBAT2 were also assessed for completion and contamination. To validate the annotation of contigs as being circularized by Flye, reads were first aligned to all contigs using minimap2 and output into the PAF format. A complete tiling path along the contig using reads greater than 5000bp in length that overlap by 500bp, with a read that aligns to the start and end of the contig, was used to confirm the circularization of the sequence. Assessment of the shared contigs and bins between samples was determined by dRep [18]. Contigs and bins were clustered at a level of 95% sequence identity, which is roughly at the boundary for species-level for bacteria [19], and the number of species per cluster was evaluated.
5.2.5 Taxonomic assignment and annotation of bins and contigs

Contigs initially reported by Flye as circularized, unbinned contigs, and secondarily assembled bins were assigned taxonomy using the Contig Annotation Tool (CAT) [20] version 5.2.2 with the database version ‘2021-01-07_taxonomy’. Circularized contigs 1Mb or greater in size and bins that exceeded a completion of 80% and were below a contamination level of 10% were additionally taxonomically assigned using GTDB-Tk [21] version 2.1.0 with database version ‘R207_v2’. Contigs and bins were imported into Anvi’o [22] version 7.0 to annotate with NCBI COGs [23]. Plasmids were identified using PlasFlow version 1.1 [24]. Conjugative systems were identified with HMMER [25] by using a curated set of profile hidden Markov models (pHMMs) to search for contigs containing a relaxase, a type IV coupling protein, and a type IV secretion system protein [12]. Hydrocarbon and aromatic metabolic genes were specifically annotated for by aligning open reading frames predicted by Prodigal version 2.6.3 [26] to two databases: AromaDeg [27] with the BLASTP module of Diamond version 2.0.4 [28] and to CANT-HYD [29] using HMMER version 3.3.2 [25].

5.3 Results

5.3.1 Assembly of oil refinery metagenomes

To reconstruct the genomes of the bacteria that colonize the granular-activated charcoal filters and flocculent of Suncor Energy’s Sarnia Canada oil refinery wastewater treatment facility, two rounds of assembly were conducted on the metagenomic reads sequenced on the Nanopore MinION platform (Figure 5.1). Uncircularized contigs from the primary metaFlye assembly were binned using MetaBAT2 and reads were aligned and filtered to these bins to created a pseudo-isolate set of reads that can be secondarily assembled using Flye. The three desired outcomes of the secondary assembly of the metagenomic bins were circularization of the chromosomal DNA, circularization of extra-chromosomal DNA, or a general increase in the overall assembly quality of the bin (as
measured by completion, contamination, and contiguity of the assembly).

Figure 5.1: Methodological overview of the assembly pipeline. Initial assembly is performed with metaFlye. Reads are aligned to the bins produced by MetaBAT2 and filtered to create a reduced set of reads to use for a secondary assembly. Secondary assembly is performed with Flye instead of metaFlye because the subset reads being assembled should belong to a single species rather than a complex community of species. There are 3 desired outcomes for the secondary assembly: circularization of chromosomal elements, circularization of extra-chromosomal elements, or an increase in the contiguity of the bin. Created with Biorender.
From every sample, except for the flocculent sample, a contig greater than 1Mb was found to be circularized by metaFlye from the initial metagenomic assembly (Table 5.1). Additionally, an average of nearly 400 sequences under 1Mb per sample were found to be circularized. Highlighting the complexity of the communities that grow on the GAC filters, an average of over 1,100 metagenomic bins per sample were formed by MetaBAT2, which were used for the subsequent secondary assembly. The secondary assembly using subsets of reads that strongly aligned to each bin yielded a number of additional circularized contigs. The total number of new contigs greater than 1Mb that were circularized by the secondary assembly of the bins (66) was greater than the number of contigs found to be circularized by the primary assembly (48). Comparatively, the number of smaller circular contigs in the secondary assembly was far fewer (536) than in the primary assembly (3522). While the secondary assembly was successful in circularizing a number of additional sequences, the overall assembly quality statistics showed a minimal to null improvement. The mean change in N50 was an increase of 40402.27, but with a standard deviation of 441235.1. Change in completion and contamination were largely centred around zero with mean values of 0.051 (SD 3.77) and 1.58 (SD 8.03).

Table 5.1: Summary statistics of the initial and secondary assemblies. Read stats are of the filtered read set used for assembly. Contigs are flagged as being circularized based on the assembly stats output by Flye.

<table>
<thead>
<tr>
<th></th>
<th>Floc 1</th>
<th>GAC 1</th>
<th>GAC 2</th>
<th>GAC 3</th>
<th>GAC 4</th>
<th>GAC 5</th>
<th>GAC 6</th>
<th>GAC 7</th>
<th>GAC 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read N50</td>
<td>13,046</td>
<td>8,149</td>
<td>17,906</td>
<td>13,614</td>
<td>6,403</td>
<td>19,889</td>
<td>9,515</td>
<td>12,287</td>
<td>12,451</td>
</tr>
<tr>
<td>Mean quality score</td>
<td>12.1</td>
<td>13.5</td>
<td>14.2</td>
<td>14.1</td>
<td>13.2</td>
<td>13.9</td>
<td>13.6</td>
<td>13.5</td>
<td>13.5</td>
</tr>
<tr>
<td>Initial circular contigs ≥ 1Mb</td>
<td>0</td>
<td>1</td>
<td>13</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Initial circular contigs &lt; 1Mb</td>
<td>150</td>
<td>184</td>
<td>628</td>
<td>453</td>
<td>512</td>
<td>450</td>
<td>318</td>
<td>470</td>
<td>357</td>
</tr>
<tr>
<td>Number of bins</td>
<td>282</td>
<td>639</td>
<td>1068</td>
<td>1352</td>
<td>1317</td>
<td>834</td>
<td>972</td>
<td>769</td>
<td>783</td>
</tr>
<tr>
<td>Secondarily assembled circular contigs ≥ 1Mb</td>
<td>1</td>
<td>3</td>
<td>10</td>
<td>8</td>
<td>11</td>
<td>7</td>
<td>9</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Secondarily assembled circular contigs &lt; 1Mb</td>
<td>11</td>
<td>21</td>
<td>63</td>
<td>105</td>
<td>89</td>
<td>89</td>
<td>74</td>
<td>70</td>
<td>63</td>
</tr>
</tbody>
</table>

To validate that the contigs reported by Flye as being circular were indeed circular a tiling path of reads greater than 5kb in length that overlap by a minimum of 500bp was built for each assembled contig with an additional read that aligned to the start and end of the sequence. For sequences over 1Mb in size, both primarily and secondarily assembled, that were annotated as circularized by Flye had an 83.3% rate of being validated as being circular through the tiling path. For primarily
assembled contigs less than 1Mb in size, the success rate was 85.8%, whereas, the success rate for the secondarily assembled contigs less than 1Mb was only 66.4% with the tiling path. Interestingly, across the 9 samples there were an additional 1000 contigs that met the circularization criteria with the tiling path that were not flagged as circular by Flye. This includes an additional 27 contigs that were over 1Mb in size and 574 contigs that were less than 1Mb in size from the secondary assemblies. As well, there were 399 contigs from the unbinned fraction of contigs that were less than 1Mb in size that met the tiling path criteria.

5.3.2 Taxonomic composition and stability of communities

Taxonomy was assigned to each of the contigs and secondarily-assembly bins using the Contig Annotation Tool, which utilizes all protein coding sequences to determine the taxonomy rather than marker genes which are featured in bioinformatic tools such as GTDB. Because many of the contigs featured in the analysis are plasmids without association to genomes that lack the core, single-copy genes, classification by marker gene analysis would struggle to assign taxonomy for them. On the other hand, a total protein coding approach would be much more effective for mobile elements. However, the overall rate of assignment of specific taxonomy was quite low. For contigs and bins over 1Mb, the rate was roughly 12% for genus-level taxonomic assignment, and the rate for contigs less than 1Mb was roughly 14%. This low rate of taxonomic assignment could be attributable to a combination of factors including the novelty of the community, contamination of the bins and assemblies, and the low accuracy of Nanopore reads negatively affecting the open reading frames that are used for the taxonomic assignment. Therefore, higher-level taxonomic classification was used to assess the compositions of the communities. The proportions of reads mapping to contigs and bins assigned at the phylum level showed that the communities are dominated by species belonging to the phylum *Proteobacteria*, which comprised the majority of reads in every sample (Figure 5.2). Other phyla that are well-represented in these samples are *Acidobacteria, Planctomycetes, Bacteriodetes*, and *Nitrospirota*. The samples that have an apparent lower abundance of species belonging to the *Proteobacteria* have spikes in the abundance of either *Aci-
*dobacteria* or *Nitrospira*. At the class level, there appears to be variability within the classes of *Proteobacteria* with some samples being dominated by the class *Betaproteobacteria* while other samples have equal proportions of *Betaproteobacteria* and *Gammaproteobacteria* (Figure 5.3).

Figure 5.2: Heat map of the percentage of reads mapping to contigs or bins assigned at the phylum level. Taxonomy was assigned to the circularized contigs and bins using CAT and truncated to the phylum level. Reads were aligned to the contigs and bins using minimap2 and quantified using SAMtools.
Figure 5.3: Heat map of the percentage of reads mapping to contigs or bins assigned at the class level with a focus on the classes belonging to the phylum *Proteobacteria*. Taxonomy was assigned to the circularized contigs and bins using CAT and truncated to the class level. Reads were aligned to the contigs and bins using minimap2 and quantified using SAMtools.

Taxonomy was also assigned to 390 circularized contigs and high-quality bins across the 9 samples using the GTDB-Tk classify workflow in an attempt to get a higher resolution taxonomy for elements that should contain the marker genes used by GTDB-Tk for taxonomic assignment. While taxonomic assignment at the genus level was more successful than with CAT, there was still a overall lack of taxonomic resolution for these largely uncharacterized bacteria. Overall, 73.6% of the contigs and bins were assigned to some degree at the genus level, but the quality of the assignments was not necessarily consistent. For instance, the most common assignment at the genus level was OLB17, which was identified 18 times. This is an uncharacterized genus with the family *Pyrinomonadaceae*. Another example is the second-most common genus-level assignment of JAEUIA01, which is only characterized as belonging to the phylum *Planctomyce-
However, roughly 20% of the contigs and bins had taxonomic assignments to characterized genera including: *Rugosibacter, Ferruginibacter, Terricaulis, Accumulibacter, Manganitrophus, Macondimonas, Methylopterna, Sphingobium* and *Hyphomicrobium*.

To additionally assess the stability of the communities, contigs and bins that were ≥ 1Mb in size were clustered at a 95% sequence identity threshold, which is the rough estimate for the species boundary in bacteria. Overall, there was a high proportion of shared species across the samples (Figure 5.4). There were 10 clusters of contigs and bins that were shared between all 9 samples and 84 total clusters that were found to be present in 5 or more samples. While there were still a number of these contigs and bins that were unique to samples, the majority were shared between multiple samples.

**Figure 5.4**: Plot of the clusters of species-level (95%) identity for contigs and bins greater than 1Mb in size and the proportion of the samples that they are found in. Those species present in 1 sample are unique to that sample and those found in 9 samples are species present in all samples.
5.3.3 Annotation of mobile elements and hydrocarbon metabolism genes

Featured among the assembled contigs and bins was a large number of contigs that were annotated as being plasmid sequences (Table 5.2). In addition, there were a number of contigs that contained pHMM matches for relaxase proteins, type IV coupling proteins, and type IV secretion system proteins, which is indicative of the contigs being conjugative elements. Of the predicted plasmid sequences, 13.7% of them were circular. For the conjugative systems, 22.4% of the sequences were annotated as circular by Flye.

Table 5.2: Summary statistics for the annotation of the circularized contigs, unbinned contigs, and secondarily-assembled bins. Plasmid-based contigs identified using PlasFlow and conjugative elements determined by matches to Pfam pHMMs of relaxases, type IV coupling proteins, and type IV secretion system proteins.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Plasmids</th>
<th>Conjugative elements</th>
<th>Percent with CANT-HYD annotations</th>
<th>Percent with AromaDeg annotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Floc 1</td>
<td>213</td>
<td>41</td>
<td>29.9</td>
<td>20.3</td>
</tr>
<tr>
<td>GAC 1</td>
<td>501</td>
<td>21</td>
<td>22.6</td>
<td>17.9</td>
</tr>
<tr>
<td>GAC 2</td>
<td>879</td>
<td>100</td>
<td>24.1</td>
<td>18.0</td>
</tr>
<tr>
<td>GAC 3</td>
<td>1842</td>
<td>94</td>
<td>18.6</td>
<td>14.6</td>
</tr>
<tr>
<td>GAC 4</td>
<td>1908</td>
<td>71</td>
<td>12.8</td>
<td>9.2</td>
</tr>
<tr>
<td>GAC 5</td>
<td>676</td>
<td>73</td>
<td>23.5</td>
<td>17.3</td>
</tr>
<tr>
<td>GAC 6</td>
<td>1162</td>
<td>55</td>
<td>17.4</td>
<td>13.3</td>
</tr>
<tr>
<td>GAC 7</td>
<td>969</td>
<td>46</td>
<td>15.5</td>
<td>11.6</td>
</tr>
<tr>
<td>GAC 8</td>
<td>962</td>
<td>67</td>
<td>21.1</td>
<td>16.4</td>
</tr>
</tbody>
</table>

Genes responsible for the metabolism of aromatic hydrocarbon were observed to be highly abundant throughout the communities (Table 5.2), which is expected given the highly contaminated environment that these microbes grow in. All contigs and bins were annotated with two separate hydrocarbon databases, CANT-HYD and AromaDeg, to assess the commonality of these metabolic genes in the communities. For the AromaDeg database, a mean of 15.4% (SD 3.5) of contigs and bins contained at least one annotation for a gene within the database. A mean of 20.6% (SD 5.1) of contigs and bins contained an alignment to an entry within the CANT-HYD database.

5.4 Discussion

Mirroring the general algorithmic principles presented in Jorg [9], we were able to circularize a number of contigs from complex communities that colonize the wastewater treatment facilities of
an oil refinery using long reads. The number of circularized contigs over 1Mb in size more than doubled by performing a secondary assembly using the reads that strongly aligned to the bins. GERENUQ was used to filter the reads and eliminate that cross map between species or chimeric reads that were erroneous sequenced by the Nanopore MinION [16]. Comparatively, contigs under 1Mb were not as successfully circularized by the secondary assembly compared to the primary assembly with only a 13% increase in the overall number of circularized contigs under 1Mb. This could be related to the phenomenon of mobile genetic elements, such as plasmids, being systematically excluded from metagenomic bins by algorithms such as MetaBAT2 [11, 12]. Because plasmids would be the target for circularization for contigs under 1Mb, their exclusion from the bins used for the secondary assembly explains the poor yield of the small, circular elements in the secondary assemblies. Indeed, roughly 24% of the plasmids predicted by PlasFlow are in the un-binned fraction of contigs. The systematic exclusions of plasmid sequences by binning algorithms highlights the need to identify them using tools such as PlasFlow and to circularize their sequences for easy recognition in a complex environment.

Taxonomic assignment of the contigs proved difficult given the novelty of the member species of these communities. As such only a small proportion of all contigs and bins could get a genus-level taxonomic assignment using a protein coding sequence-based tool in CAT. Even using the gold standard marker gene-based taxonomic assignment tool (GTDB TK) for the large-circularized contigs and high-quality bins, many sequences could not be assigned with a high-resolution taxonomic assignment. However, for the contigs and bins that did have genus-level taxonomies assigned, the genera have previously been shown to possess metabolic capabilities that would enable growth in the waste water and filters found at an oil refinery. For example, nine bins were assigned the taxonomy of *Rugosibacter*, a genus that has been shown to be capable of using both monoaromatic and polyaromatic hydrocarbons for growth [30]. Other genera that were found in these samples such as *Sphingobium* [31, 32, 33], *Macondimonas* [34], and *Ferruginibacter* [35] have also been found in the literature to grow in hydrocarbon-contaminated wastewater. The potential of these bacteria to metabolize the hydrocarbons found in the environment is substantiated by the frequency of annota-
tion for hydrocarbon degradation genes throughout the microbiome. CANT-HYD genes are found in over 20% of the assembled contigs and bins and AromaDeg annotations are found in over 15% (Table 5.2). It is clear that these complex and poorly characterized communities are involved in the metabolism and removal of hydrocarbon from the wastewater. Other members of the community may also participate in the bioremediation of heavy metals from the environment.

In the GAC samples, there are species belonging to the genus *Manganitrophus*, whose member species have been shown to oxidize manganese as a source of energy and also contain genes related to the transport of a number of other heavy metals [36, 37]. *Ferruginibacter* have also been found to harbour genes for mercury transport and detoxification [38]. With the high concentrations of heavy metals in the oil refinery effluent, genes related to heavy metal transport and biotransformation are equally as important for bioremediation as genes related to hydrocarbon degradation.

The communities, which were sequenced over a period of over 2 years from the SunCor Energy Sarnia Canada facility, showed a high degree of consistency. Across all nine samples there was a consistent dominance of the phylum *Proteobacteria* (Figure 5.2). Some variation could be seen sample-to-sample in the relative abundances of the *Acidobacteria* and *Nitrospirota*, the latter of which is primarily composed of contigs and bins belonging to the manganese-oxidizing genus *Manganitrophus*. Further investigation into the association of the abundances of metals, such as manganese, in the effluent and the relative abundance *Manganitrophus* is warranted. Perhaps the best proxy for the stability of the complex communities is the shared proportion of contigs and bins over the size of 1Mb across samples (Figure 5.4). Using a sequence identity cutoff of 95%, which has been established as the rough boundary for species [19], 10 species clusters could be found in all samples. The majority of species clustered by dRep could be found in more than one of the samples, highlighting the shared features of these communities. Given the shared number of species in these communities, a pooled assembly might also increase the yield of high-quality or completed sequences at the cost of chimeric assemblies [39]. dRep clustering of the large contigs and bins also highlighted the extraordinary complexity of the communities with a total of 532 unique species-level clusters forming from the assemblies. The success of long read sequenc-
ing and the secondary assembly strategy in circularizing chromosomal and extra-chromosomal sequences from such complex communities speaks to their usefulness for metagenomic studies.

5.5 Conclusion

Secondary assembly of metagenomic bins is a successful computational strategy to maximize the number of complete, circular sequences generated from metagenomic assemblies with long reads. There is still much work to optimize the algorithm to improve the overall performance for general use cases. In Jorg, a similar approach for short-read assemblies, there are checks in place to evaluate in real-time whether the secondary assembly of the bin circularized the sequence, improved the assembly, or decreased the quality of the assembly. For many of the bins in this study, the secondary assembly did not improve general assembly quality statistics or circularize sequences, and the original bin would have been more suitable for analysis. Furthermore, some bins may have benefited from a tertiary assembly. For these cases, the extra quality checks and recursive assembly featured in Jorg may serve as an improvement over the presented workflow. However, the additional circularized genetic elements for these likely hydrocarbon-degrading communities will serve as quality scaffolds for future metatranscriptomic and community dynamic research to help elucidate their potential in bioremediation.
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Chapter 6

General Discussion

The resolution of the structure of DNA [1] and the establishment of the central dogma of biology [2] spurred a technological arms race to sequence genomes to unravel the mysteries of nature. First-generation sequencing technology permitted the curation of the first genomic sequence of the RNA bacteriophage MS2 in 1976 [3] and in 1977 the first DNA genome of the bacteriophage phi X174 [4], which is still used as a sequencing control to this day. Technological and computational advances continued throughout the era of first-generation sequencing, which allowed for larger and larger genomes to be assembled, eventually culminating in the assembly of the human genome by the International Human Genome Sequencing Consortium [5]. Second-generation sequencing technologies vastly increased the information capacity of genome sequencing, which enabled an increased complexity of sequencing experiments. One such avenue of research that was enabled by second-generation sequencing was shotgun metagenomic sequencing, which is capable of reconstructing the structure and metabolic capacity of complex bacterial communities [6, 7]. Recently, third-generation sequencing has been developed which enabled the telomere-to-telomere resolution of the human genome [8], completion of other eukaryotic genomes, and the circularization of bacterial genome assemblies from complex metagenomes [9, 10, 11]. In the interceding years between the generational leaps in sequencing technology, iterative improvements in algorithms and bioinformatic workflows optimize the information that can be obtained from the data.
6.1 Exclusion of conjugative elements from metagenomic analyses

In previous research, it has been shown that plasmids and genetic islands are excluded from metagenomic bins. Maguire and colleagues [12] found that only 38-44% of genomic island sequences and 1-29% of plasmid sequences were retained within MAGs and that nearly all plasmid-borne sequences for antimicrobial resistance were omitted from MAGs. In Chapter 2, I independently confirmed these findings in the subset of plasmids and genomic islands that are conjugative from 101 human gut microbiome samples (Figures 2.4 and 2.5). The rate of exclusion from MAGs for these conjugative elements falls within the range that Maguire and colleagues observed generally for plasmids, which suggests that conjugative elements are an area of weakness for metagenomic analyses that needs to be improved.

Conjugation mediated by type IV secretion systems is one of the ways that bacteria are able to exchange DNA with one another. This genetic information exchange is critical for bacterial adaptation to their environment [13], which makes their identification critical for understanding the dynamics of communities of bacteria. Antimicrobial resistance genes are commonly genetic cargo carried on conjugative plasmids or integrative and conjugative elements that are maintained by positive selection [14, 15]. Antimicrobial resistance is of major societal concern and being able to properly capture it in metagenomic sequencing analyses, particularly those involving human or animal sampling, is important for public health surveillance. For instance, reducing antibiotic use in livestock feed is a major focus to stop the spread of antimicrobial resistance due to the proliferation of antimicrobial-resistant bacteria in the gut of livestock [16]. However, if surveillance involves using metagenomic binning to find the bacterial genetic elements responsible, the investigator will miss the vast majority of the sequences of interest. Beyond antimicrobial resistance and virulence factors, conjugative elements are host to a wide array of other pathways such as bile salt detoxification, metal resistance, and polysaccharide usage [17]. Given this diversity of metabolic potential known to be carried on these elements, and likely a large unrecognized diversity of metabolism due
to their exclusion from MAGs, conjugative elements could be a missing link in many microbiome
studies and will be missed or misunderstood in a MAG-focused approach to analysis.

Chapter 2 demonstrates that MAGs generated using current, well-established techniques are not
sufficient due to their exclusion of conjugative elements. Metagenomic bins were generated by
following the protocol used to produce the Unified Human Gastrointestinal Genome (UHGG) col-
lection [18, 19]. High-quality and well-accepted protocols have a blind spot for conjugative ele-
ments, and mobile genetic elements in general. To overcome these shortcomings, in chapter 2, I
developed a framework for recovering these sequences from raw metagenomic assemblies. Using
a database of profile hidden Markov models that contained models for relaxase, T4CPs, and T4SS
protein, I was able to recover a fraction of the conjugative elements present in the assemblies.
Predicted protein sequences from the assemblies were also aligned to the UniRef90 [20] database
using DIAMOND [21], which yielded a greater number of identified type IV conjugative systems
than using pHMMs at the cost of increased computational resources required. Implementation of
this framework is simple in practice: identify the conjugative systems prior to binning and treat
the conjugative systems not included in bins in the same manner as bins. Optimizations to this
protocol could be in the form of increasing the diversity of pHMMs in the database of type IV
conjugative proteins to increase the sensitivity or to parse the UniRef databases to only include the
proteins of interest to reduce computation time. Unfortunately, these methods are not capable of
discriminating between functional and non-functional conjugative elements. Checks for integrity
of the synteny of the conjugative genes and the presence of oriT sequence may allow for greater
confidence on the activity of the conjugative element. Additionally, transcriptomics could reveal
which conjugative elements are being actively transcribed in a community. Implementation of
third-generation sequencing technologies can also improve the analysis of conjugative elements.
For example, because of the ability to circularize genetic elements with long-read sequencing data
[9, 10, 11], the investigator can unambiguously place the genomic context (i.e. as a plasmid or
integrative element). Additionally, using methylation data it is possible to bin plasmid and cognate
chromosome together [22], which in this thesis was shown to be unobtainable with sequence com-
position and coverage binning methods. In theory, the plasmid could be associated with the cognate chromosome through taxonomy, but that is difficult to accomplish in a complex community.

6.2 Separation of geographic cohorts by conjugative elements

Chapter 3 builds on a question raised by chapter 2: are conjugative systems differential between populations? The human gut microbiome has been broadly associated with various human health concerns ranging from gastrointestinal to neurological [23]. The human gut microbiome has also shown broad differences between geographically-based cohorts [24]. If the differences in the broader microbiota are reflected in the composition of the conjugative elements, or perhaps equally interesting if the differences are not reflected, then it is imperative that conjugative systems are properly assessed in microbiome analyses. Metabolic pathways carried on these plasmids or integrative elements could indeed help to explain host phenotypes.

The data presented in chapter 3 demonstrates that conjugative elements identified by the methods developed in chapter 2 are differential between geographically-focused cohorts (Figure 3.3), reflecting what had been found in the broader microbiome. These finding again reinforce the need to include conjugative elements separately in metagenomic analyses. In chapter 2, one of the two cohorts used to develop the protocol for identifying conjugative elements, and proving their exclusion from MAGs, was a cohort of North American pre-term infants. Given that in chapter 2 I was able to identify 96 and 242 systems from this cohort using the pHMM and UniRef alignment methods, respectively, it is clear that there are indeed conjugative systems present in these samples. However, figure 3.2 demonstrates little-to-no signal in these samples when mapped to the conjugative elements that were identified from a human gut reference database, which is suggestive of a severe under-representation of these sequences in the database. Pre-term infants are given a constant dose of antibiotics from birth to stave off infection, and an under-representation of the conjugative plasmids in databases that could be carrying antimicrobial resistance genes is problematic for surveillance and patient care efforts. Conjugative plasmids with antimicrobial resistance genes
carried by pathogenic *Proteobacteria* could pose a serious threat to the fragile health of pre-term infants and if their sequences are missing in the databases, then antimicrobial resistance screening may yield false negatives. Fortunately, *Proteobacteria*, and their resistance genes, are generally well-studied in isolate experiments and tools for antimicrobial resistance are not necessarily tied to metagenomic binning, so the impact of such a scenario is lessened. However, for the building of near-complete and non-redundant databases, the omission of conjugative plasmids could create a false sense of security for antimicrobial resistance. In figure 3.2 there is also a less diverse pattern of abundance for the West African and South American cohorts, which represent cohorts that are non-industrialized and likely have lower antibiotic use in the population. Whether this unique pattern of abundance of conjugative elements is a result of a lack of exposure to antibiotics or rather another bias in the database would require additional analysis. The human gut reference set of genomes was built off a comprehensive set of metagenomic samples, but there are few samples for the African and South American regions indexed on databases such as Data Repository For Human Gut Microbiota. Further research could illuminate the dynamics of conjugative systems and the prevalence of antimicrobial resistance in these populations and whether there are metabolic pathways on their conjugative systems that have not been observed in Western cohorts. For instance, with the divergent dietary tendencies between these cohorts and Western cohorts, there could be a greater diversity of polysaccharide-scavenging genes that have been previously observed as cargo on conjugative elements [17].

One weakness of the geographic cohort analysis in chapter 3 was the use of conjugative systems found in a database of MAGs as a way of measuring the abundances of conjugative systems. Being tied to the MAGs creates biases and gives an incomplete picture of the true abundances of conjugative elements due to the noted omission of the majority of conjugative elements found within these samples. However, assembly and annotation of 785 metagenomic samples was not feasible with the computational resources available, so the compromise was made to use the reference genome database. To remedy this shortcoming, reads were also mapped to the conjugative elements identified by pHMMs and MAGs whose taxonomy was assigned using CAT [25] from chapter 2. These
data showed broad concordance between the proportions of reads mapping to each phyla, with some minute differences in composition and a noticeable increase in proportion of reads mapping to elements that could not have their taxonomy assigned (Figure 6.1). This is yet another reflection of the under-representation of these sequences in the databases as many have their cognate genome’s taxonomy assigned, but were not published within the MAG to the database.

Figure 6.1: Proportions of reads mapping the conjugative elements and MAGs within the general cohort samples assembled in chapter 2. Taxonomy of conjugative elements (CE) and metagenome-assembled genomes (MAG) we assigned using the program CAT.

### 6.3 The microbiome of spina bifida

In chapter 3, I also sought to apply the methods I developed in chapter 2 to a novel health-focused application. I looked to build on the earlier differences found between cohorts to prove the potential utility of including conjugative elements alongside a standard metagenomic bin analysis. For this, I utilized data from a collaboration looking at the composition of the human gut microbiome and its relation to spina bifida, which is a complex disease with a poorly understood pathogenesis. Some of the development of the disorder can be attributed to genetics, but much of the risk is unexplained by genetics alone [26]. Much of the variation in the pathogenesis has been also attributed to environmental and nutritional sources. For instance, maternal plasma levels of folate [27], vitamin
B12 [27, 28], methionine [29], choline [30], vitamin C [31], and zinc [32] are all associated with the development of spina bifida in the fetus. Additionally, maternal infection and inflammation are also risk factors for development. The bacteria that line the human gut are heavily involved in the synthesis of many vitamins and nutrients [33], so it spurred us to test the hypothesis that the composition of human gut microbiota may be associated with the development of spina bifida. Indeed, the data presented in chapter 3 suggest that there is an association between the human gut microbiome and the pathogenesis of spina bifida. From the analysis of the binned genomes, *Campylobacter hominis* had the strongest enrichment in the mothers who gave birth to infants with spina bifida. To date, this is the first association of *Campylobacter hominis* with disease as a result of its colonization of the human intestinal tract. Other species of the genus *Campylobacter* are known pathogens of the intestinal tract of humans, so it is possible that the presence of these bacteria are inducing a proinflammatory state. Inflammation in the human gut is known to increase the ‘leakiness’ of the gut and impair nutrient uptake [34]. For a disease that is heavily associated with a lower serum concentration of many key vitamins and nutrients, this impairment of nutrient uptake could help explain the development of spina bifida following nutrient supplementation during pregnancy. In addition to *Campylobacter* there was also an enrichment of a MAG belonging to the genus *Peptoniphilus* and enrichments of genes belonging to MAGs in the genera *Ruminococcus* and *Porphyromonas*. *Peptoniphilus* has been associated with blood infections [35] and *Ruminococcus* and *Porphyromonas* are associated with the pro-inflammatory gut microbiome of individuals with obesity. The enrichment of these taxa are all indicative that gut inflammation is a important risk factor to consider as part of the pathogenesis of spina bifida in expectant mothers.

To tie in conjugative systems into this analysis, conjugative elements were predicted from the raw assemblies using the pHMM approach proposed in chapter 2. The strongest enrichment in the mothers who gave birth to infants with spina bifida was once again an element belonging to the species *Campylobacter hominis*. However, this conjugative element had a much lower effect size than the MAG of *Campylobacter hominis* did. Perhaps the conjugative element is not involved in the pathogenesis of the disease and rather just commonly carried by the bacteria that contribute
to the disease. The conjugative element does not appear to have any cargo that would be related to the development of spina bifida with the vast majority of genes being related to conjugation and mobilization of the element. However, this conjugative plasmid or integrative and conjugative element could be a vector to express genes of interest within *Campylobacter hominis*. Recently, it has been shown that conjugative plasmids can be constructed *de novo* using one of the sequences identified from the human gut reference database set of bacterial MAGs (Thomas A. Hamilton, personal communication). This plasmid was able to conjugate with greater efficiency into its host species than to other species. Using a CRISPR killing array previously developed and tested [36], it could be possible to selectively kill *Campylobacter hominis in vivo* in the intestinal tract of expectant mothers to help prevent, or lessen, the inflammation that may be associated with the pathogenesis of spina bifida.

The involvement of *Campylobacter hominis* in the pathogenesis of spina bifida needs to be confirmed with a larger-scale study that optimally utilized metatranscriptomics. The lower sample size prevented the corrected p-values from falling below the accepted level of significance (despite a robust effect size), so a large sample could act as confirmation. Transcriptomics would add functional information for the pathogenesis of *Campylobacter hominis* in spina bifida that could not be obtained by metagenomics alone. For instance, which genes are being actively transcribed and does the transcriptional activity of certain genes correlate with intestinal inflammation.

### 6.4 Complete genomes and conjugative plasmids of strains from manganese-oxidizing genus

A recently described genus of bacteria expanded what was known to be metabolically possible in nature by utilizing the oxidation of manganese to fuel the reverse tricarboxylic acid cycle [37]. Oxidation of manganese as a source of energy had been theorized to be possible in the past though not previously observed in nature. The first genome of the genus *Manganitrophus* was published in 2020 for the species *Candidatus Manganitrophus noduliformans*, which was enriched from tap
In 2021, a preprint was published with two new strains belonging to the species *Candidatus Manganitrophus morganii*, which were isolated from a rock surface in South Africa and a rusted iron pipe in California [38]. In chapter 4, I uncovered the sequences from five novel strains from another dissimilar environment. These novel strains are a member of an extremely complex biofilm that grows on the charcoal filters in a wastewater treatment facility for the Suncor oil refinery in Sarnia, Canada. The presence of these species belonging to the genus *Manganitrophus* in four dissimilar environments raises the question of ‘how prevalent are these bacteria globally?’ As well, how many other contaminant metals are bacteria able to oxidize for energy beyond known metals such as iron and now manganese?

Third-generation sequencing of the communities with the Oxford Nanopore MinION allowed for circularization of the first *Candidatus Manganitrophus* strain from the first sample, but failed with the following samples. As shown in the full community analysis in chapter 5, these are extremely complex communities, which pose a challenge for metagenomic assemblies. The complexity increases the probabilities that the assembly will not be completed due to repetitive sequences found in multiple species within the community. I therefore needed to employ a more targeted approach than a metagenomic assembly for the final 4 samples to yield high-quality or circularized genomes. As a solution, I utilized a reference-guided assembly, which has show to improve assembly metrics even for complex heterozygotic eukaryotic assemblies [39]. I mapped the reads to the circularized assembly of GAC1 and filtered the mapped reads with GERENUQ [40] to retain only reads that mapped end-to-end with the genome. Filtering of the reads was to ensure that the reads that were likely to cause the assembly to fail or be contaminated (e.g. cross-mapping reads from other species or chimeric reads produced by errors in the Nanopore sequencing) were omitted. Assembly with this refined set of reads allowed for the circularized sequences of two additional genomes to be assembled. For the other two samples, there was an apparent strain heterogeneity that prevented the assembly from being high-quality and completed. In these samples, there are potentially two or more strains of *Manganitrophus* existing simultaneously in the samples.

I also applied the conjugative element identification protocol from chapter 2 to the raw metage-
onomic assembly of sample GAC1. One of the circularized elements that were sub-chromosomal in size had a full array of conjugative proteins and was also annotated as belonging to the same taxa as the genome of GAC1. As previously discussed, there needs to be additional evidence to demonstrate that indeed this large, conjugative plasmid does belong to Candidatus Manganitrophus sp. GAC1 within this complex community. The initial evidence of the same assigned taxonomy and a similar mapping coverage across the sequences are good initial indicators, but not sufficient with how many bacteria grow on these biofilms. I aligned the assembled conjugative plasmid to the published genome of Candidatus Manganitrophus noduliformans, which was sequenced as an isolate, and found that this novel plasmid aligns to multiple genomic fragments (Figure A.1). These sequences were not previously identified as being a plasmid or conjugative system in the original publication. In addition, this plasmid aligned to the published genome of Candidatus Manganitrophus morganii SAI. By utilizing third-generation sequencing and applying the methods developed in chapter 2, I resolved the full genomic context of these species by showing that there is a conserved conjugative mega-plasmid in multiple members of the genus. This plasmid carries genes for the transport and binding of copper and cadmium, among other cations, which is important for its ability to survive in an environment that is heavily contaminated with heavy metals.

In the two poorer quality assemblies in chapter 4, strain resolution was possible, but difficult. Manual separation of the substrains in sample GAC5 allowed for the assembly of one of the strains in the sample. I aligned and filtered the reads to both substrains and managed to produce one assembly that had high completion, low redundancy, and no strain heterogeneity. Recently, it has been shown that full strain resolution is possible with extraordinarily deep sequencing of a single sample, but would be too expensive for regular applications [10]. Deeper sequencing of the communities may have allowed for resolution of the strains in samples GAC3 and GAC5 and provided more confidence in the genome sequences that were assembled. Because the genomes were only sequenced using a Nanopore MinION, the overall sequence quality will be lower than a genome polished using highly-accurate Illumina sequencing reads.

Annotations of these novel strains revealed that metabolic pathways for polyaromatic hydrocar-
bons are conserved throughout the genus. Additionally, I found that there is a greater diversity of genes related to heavy metal transport and binding in the GAC strains than there are in Candidatus Manganitrophus morganii or Candidatus Manganitrophus noduliformans. These unique genes are a reflection of the adaptation of these strains to their environment, which would be more highly contaminated with heavy metals than the other two species. Transport and binding of these heavy metals may help enable their survival in such a toxic environment. There is also evidence that ammonia oxidation in the phylum Nitrospirota is inhibited by environmental heavy metal contamination [41], so the transportation and binding machinery in these strains may be adaptations to help rescue similar metabolic capabilities, such as hydrocarbon metabolism.

6.5 Secondary assembly to complete additional closed genomes

Knowing the value of closed, circular bacterial genomes for metagenomic analyses, particularly for mobile genetic elements, I developed a framework that improved the yield of circular genetic elements and applied it to complex bacterial communities. I took inspiration from the successful reference-based assemblies in chapter 4 and Jorg [42], a similar framework that is designed for short-read data, and applied it to long-read sequencing data generated by the Oxford Nanopore Technologies MinION platform. By performing a secondary assembly on metagenomic bins generated by MetaBAT2 [43], there was more than a doubling of the number of contigs 1Mb or greater that were circular. For contigs under 1Mb, the increase in circular elements was much more modest with only about a 15% increase, which is to be expected given the data shown in Chapters 2 and 3. Because the secondary assembly was performed on bins generated by MetaBAT2, the exclusion of conjugative systems and other mobile genetic elements [12] from would reduce the probability of such elements being successfully circularized in a secondary assembly. Performing secondary assemblies on the unbinned fraction of contigs may have yielded additional circular contigs, but I omitted it from the analysis due to high computational burden that secondary assemblies require. The primary measure of circularization of contigs is the reporting of the structure of the assembly.
by Flye. However, I also generated read tiling paths for each contig in the assembly (reads over 5kb that overlap by at least 500 bp and a read that maps to the start and end of the fasta entry) to check for contig contiguity and circularity. By this metric, there were an additional 45 contigs under 1Mb per sample in the unbinned that were considered circular, but not flagged as circular by Flye, which indeed suggests that secondarily assembling those contigs would have been fruitful.

As a framework to generate additional complete bacterial genetic sequences from a complex environment, secondarily assembling metagenomic bins was successful. However, there is still much work to be done to optimize the performance of such a framework. As mentioned, the computational resources and wall clock time required to run is prohibitive for regular use. For each sample, the full secondary assembly run time was roughly one week while running with 30 threads on a server with 128GB of memory. The primary assembly portion of the pipeline only takes a matter of hours, so the vast majority of the run time is dedicated entirely to the secondary assembly process. If the research questions are not benefited by having complete chromosomal and extrachromosomal sequences, then the secondary assembly framework is an computationally expensive and unnecessary process. However, if the algorithm can be tuned to minimize the run time, it may become more reasonable for general metagenomic applications. In addition, quality checks to determine whether the bin prior to reassembly is of higher quality and whether extra round of reassembly beyond one would improve assembly quality would be other avenues to improve the framework. As it stands, the current framework yielded minimal to no improvements on general assembly metrics such as N50, completion, and contamination. Adding in extra checks for quality could make the framework more useful for generally improving assembly quality and not just a tool to obtain more complete genomes.
6.6 The microbiota of an oil refinery wastewater treatment facility

As a proof of principle of the secondary assembly framework, it was applied to nine samples that were derived from the wastewater treatment facility of an oil refinery wastewater treatment facility to characterize their composition. Eight samples were from the biofilms that form on granular activated charcoal filters and the final sample was of the flocculent of a collection basin, which were collected over the time period of over two years. Despite the large number of complete chromosomal sequences, there was a lack of specific taxonomies assigned within the communities. Many taxonomies pointed to largely uncharacterized clades mostly within the phylum *Proteobacteria*. Some of the taxa that were assigned within the communities were *Rugosibacter*, *Ferruginibacter*, *Terricaulis*, *Accumulibacter*, *Manganitrophus*, *Macondimonas*, *Methylotenera*, *Sphingobium* and *Hyphomicrobium*. *Manganitrophus* species within these communities and their potential for oxidation of manganese as an energy source, bioremediation of other heavy metals, and the bioremediation of hydrocarbons was explored in Chapter 4. A number of the other genera listed have been shown in previous literature to metabolize hydrocarbons and sequester and biotransform heavy metals [44, 45, 46, 47, 48, 49]. A current limitation is that the taxonomy of many of the assembled MAGs could not be assigned due to the presumed novelty of the species in the community. Isolation experiments are required to know the true functional capabilities of the individual species and to properly assign a taxonomy. The composition of the communities is relatively stable over time with the majority of species-level clusters being found in more than one samples. As such, the completed genomic sequences assembled in Chapter 5 represent a set of quality scaffolds to align to in future community dynamics and metatranscriptomic studies of the involvement that member species have in the metabolism of hydrocarbons and heavy metals.
6.7 Future directions

This thesis has advanced the capability to comprehensively analyze both long- and short-read metagenomic datasets (Figure 6.2). I have applied the techniques to a human health-focused cohort with mothers who gave birth to infants with spina bifida, a broad comparison of geographically-based cohorts, and to communities of bacteria growing on charcoal filters and in flocculent. However, there are still many unexplored applications of the techniques that I developed and room to improve the usability and sensitivity of the tools.

![Diagram of conjugative elements and secondary assembly of binned contigs](image)

Figure 6.2: Overview of methods developed within this thesis. On the left is a diagrammatic depiction of the method for identifying conjugative elements from a raw metagenomic assembly that highlights their exclusion from metagenomic bins. On the right is a schematic of the improved contiguity and circularization of assemblies following a secondary assembly of binned contigs. Created with BioRender

The scale of human metagenomic studies exploring the connections between human health and disease is vast, but as I previously mentioned, conjugative systems are a substantial blind spot. The creation of the UHGG has proven to be a worthwhile endeavour [18, 19], and the same principles that led to its creation would be sufficient rationale to build a similar database for conjugative sys-
tems. Prior to such an effort, there would first have to be some improvements to the computational methods proposed in this thesis. On the Data Repository For Human Gut Microbiota, there are over 26,000 human gut metagenomic samples listed as being publicly available to analyze. On this scale, improvements to the speed of the process to annotate the raw assembly need to be made to conserve computational resources. Curating a database solely of conjugative proteins from the UniRef90 database should reduce the run time of annotating the assemblies, while maintaining the sensitivity advantage that it demonstrated over the pHMM approach (Figure 2.3). Alternatively, the already computationally efficient pHMM approach could have its databases expanded to the point where the gap in sensitivity would be outweighed the reduced burden on computational resources. With the computational limitations resolved, the construction of a comprehensive conjugative element database could serve many purposes. For instance, it could be used for applications like differential abundance analyses for human health conditions or serve as reference for the synthesis or conjugative systems.

With the number of samples publicly available for re-analysis, a case could be made for a large-scale and high-quality meta-analysis of the association of conjugative elements and human health outcomes. The data presented in chapter 3 hint at these associations being relevant in cohorts beyond mothers who give birth to infants with spina bifida. Conjugative elements and their cargo could, in some cases, be relevant to the pathogenesis of human diseases, and a meta-analysis would have the ability to identify such patterns from the data. Care would need to be taken to ensure that the functions carried as cargo are functionally relevant to the research question as differences in abundances of conjugative elements could oftentimes simply be a reflection of the abundances of the bacteria that carry them. As mentioned in the case for spina bifida, conjugative elements can serve as a vector to carry CRISPR systems that can modulate the microbiome by selectively killing bacteria [36, 50] or to express other genes of interest [51]. With these applications of conjugative elements, the conjugative elements do not need to be directly involved with pathogenesis to be of interest in a meta-analysis. Conjugative systems that belong to the species mediating the negative health outcomes would also be of interest, as with the Campylobacter hominis. Synthesis of these
conjugative elements *de novo* and loaded with a CRISPR system would be selective antibiotic that could ‘fix’ the microbiota with little overall disruption.

*De novo* assembly of conjugative plasmids from metagenomic samples will be difficult with the current data because assembly with short-read data, which the vast majority of samples are, will not yield complete conjugative element sequences. If we hope to *de novo* build additional conjugative plasmids, knowing that it is being built oof the full sequence found in nature will eliminate the possibility of building a plasmid that is missing critical elements needed for its propagation and transfer. Additionally, human gut samples will need to be sequenced and assembled using third-generation sequencing technologies in tandem with optimal bioinformatic workflows to yield a greater number of complete genomes and plasmids for this application. Furthermore, there may be instances where the conjugative element has been rendered non-function by recombination, so additional checks may be required to ensure the core complement of genes needed for conjugation are intact and not just present. Improvements to tools for detecting oriT sequences should also be pursued as an oriT is necessary for conjugation, but at present these tools fall short at detecting these difficult-to-predict sequences.

Additionally, complete genomes and plasmids will allow for a greater understanding of community dynamics and composition. As with the methods for the identification of conjugative elements, there are improvements to be made with the secondary assembly workflow outlined in chapter 5. A run time of over a week per sample is far too long to be used in regular analyses, so progress would need to be made with the efficiency the algorithm and how it works with all the programs it interfaces with. Reducing the computation time needed for mapping should be possible by removing reads that strongly align to a bin from future iterations of mapping in the loop. However, the bulk of the computation time is spent on assembly, which would require much engineering on multithreading of the assemblies to optimize the wall-clock time for this step. Additionally, with the methylation data available, which can associate plasmid with chromosomal sequences [22], with some third-generation sequencing data, studies should now be able to look at the dynamics of conjugative elements in different environments. In theory, the researcher will be able to monitor
their spread throughout the community and how they vary in abundance when compared to their cognate genomes. Modelling of the dynamics of conjugative systems in the human gut could be monitored in real time using a chemostat to mimic the human gut environment [52]. Phenomena, such as the spread of antimicrobial resistance or CRISPR-carrying conjugative plasmids, could be modeled and help inform in vivo experiments or public health monitoring efforts.

For the applications of the methods that I explored in this thesis, there is still much to be discovered. For spina bifida, confirmational studies with larger sample sizes will need to confirm the roles of Campylobacter and Peptoniphilus in the induction of intestinal inflammation and reduced nutrient uptake in the expectant mothers. As well, transcriptomic, proteomic, and metabolomic experiments should also be performed in parallel to identify which genes, proteins, and metabolic products of the gut microbiome are significantly affecting the pathogenesis of spina bifida.

Isolation and study of the Manganitrophus species from chapter 4 would be beneficial to better understand the organism. While I speculate that it retains the capacity to oxidize manganese, this would need to be tested following isolation. Using a manganese-laden media to isolate could allow for a symbiont to be identified as well as demonstrated in the original Manganitrophus noduliformans publications [37, 38]. Further exploration of the heavy metal resistance and polyaromatic hydrocarbon metabolism is also warranted for this organism because it was not explored in the other two publications of the genus.

Metatranscriptomics and metaproteomics of carbon-degrading communities growing on the carbon filters and in the flocculent would allow the ability to understand how the communities interface with their environment. Metagenomic analyses only can provide information on what the communities might be capable of metabolically, but not with certainty. Observing which genes are being highly expressed when concentrations of hydrocarbons or heavy metals are higher, or in conditions of ‘upset’ within the reactor system, would highlight what pathways and operons are most important for the survival and proliferation of bacteria in these complex communities. Quantification of the detoxification capabilities of these bacteria in culture could also help clarify the potential of these communities, or certain important members of the communities, in bioremediation efforts.
Heavy metal and hydrocarbon contamination is a global concern, and a better understanding of these bacteria that can thrive within these environments could prove to be a missing piece of the puzzle for solving the issues we face. To help supplement this, additional communities at the wastewater treatment facilities, such as the flocculent which was sequenced once in chapter 5, should be further studied. The filtrate that passes through the GAC filters is a combination of the water that comes with the oil in the pipe, water that is in contact with the oil during refining and water that is the result of standard waste practices at the refinery. As a result, the source of the oil may have an effect on the composition of the communities and deserves further investigation.

The broad goal of the thesis was to continue the step-wise improvement of bioinformatic analyses for microbiome studies. By outlining and applying protocols for the identification of conjugative elements and the circularization of additional chromosomal and extra-chromosomal elements from third-generation metagenomic sequencing experiments, I believe I achieved this goal. Continued application of these protocols, and progress in the improvement of them, will further optimize the ability to analyze the data generated from microbiome studies.
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Appendix A

Supplemental figures for Chapter 4

A.1 Supplemental figures
Figure A.1: Alignment graphic produced by FastANI demonstrating the alignment of the conjugative plasmid identified in sample GAC1 (top) to the published *Manganitrophus noduliformans* genome (bottom). The published *Manganitrophus noduliformans* genome is split into 22 fragments and the GAC1 plasmid aligns to four.
Figure A.2: Assembly graph of GAC3 following reference-based assembly. Colouring of edges is arbitrary.
Table B.1: ALDEx2 output for spina bifida microbiome Pfam annotations with effect sizes of an absolute value greater than 0.8. Effect sizes with a negative value have a greater relative abundance of reads aligning to their open reading frames in the mother who gave birth to infant with spina bifida. For positive effect size values, it suggest an relative enrichment in the control samples.

<table>
<thead>
<tr>
<th>Pfam ID</th>
<th>Pfam name</th>
<th>Benjamini-Hochberg corrected p-value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>PF05057</td>
<td>Putative serine esterase (DUF676)</td>
<td>0.174765003</td>
<td>-1.155696146</td>
</tr>
<tr>
<td>PF05538</td>
<td>Campylobacter major outer membrane protein</td>
<td>0.432899815</td>
<td>-0.949042263</td>
</tr>
<tr>
<td>PF16730</td>
<td>DnaG-primase C-terminal, helicase-binding domain</td>
<td>0.397986629</td>
<td>-0.91006937</td>
</tr>
<tr>
<td>PF18644</td>
<td>Phage integrase SAM-like domain</td>
<td>0.46082165</td>
<td>-0.893867793</td>
</tr>
<tr>
<td>PF14790</td>
<td>Tetrahydrodipicolinate N-succinyltransferase N-terminal</td>
<td>0.480360128</td>
<td>-0.879814532</td>
</tr>
<tr>
<td>PF18527</td>
<td>STT3/PglB C-terminal beta-barrel domain</td>
<td>0.421510122</td>
<td>-0.878682462</td>
</tr>
<tr>
<td>PF02516</td>
<td>Oligosaccharyl transferase STT3 subunit</td>
<td>0.429277359</td>
<td>-0.868898852</td>
</tr>
<tr>
<td>PF11874</td>
<td>Domain of unknown function (DUF3394)</td>
<td>0.442497833</td>
<td>-0.866719687</td>
</tr>
<tr>
<td>PF02433</td>
<td>Cytochrome C oxidase, mono-heme subunit/FixO</td>
<td>0.437774994</td>
<td>-0.862846335</td>
</tr>
<tr>
<td>PF08376</td>
<td>Nitrate and nitrite sensing</td>
<td>0.444199746</td>
<td>-0.861641416</td>
</tr>
<tr>
<td>PF07655</td>
<td>Secretin N-terminal domain</td>
<td>0.445006513</td>
<td>-0.855857978</td>
</tr>
<tr>
<td>PF15436</td>
<td>Plasminogen-binding protein pgbA N-terminal</td>
<td>0.500849144</td>
<td>-0.854846005</td>
</tr>
<tr>
<td>PF18472</td>
<td>HP1451 C-terminal domain</td>
<td>0.469412759</td>
<td>-0.832981966</td>
</tr>
<tr>
<td>PF04366</td>
<td>Las17-binding protein activator</td>
<td>0.450683565</td>
<td>-0.830455458</td>
</tr>
<tr>
<td>PF05573</td>
<td>NocL</td>
<td>0.467580738</td>
<td>-0.817239347</td>
</tr>
<tr>
<td>PF04028</td>
<td>Domain of unknown function (DUF374)</td>
<td>0.380245105</td>
<td>-0.816951698</td>
</tr>
<tr>
<td>PF10108</td>
<td>Predicted 3’-5’ exoribonuclease related to the exoribonuclease domain of PoIB</td>
<td>0.490982418</td>
<td>-0.808548941</td>
</tr>
<tr>
<td>PF13563</td>
<td>2’-5’ RNA ligase superfamily</td>
<td>0.348532907</td>
<td>0.867253049</td>
</tr>
</tbody>
</table>
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