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Abstract 

The communities settling in the Canadian coastal regions are threatened by multiple flood-

generating mechanisms including riverine, pluvial, and sea level forces. Reliable design flood 

estimation and risk assessment in these regions demand characterization of the 

interrelationships between different drivers as well as the corresponding compounding 

effects. In this study, as our first step, we assess the compound flood risks across Canada’s 

coasts considering eight bivariate flooding scenarios acquired from four flooding drivers 

including total water level (TWL), streamflow (Q), precipitation (Pr) and the skew surge (S) 

at 41 sites located at the three main regions of the Pacific, the Great Lakes (GL) and the 

Atlantic. For each scenario, an initial dependence test based on Kendall’s Tau is conducted. 

Their joint probability is constructed using copulas. Further, compound flood risks and the 

failure probabilities are analyzed considering the OR, AND, Kendall, conditional hazard 

scenarios and the Compound Hazard Ratio (CHR) index. Results suggest that most locations 

can be affected by compound flooding associated with at least two types of bivariate events. 

In the second step, we characterize the dependence structure between the three drivers of 

total water level, streamflow and precipitation based on the C-vine copula statistical 

approach and create their multivariate joint distribution for different locations. This is 

followed by calculating the OR, AND, and Kendall compound flooding joint return periods 

(JRPs) and their corresponding failure probabilities (FPs) and comparing them with the 

univariate and independent JRP values. Further, the CHR index is applied to quantify 

possible under- or overestimations of the flooding risks when individual drivers are assessed, 

independently. The results show that multivariate JRPs are less than those of univariate and 

independent multivariate hazard estimates.  

In our third objective, we try to explore the univariate and multivariate trends of four 

flooding drivers at all sites. The univariate Mann-Kendall trend test and its extension to the 

multivariate case namely the Covariance Inversion Test (CIT), Covariance Sum Test (CST), 

and Covariance Eigenvalue Tests (CET) are applied to see the univariate (change in the 

intensity and frequency) and joint nonstationary behavior of the three drivers, respectively. 

The results show increased risks of individual and compound flooding over the Atlantic 

coast, and various trends in the Pacific and the GL regions.  
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Finally, we assess the compound flooding hazard under a nonstationary framework for all the 

locations. To this end, the time-varying behavior of the three drivers of step 2 and also the 

interdependencies between them are captured using linear and polynomial models. This 

process leads to producing a time-dependent joint occurrence/probability of the drivers. 

Then, the temporal variations of the compound flood hazard are assessed concerning the OR, 

and AND hazard scenarios and the CHR index. The results show the decline and increase in 

the AND JRPs and CHR values over time at 23 locations, especially in the Atlantic region. 

This study highlights that reliable flooding hazard analysis over the Canadian coastal regions 

is obtained considering all the flooding drivers and the corresponding interconnections. The 

Atlantic region is most susceptible considering the potential role of extra-tropical cyclones. 

The obtained results can support the operating agencies/decision makers to update the design 

levels/resilience strategies with respect to the multivariate hazard estimates. Besides, the 

time-varying analysis can lead to more sustainable and long-lasting protective infrastructures.    

Keywords 

Compound flooding, vine copula, trend, join return period, failure probability, Canada 
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Summary for Lay Audience 

Approximately half of the global population lives within 200km of coastlines. The 

communities and infrastructure systems in the coastal environments are at risk of flooding 

caused by one or multiple mechanisms. Understanding the compounding effects of the 

drivers of flooding and quantifying the corresponding uncertainties are critical for flood risk 

analysis and the development of effective resilience strategies. To address this objective, we 

investigate compound flood events considering terrestrial (both precipitation, and streamflow 

which reflects the effects of snow/ice melt in addition to rainfall) and coastal mechanisms 

across Canada's Atlantic, Pacific and Great Lakes' coasts, with distinct hydroclimatic 

characteristics, based on a state-of-the-art statistical approach. The proposed design flood 

estimation method addresses the limitations in traditional approaches that neglect the 

interdependencies between two or multiple drivers of flooding. Further, the proposed 

approach identifies areas that are at high risk of compound flooding and identifies the main 

contributing factors. We also investigate whether the frequency and intensity of the co-

occurrence of these flooding sources have altered from 1960 to 2015 or not. The results 

suggest that the risk of flooding can increase up to 50% if flood mechanisms are analyzed 

holistically and the interrelationships are accounted for, compared to estimates from the 

traditional approach. Precipitation and sea levels are the major factors that contribute to 

compound flooding, in particular on the Atlantic coast. The obtained findings of this research 

help coastal managers with designing more sustainable and long-lasting coastal protective 

infrastructures, strategies, policies and regulations concerning all three flooding sources, and 

the interconnection between them. Moreover, the flood mitigation and resilience strategies, 

regulations and management policies can also be updated concerning new flood hazard 

estimates.   
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Chapter 1 

1. Introduction and background 

1.1. General introduction 

The communities settling on low-lying coastal areas are threatened by compound flooding.  

According to Intergovernmental Panel on Climate Change (IPCC), compound flooding is 

the simultaneous or successive occurrence of multiple drivers of riverine, rainfall, and sea 

level (IPCC, 2012) which has an extreme impact and leads to more significant 

socioeconomic damages than the occurrence of each driver in isolation. Such events 

happen when a low-pressure system like a tropical cyclone or a hurricane passing over the 

coast generates storm surges and high waves and at the same time is along with heavy 

rainfall and possible river overflows (Couasnon et al., 2019; Paprotny et al., 2018; 

Svensson and Jones, 2002). One example is hurricane Katrina (2005) which caused $125 

billion damage on south Florida. The number of people living in coastal areas is anticipated 

to reach 949 million by the 2030s and 1.4 billion by the 2060s (Neumann et al., 2015), 

indicating larger exposure to different types of flood hazards in these regions in the future. 

Therefore, it is critical to understand and predict the mechanisms that drive flooding, 

including intense rainfall, high seawater levels, and river overflows, as well as their 

interactions, and interrelationships to develop effective flood mitigation and adaptation 

strategies.   

Conventional approaches to studying such joint events are based on the assumption that 

the drivers of flooding are independent of one another. However, recent studies show 

strong evidence for the interactions between drivers of floods, especially in coastal areas 

around the world (Eilander et al., 2020; Hendry et al., 2019; Moftakhari et al., 2017; Nasr 

et al., 2021; Robins et al., 2021; Wahl et al., 2015; Ward et al., 2018). Thus, there has been 

a growing interest in the study of compound flood events in recent years at global (Eilander 

et al., 2020; Ward et al., 2018), continental (Ganguli and Merz, 2019; Paprotny et al., 2020), 

national (Ghanbari et al., 2021; Jalili Pirani and Najafi, 2020) and regional scales (Valle-

Levinson et al., 2020; van Berchum et al., 2020) using statistical and process-based 
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approaches (Hao et al., 2018). These analyses include characterizing the statistical 

interrelationships between drivers of flooding based on Bayesian networks (Couasnon et 

al., 2018; Sebastian et al., 2017), copula theory (Bevacqua et al., 2017; Gori et al., 2020; 

Moftakhari et al., 2017; Paprotny et al., 2018; Xu et al., 2014), bivariate extreme value 

distributions (Zheng et al., 2014), correlation and linear regression (Robins et al., 2021), 

bivariate logistic threshold-excess model (Zheng et al., 2013) among others. Most of these 

analyses are limited to two drivers and limited scenarios (Paprotny et al., 2018; Ward et 

al., 2018). For example, Ward et al. 2018 and Whal et al. (2015) assessed the 

interrelationship between high river discharge and sea level and storm surges and 

precipitation using copulas, respectively. Bevacqua et al. (2019) and Moftakhari et al. 

(2017) applied copulas to study changes in the bivariate behavior (dependence) of storm 

surge/precipitation and fluvial flooding/sea level using historical and projected data, 

respectively. Only a few studies have investigated the effects of multiple (more than two) 

flood drivers including Liu et al. (2018) who investigated the joint effect of precipitation 

and surface runoff with the El Ni~no-Southern Oscillation (ENSO) and rising temperatures 

as underlying conditions in Texas, USA. Jane et al. (2020) applied Vine-Copulas to 

characterize the dependency between three variables of rainfall, Ocean-side WL, and 

groundwater level for coastal areas of Miami-Dade County (southeast Florida).   

These studies concluded that analyzing flooding hazards over the coastal regions 

concerning individual flooding drivers can lead to an underestimation of the associated 

risks. Besides, the associated time-varying risks are under researched.  

       

1.2. Motivation and objectives  

Canada has the longest coastal line in the world which has settled over 7 million people in 

itself. Extratropical cyclones have already caused problems for these coastal areas, 

especially in the Pacific and Atlantic regions. Water levels vary due to melting glaciers and 

vertical land movement has worsened the situation. Yen Kuo et al. (2008) reported land 

uplifts in Lake Superior, Lake Huron, Lake Ontario, and the upper part of Lake Michigan 
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and Lake Erie and subsidence in the lower part of Lake Michigan and Lake Erie. 

Furthermore, the increasing water levels observed over the Atlantic coasts can be attributed 

to the thermal expansion and glacier melts due to climate change, and land subsidences 

(Karegar et al., 2016). Therefore, communities and infrastructure systems across Canada’s 

coasts are at increased risk of flooding. Conventionally, the operating agencies and the 

decision makers analyze individual drivers of flooding in the Canadian coastal 

areaswithout considering the associated interdepenencies. Besides, studies on the 

probabilistic risks associated with compound flooding, the corresponding design floods, 

and the nonstationary behavior across Canada’s coasts are lacking. 

As the first of it its kind, this research was initiated with the aim to address the research 

gaps in the coastal flood risk assessments by developing a novel multivariate statistical 

framework to characterize and assess the flooding risk and estimate the corresponding 

design levels over the Canadian coastal regions. At first, unlike many previous studies 

focusing on only one type of bivariate event, we analyze the compound flooding with 

respect to a suite of bivariate combinations of the flooding drivers and will compare the 

results with univariate results. Secondly, we conduct the analysis considering all the 

existing dependencies (which can not be seen in bivariate cases) between the drivers in a 

trivariate scenario which is lacking in the literature. In the third step, we investigate 

whether either of the flooding scenarios and also their joint occurrence (bivariate and 

trivariate) have a time-varying behavior and we propose a new index namely the 

probability summation (PS) index to capture the joint trend of flooding drivers. And finally, 

according to the nonstationarity results of the flooding drives, we account for compound 

flooding risk and the design levels in a changing environment. To capture such 

nonstationarity in either the flooding drivers and their interdependencies, we developed 

different link functions. The results of this research would help the policymakers to update 

and develop more robust technical and non-technical flood mitigation and resilience 

measures such as upstream reservoirs, flood barriers, dykes (technical measures), and 

building regulations and guidelines, educating people to be prepared for these type of joint 

events, emergency preparedness to protect lives, and reduce damages (non-technical 

measures). Resilience is defined as the capacity of a system (here a coastal community) on 
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the earth to sustain feedbacks and interactions that enable the system to remain in its current 

state (Falkenmark et al., 2019). 

1.3. Thesis layout 

The present thesis is written in the "integrated-article” format as per Western University’s 

thesis regulations. The thesis has six chapters out of which four are journal articles. Chapter 

1 outlines a general introduction and background about compound flooding and the 

motivation behind the current study. Chapter 2 focuses on the flood risk analysis and its 

uncertainty from the perspective of different joints of four flooding drivers including skew 

surge, total water level, streamflow, and precipitation. This study helps with recognizing 

the locations which are at higher risk of flooding than other parts considering all the 

scenarios. Chapter 3 is a tri-variate analysis of the flood hazard and the associated 

uncertainty with respect to three flooding drivers of total water level, streamflow, and 

precipitation. Chapter 4 provides a comprehensive study of the time-varying behavior of 

compound flooding characteristics (intensity and frequency) over the Canadian coastal 

areas. Chapter 5 is an investigation of the flooding hazard in a tri-variate case under the 

nonstationary framework. Chapter 6 portrays the conclusions derived from the present 

study and the recommendations for future work.   
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Chapter 2 

2. Characterizing compound flooding potential and the 

corresponding driving mechanisms across coastal 

environments 

2.1. Introduction 

Communities settling in the low-lying coastal zones are threatened by flood risks 

associated with high tides, surges, waves, river overflows, extreme precipitation, and 

mean sea level rise, among others (Kew et al., 2013; Lian et al., 2013). With an 

increasing trend over the past three decades, the average annual losses due to coastal 

floods are estimated to be around US$6 billion for the 136 largest coastal cities 

worldwide (Hallegatte et al., 2013). This trend is expected to continue in the future 

because of population growth, with the projected number of people residing in coastal 

zones exceeding one billion by 2050 (IPCC, 2019), urban development, and the effects of 

climate change on the intensity and frequency of flood-generating weather systems 

(Mokrech et al., 2007; Ranson et al., 2014). Glacier melts and land subsidence can further 

lead to the rise of the global sea levels exacerbating the flood risks in coastal 

environments (Dutton et al., 2015; Rodolfo and Siringan, 2006).   

The simultaneous or successive occurrence of two or more flood mechanisms can lead to 

more adverse environmental and socio-economic impacts compared to the occurrence of 

a single driver (IPCC, 2012). Recent studies have highlighted the importance of assessing 

flood risks associated with the compounding effects of multiple drivers including 

precipitation, streamflow, storm tide, and Total Water Level (TWL) (combination of the 

astronomical tide, surge, and mean sea level) (Ganguli and Merz, 2019; Kew et al., 2013; 

Svensson and Jones, 2002). Multiple mechanisms can trigger or intensify compound 

flooding (CF) across coastal areas. Passage of a low-pressure system, e.g., a hurricane, 

can raise the water levels that subsequently propagate into the watershed. This, combined 

with excessive rainfall associated with the same weather system can cause catastrophic 
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flooding. Additionally, heightened total water levels can block the river drainage causing 

backwater effects and local flooding close to the river mouth. Further, a destructive storm 

surge can be accompanied by moderate rainfall that further increases the flood depth 

and/or extent of the inundated area (Wahl et al., 2015; Zhang et al., 2020). CF can also 

occur when precipitation falls on the wet ground with saturated soil due to a preceding 

storm surge (Bevacqua et al., 2019b).  

Recent studies have investigated the dependence structure between flood-generating 

mechanisms by quantifying their joint probabilities along with their joint return 

levels/periods and assessed the corresponding impacts on the global (Bevacqua et al., 

2020b; Bevacqua et al., 2020c; Couasnon et al., 2019; Eilander et al., 2020), continental 

(Bevacqua et al., 2019a; Camus et al., 2021; Ganguli and Merz, 2019; Paprotny et al., 

2020), national (Fang et al., 2020; Jalili Pirani and Najafi, 2020; Wu et al., 2018) and 

locals scales (Ai et al., 2018; Zhang and Najafi, 2020). Xu et al. (2018) analyzed the joint 

probability of extreme precipitation and storm tide in the coastal city of Fuzhou, China. 

Jang and Chang (2022) studied the joint occurrence of rainfall and tide using copulas and 

multiple regression and assessed the corresponding risk of compound flooding. Lu et al. 

(2022) investigated the compound flooding risk in coastal-estuarine regions of 

Southeastern China using copulas. Moftakhari et al. (2017) and Ward et al. (2018) 

modeled the joint annual maximum streamflow and the associated water levels using 

copulas for major coastal cities in the U.S and the globe, respectively. Liu et al. (2018)  

investigated the joint effects of precipitation and surface runoff with the El Nino-

Southern Oscillation (ENSO) and rising temperatures as underlying conditions in Texas, 

USA. Jane et al. (2020) applied vine-copulas to characterize the dependencies between 

three variables of rainfall, TWL, and groundwater level for coastal areas of Miami-Dade 

County (southeast Florida). However, the effects of major hydrologic factors such as soil 

moisture and snowpack might be overlooked when precipitation is considered as a proxy 

for streamflow, especially over Canadian watersheds (Biron et al., 1999; Macrae et al., 

2010). Ward et al. (2018) estimated the average time between discharge gauging stations 

and the outlet near the coast within a maximum period of 14 days in studying the 

compounding effects of streamflow and seawater levels.  
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Only a few studies have conducted a comprehensive investigation of different 

mechanisms that can lead to compound flooding in coastal areas. In a recent study, Nasr 

et al., (2021) analyzed the interdependencies corresponding to 12 joint events acquired 

from four drivers including precipitation, surge, streamflow, and wave along the US 

coasts. They found higher dependencies between surge-wave and surge-precipitation than 

in other scenarios. Such analyses are crucial to better understand the compound flood 

characteristics and to develop possible flood scenarios along with the underlying 

uncertainties in flood risk assessments. Canada has the longest coastline in the world with 

distinct characteristics on the east (Atlantic), west (Pacific), and inland (Great Lakes). 

The communities in coastal zones are at risk of compound flooding caused by different 

drivers. The recent hurricane Larry in September 2021 that passed over Nova Scotia and 

the east U.S in 2020 led to three deaths and $80 million (2021 USD) in damage. Other 

destructive hurricanes striking the area include Hurricane Teddy in 2020 with 35 million 

(2020 USD), hurricane Dorian in 2019 with over 5.1, and Hurricane Matthew in 2016 

with 16.47 billion in damages. However, understanding of the flood mechanisms on 

Canada’s coasts in particular the corresponding interdependencies and combined risks is 

quite limited. In this study, we investigate the compound flood risks associated with eight 

bivariate joint events driven by four flooding mechanisms including rainfall, streamflow, 

skew surge, and total water level across Canada’s coasts. To this end, firstly, we define 

eight types of the bivariate event of four flooding drivers and then develop their 

corresponding bivariate distribution using copulas The distributions’ parameters are 

estimated using the Bayes theorem. Then, the flooding hazard is assessed using the 

Return Period (RP), Failure Probability (FP), and Compound Hazard Ratio index (CHR) 

methods over the Canadian coastal regions. Besides, the hotspot locations that are at a 

higher risk of compound flooding compared to other coastal regions are identified.  

The remainder of the paper is as follows. Section 2 describes the study area and data 

followed by the discussion of the statistical approach in Section 3. The results and 

conclusions are presented in Sections 4 and 5, respectively.    
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2.2. Study area and data 

Canada has a diverse climate regime with annual precipitation varying from almost 3000 

mm at the west coast to 300 mm in parts of the Prairies and about 200 mm in the far north 

(Canada, 1995). It has the longest coastal line in the world (around 243,042 kilometers) 

extending from 43°N to 83°N latitude, which settles almost 7 million people. More than 

$400 billion of goods are shipped annually through Canadian ports in coastal areas 

(Association of Canadian Port Authorities, 2013). All provinces and territories, except 

Alberta and Saskatchewan, have marine coasts that are at risk of flooding with different 

levels of potential damage. This threat is increasing over time partly because of land-use 

change, land subsidence, and impacts of climate change, especially at the Atlantic coast 

(Couture and Manson, 2016; Lane et al., 2013; Lemmen, 2016). The magnitude and 

frequency of Total Water Level (TWL) extremes are projected to increase especially at 

the Atlantic coast in the future at a higher rate compared to the global mean (Bush and 

Lemmen, 2019a).  
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Figure 2.1) The study area along with the location of tidal gauges across the three 

regions of the Pacific, Atlantic, and the Great Lakes coasts. 

 

The hourly TWL records are obtained from tidal gauges across Canada’s coasts from 1960 

to 2015. There are over 1000 tidal gauges available, however many of them are inactive or 

have large missing data. Daily mean streamflow denoted as Q and accumulated 

Precipitation (Pr) are acquired from the water survey of Canada, and Adjusted and 

Homogenized Canadian Climate Data (AHCCD) (Mekis and Vincent, 2011), respectively 

(Table S2.1).  

Data records (TWL) are selected according to the following filtering criteria:  

(1) Each year having more than 20 percent of missing data is removed for each tidal gauge.  
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(2) Tidal gauges with more than 20 percent of missing data over the entire period are 

removed, which leads to about 61 remaining gauges. This threshold of missing values 

was selected so that we have a balance between the number of locations and our 

statistical analysis which should not be affected by missing values. A level of more 

than 20 percent for missing values leads to only 7 gauges mostly at the GL and a level 

lower than 20 might questioned the reliability of our results. 

(3) Precipitation and streamflow gauges that lie within a radius of 0.5° (about 55 km) from 

each tidal gauge are identified followed by the application of steps 1&2 on each record. 

In addition to the physical distance of streamflow gauges, flow routes are tracked to 

make sure they are directed towards the tidal gauge (Ward et al., 2018). In cases where 

several precipitation or streamflow gauges exist within the specified radius, the closest 

and most downstream ones are selected. If no hydroclimatic gauges exist within this 

distance (including gauges 2, 3, 19, 15, and 17 in Figure 4.1), the radius is increased to 

100 km to identify at least one precipitation and one streamflow gauge (Wu et al., 

2018). The choice of the distance is to ensure that gauges are representative of the 

homogeneous hydro-climatic conditions of their locations (Ward et al., 2018).  

(4) Only the locations that have more than 80 percent overlap between T, skew surge, 

precipitation, and streamflow data records are retained.  

Forty-one coastal locations (2 on the Atlantic Coast, 7 in the Pacific, and 32 on the Great 

Lakes) are selected after assessing the data (Figure 4.1). All locations include one tidal 

gauge; however, precipitation and streamflow data could be matched with two different 

tidal gauges because of physical proximity (resulting in 27 and 25 selected stations, 

respectively). Besides, to analyze the coincidence of multiple drivers of flooding the three 

data records are temporally matched. Following Ward et al. (2018) we shift the streamflow 

data for five hydrometric stations that are located > 55 km upstream of the coast. We use 

the Kirpich equation to estimate the corresponding time lag (Mata-Lima et al., 2007):  

0.770 0.385

cT KL S ,                                                                                                                       (4.1) 
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where Tc is the time of concentration, 𝐾 is a unit conversion coefficient and K=0.0195 in 

SI units, L is the channel flow length in feet or meters as dictated by K and S is the 

dimensionless main-channel slope. The range of TC for these five gauges ranges between 

18 to 36 hours.  We further applied the Pickering method and noticed minor differences 

in the estimated time lags. 

The skew surge data are derived by subtracting the high tide from maximum TWL 

regardless of their timing within 24-hour intervals. S has a higher flood potential than the 

conventional daily maximum storm surge that might be superimposed on low or high tide. 

This is due to the fact that the maximum storm surge happening on the low tide has less 

flood potential than a moderate storm surge happening on the high tide. In this study, the 

24-hour maximum values of TWL together with S, and daily values of Pr and Q are 

considered for further analysis.  

We tried to focus on the main flooding drivers (pluvial, pluvial and sea level rise) over 

the Canadian coastal regions and the four selected drivers represent these flooding 

sources. Other types of flooding drivers including groundwater flooding can also be 

incorporated into the analysis; however, we did not have access to these data. Different 

bivariate combinations of the four drivers that can cause compound flooding in the 

coastal areas are investigated. The extreme Pr and Q events are extracted using the peak 

over threshold (POT) method and are paired with the corresponding maximum values of 

TWL and S within ± 1 day of these events. The same approach is considered to couple 

the TWL and S extreme events with associated Pr and Q values. The threshold values are 

determined based on the 95th percentile of the data records. This procedure leads to eight 

bivariate scenarios denoted as (Pre_0.95, S), (Pre_0.95, TWL), (Qe_0.95, S), (Qe_0.95, TWL), 

(TWLe_0.95, Pr), (TWLe_0.95, Q), (Se_0.95, Pr), (Se_0.95, Q). e_0.95 refers to the extreme 

events higher than quantile 0.95 in a time series, for example, Pre_0.95 refers to extreme 

precipitation events higher than quantile 0.95. The autocorrelation between extreme 

events is removed by selecting the peaks of 3-day intervals (Ghanbari et al., 2021). We 

ended up with around 700 samples for each bivariate scenario at each location. Regarding 

the scenarios (TWLe_0.95, Pr) and (Se_0.95, Pr), there exist several events with zero values 

for Pr that are discarded as they do not represent compound flood events.  
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2.3. Methodology 

2.3.1.  Dependencies between drivers of flooding 

Multivariate statistical analysis based on copulas was introduced to the field of hydrology 

by Michele and Salvadori (2003). Copula functions link together the marginal distributions 

to form multivariate distribution functions and characterize the dependence structure 

(linear, non-linear, tail dependence) (Genest and Favre, 2007). A detailed discussion of the 

copula functions is provided in Joe (1997) and Nelson (1998).  

Prior to analyzing the bivariate distributions using copulas, the Kendall correlation test is 

applied and the significance of the dependencies between the drivers is assessed at a 5% 

significance level (Genest and Favre, 2007). In comparison with the Pearson method which 

considers a linear relationship between two variables, Kendal’s Tau measure a monotonic 

relationship (either linear or non-linear) between the variables. The test statistic is as 

follows: 

𝜏 = √
9𝑛(𝑛−1)

2(2𝑛+5)
|𝜏𝑛|,                                                                                                                                  (2.1)  

where   is the test statistic which follows the standard normal distribution, 𝜏𝑛 is the Kendall 

correlation value between two variables. P-values are calculated as 2𝑝(𝑍 > 𝜏). 

Marginal distributions are determined for each variable at each location, corresponding to 

each compound flood scenario. The Generalized Pareto Distribution (GPD) is fitted to the 

POT data, e.g. Pre_0.95 in (Pre_0.95, S), and the Akaike Information Criterion (AIC) is used 

to select the best-fitted distribution among the Normal, Lognormal, Gamma, Gumbel, 

Exponential, Generalized Extreme Value (GEV), Generalized Pareto Distribution (GPD), 

Weibull, Logistic, and Cauchy distributions using the ML method. AIC (Akaike, 1974) is 

defined as:  

𝐴𝐼𝐶 = 2𝑘 − 2ln(𝐿),                                                                                                                                       (2.2) 
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where k  is the number of parameters and L is the maximum value of the likelihood function 

for the model. The selected distribution is further evaluated using the Kolmogorov-

Smirnov (KS) goodness-of-fit test (Chakravarty et al., 1967) considering a 5% significance 

level. The parameters of the best-fitted distributions are estimated based on the maximum 

likelihood approach. The data records corresponding to each driver are then converted into 

the (0, 1] space based on the corresponding CDFs. This is followed by selecting the best-

fitted copula (among 41 functions) (Schepsmeier et al., 2015) including Gaussian, Student 

t, Frank, Joe, Clayton, Gumbel, Clayton-Gumbel (BB1), Joe-Gumbel (BB6), Joe-Clayton 

(BB7), Joe-Frank (BB8), Tawn type 1, and Tawn type 2 along with their rotational models 

(90, 180, and 360 degrees) to represent the dependence structures and determine the 

bivariate distributions. The lists of the univariate distributions, copula families, and the 

associated parameter ranges are provided in Tables S2.2 and S2.3, respectively. 

AIC is a comparison-based approach for selecting a model. In other words, AIC helps with 

selecting a model which is the best fit among a few other fitted models; however, it does 

not show us whether this selected model is significant or not. Therefore the goodness-of-

fit test proposed by Genest et al. (2006) is applied to further evaluate the best-fitted copula 

functions. The test is based on two variants, 𝑆𝑛 and 𝑇𝑛 of the Cramér–von Mises statistic, 

which are improvements over the previous works of Genest and Rivest (1993) and Wang 

and Wells (2000): 

𝑆𝑛 = ∫ |(𝐾𝑛(𝑤)|21

0
𝑘𝜃𝑛

(𝑤)𝑑𝑤,                                                                                                                   (2.3)                                                                                                               

𝑇𝑛 = sup
0≤𝑤≤1

|K𝑛(𝑤)|,                                                                                                                                     (2.4) 

where 𝕂𝑛(𝑤) = √𝑛{𝐾𝑛(𝑤) − 𝐾θ𝑛
(𝑤)}. 𝐾𝑛 is the empirical cumulative distribution of the 

data and 𝐾θ𝑛
refers to the theoretical cumulative distribution of samples taken from the 

fitted copula and 𝑘𝜃𝑛
 is the corresponding density. These relatively simple statistics are not 

limited to Archimedean copulas contrary to the Cramér–von Mises statistic. Further, p-

values associated with these statistics can be obtained by bootstrapping. According to 

Genest et al. (2006), comparing raw values of 𝑆𝑛 and 𝑇𝑛 could be just as misleading as 

Cramér–von Mises statistic in model selection in some cases. H0 To deal with this problem, 
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they proposed a bootstrap method to calculate the P-values under the null hypothesis, 

𝐻0: 𝐶θϵ 𝒞θwhere 𝐶𝜃 is the underlying empirical copula belongs to a parametric family of 

copulas (𝒞θ) under consideration. This family of copulas depends on a parameter that has 

to be estimated. Therefore, Genest et al. (2006) proposed a bootstrap method to assess the 

evidence against the null.  In this process, a large number, N, of independent samples of 

size n are generated from 𝒞θ and the corresponding values of  𝑆𝑛
∗  and 𝑇𝑛

∗ are computed to 

obtain the distribution of the statistics. The p-value is obtained as follows: For 𝑇𝑛, the p-

value is computed in a similar way (Genest et al., 2006). 

p − value =
1

𝑁
∑ 1(𝑆𝑛,𝑘

∗ > 𝑆𝑛)
𝑁

𝑘=1
,                                                                                                         (2.5)  

The number of iterations (𝑁) in this study is 1000. 𝑆𝑛 is the statistic value for the original 

data and 𝑆𝑛,𝑘
∗  is the statistic value for the kth bootstrap sample.   

 

2.3.2.  Uncertainty analysis of the bivariate distribution  

In this study, the uncertainties in the copula and the marginal parameters are 

characterized based on the Bayesian inference approach (McElreach, 2018), which 

combines the knowledge brought by the prior distribution with the observations to 

generate the joint posterior distribution of the corresponding parameters. Considering 𝑛 

bivariate observations (𝑥1, 𝑦1),..., (𝑥𝑛, 𝑦𝑛) representing the driving mechanisms, the joint 

posterior pdf is determined as follows (Smith, 2011): 

𝑓(𝜙𝑐, 𝜃𝑚|(𝑥1, 𝑦1), (𝑥2, 𝑦2), . . . , (𝑥𝑛, 𝑦𝑛)) ∝

𝑝(𝜃𝑚). 𝑝(𝜙𝑐). ∏ 𝑐(𝑥𝑖 , 𝑦𝑖|𝜙𝑐)𝑛
𝑖=1 . 𝑓(𝑥𝑖|𝜃𝑚). 𝑓(𝑦𝑖|𝜃𝑚),                                                 (2.6)                                     

where 𝑓(𝜙𝑐, 𝜃𝑚|(𝑥1, 𝑦1), (𝑥2, 𝑦2), . . . , (𝑥𝑛, 𝑦𝑛)) is the joint posterior density function of 

𝜙𝑐 , 𝜃𝑚, which are the parameter sets of copula and marginals, respectively. 𝑝(𝜃𝑚), 𝑝(𝜙𝑐) 

are the prior distributions of 𝜃𝑚, 𝜙𝑐, and 𝑐(𝑥𝑖 , 𝑦𝑖|𝜙𝑐) is the copula density of x and y. 

𝑓(𝑥𝑖) and 𝑓(𝑦𝑖) represent the marginal densities of x and y, respectively. As there is no 
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prior knowledge of the parameters, uninformative uniform distributions are considered in 

this study.   

The Metropolis-Hastings method of the Markov Chain Monte Carlo (MCMC) algorithm 

is applied for sampling from the joint posterior distribution (Hastings, 1970). Each 

MCMC chain includes 10000 iterations with a burn-in period of 5000  to acquire full 

convergence and remove the effects of initial sampling. Next, following the method 

proposed by Geweke (1991) we test the convergence of the second half of the chain by 

comparing the mean of the first 10% of the chain against the second half of the chain. If 

the two means are equal, the chain is converged and the test statistic (standard Z-score) 

has standard Gaussian distribution. From the estimated joint posterior distributions, the 

median, and 95% credible interval of the parameters (𝜙𝑐, 𝜃𝑚) are extracted to create the 

bivariate distributions followed by analyzing the flood risks and the corresponding 

uncertainties. The sampling algorithm was coded in the RStudio and the corresponding 

script is available in the GitHub link: “https://github.com/fjalilip?tab=repositories”. 

 

2.3.3.  Joint Return Period (JRP) 

Robust water resources management and sustainable engineering design require 

understanding the high-impact events and their probability of occurrence each year and 

during the lifetime of the project(s).  Risk is mainly considered as the hydrologic risk in 

this study.  

The return period refers to the average recurrence time between natural hazard disasters 

(earthquake, flood, drought, etc). The RP of a hazard corresponds to the average 

interarrival time between the occurrences divided by the exceedance probability. In 

multivariate analysis of extremes, the following risk scenarios are commonly considered 

for estimating the joint return periods of the driving mechanisms: either driver exceeds 

the extreme threshold (OR scenario), both drivers exceed the respective thresholds (AND 

scenario), the joint probability of two or more drivers exceeds a level of probability 

(Kendall scenario), and the joint probability of two drivers overtakes a survival level of 

https://github.com/fjalilip?tab=repositories
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probability (Survival Kendall scenario) (Salvadori and De Michele, 2004; Salvadori et 

al., 2007; Shiau, 2006). Considering the compound flood event associated with (Pre_0.95, 

TWL), as an example, with Pr and TWL as pluvial and coastal flood driving mechanisms, 

the exceedance probability and the corresponding JRP of the OR scenario similar to other 

studies can be defined as: 

𝑃𝑜𝑟 = 𝑃((𝑃𝑟 > 𝑝𝑟) ∪ (𝑇𝑊𝐿 > 𝑡𝑤𝑙)) = 1 − 𝐶(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝𝑟), 𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)|𝜙𝑐),                 

(2.7)                                                                                                                                                                                                   

𝐽𝑅𝑃𝑜𝑟 =
𝜇

𝑃𝑜𝑟
,                                                                                                                    (2.8)                                       

where 𝑃𝑜𝑟 is the OR exceedance probability, 𝜃𝑚𝑝𝑟 and 𝜃𝑚𝑡𝑤𝑙  are the set of marginal 

parameters for 𝑃𝑟 and 𝑇𝑊𝐿, respectively. 𝑃 and 𝐶(copula function) are the same and 

refer to the joint probability of 𝑇𝑊𝐿 and 𝑃𝑟 when both are lower than their respective 

thresholds.  𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝𝑟) and 𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙) are the univariate cumulative 

probabilities of 𝑃𝑟, 𝑇𝑊𝐿  given the set of parameters 𝜃𝑚𝑝𝑟,  and 𝜃𝑚𝑡𝑤𝑙  respectively. 𝜙𝑐 is 

the copula parameter and 𝜇 is the average interarrival time between the events.  

The AND exceedance probability and the corresponding JRP are computed as follows: 

𝑃𝑎𝑛𝑑 = 𝑃((𝑃 > 𝑝𝑟) ∩ (𝑇𝑊𝐿 > 𝑡𝑤𝑙)) = 1 − 𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝𝑟) − 𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙) +

𝐶(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝𝑟), 𝐹𝑇𝑊𝐿(𝑞|𝜃𝑚𝑡𝑤𝑙)|𝜙𝑐),                                                                          (2.9)   

𝐽𝑅𝑃𝑎𝑛𝑑 =
𝜇

𝑃𝑎𝑛𝑑
 ,                                                                                                            (2.10)                                                                                                                                

where 𝑃𝑎𝑛𝑑 AND 𝑃 are the AND exceedance probability or the probability of two drivers 

when both 𝑇𝑊𝐿  𝑃𝑟 are higher than their respective thresholds.  

The (unrealistic) independence OR and AND JRPs are estimated based on: 

𝐽𝑅𝑃𝑜𝑟 =
𝜇

1−(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝𝑟)×𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙))
 ,                                                                   (2.11)                                   

𝐽𝑅𝑃𝑎𝑛𝑑 =
𝜇

1−𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝𝑟)−𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)+(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝𝑟)×𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙))
 ,                  (2.12)                                                                  
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Previous studies such as Salvadori et al. (2011, 2016) and Xu et al. (2019) have shown 

that OR and AND JRPs may not identify the risk zone, properly. They point to some 

major events with a larger RP than the events in the dangerous regions defined by the 

AND or OR scenarios, which can cause under- or over-estimation of the engineering 

designs. To address this issue, Salvadori and De Michele (2010) proposed the Kendall 

JRP based on the Kendall distribution function. In this type of JRP, the probability space 

is divided into three parts including a critical probability layer called p (a line in 2D and a 

surface in 3D probability space), a dangerous region denoted as 𝑆𝑝
𝑑 that includes all the 

events with joint probabilities more than p, a safe region denoted as 𝑆𝑝
𝑠, which includes 

all the events with joint probabilities less than p. d and s denote dangerous and safe 

regions, respectively (Salvadori et al., 2016). The JRP corresponding to the dangerous 

region is defined as follows: 

 𝐽𝑅𝑃𝐾𝑒𝑛𝑑𝑎𝑙𝑙 =
𝜇

𝑃[𝐶(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝𝑟),𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)|𝜙𝑐)>𝑝]
=

𝜇

1−𝐾𝑐(𝑝)
 ,                                 (2.13)                                                         

where 𝐾𝑐(𝑝) = 𝑃[𝐶(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝𝑟), 𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)|𝜙𝑐) ≤ 𝑝](Salvadori et al. , 2016),  

According to Salvadori et al. (2016), the Kendall scenario does not have a direct 

physical/structural interpretation and should be used for the preliminary risk assessments. 

Overall, selecting a specific JRP scenario depends on the aim of the study and the past 

flooding events.  

Further, we assess the conditional RPs representing the design floods corresponding to 

one driver conditional on the other. For example, considering the Q and TWL:  

𝑃𝑐𝑜𝑛𝑑 = 𝑃(𝑄 ≥ 𝑞|𝑇𝑊 ≥ 𝐿𝑡𝑤𝑙) = 1 −
𝐹𝑄(𝑞|𝜃𝑚𝑞)−𝐶(𝐹𝑞(𝑞|𝜃𝑚𝑞), 𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)|𝜙𝑐)

1−𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)
,    (2.14)                                                             

𝑅𝑃𝑐𝑜𝑛𝑑 =
𝜇

𝑃𝑐𝑜𝑛𝑑
,                                                                                                            (2.15)                                       

where 𝑃𝑐𝑜𝑛𝑑 is the probability of Q given the non-exceedance probability of TWL.                       
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For all the scenarios at each location, the univariate RP when the exceedance probability 

is 0.01 is compared with those of conditional, AND (dependence and independence), OR 

(dependence and independence), and Kendall scenarios.    

The univariate RP is also calculated as dividing the average interarrival time by the 

exceedance probability of 0.01 for each location.   

RP is not tied to the sustainability of a design level. In other words, the RP can not 

determine whether a designed level is sustainable by the next few years (for example, 10, 

100 … etc years). To tackle this problem, we use the failure probability concept as 

follows.   

 

2.3.4.  Failure Probability (FP) 

The hydrologic risk is assessed by considering the probability of a potential flood event 

happening at least once in a given project’s lifetime (Salvadori et al., 2016; Xu et al., 

2019a; Xu et al., 2019b) or in other words, the hydrologic risk of failure of infrastructure 

within a specific period. While the results can be calculated for all the hazard scenarios, 

here the comparison is made between the copula-based FPs OR and its counterpart 

independence scenario and the univariate analysis.    

The failure probability (Xu et al ., 2019b) is estimated by: 

𝐹𝑃 = 1 − ∏ 𝐹(𝑃𝑟𝑖, 𝑇𝑊𝐿𝑖)
𝑇

𝑖=1
,                                                                                    (2.16)                                                                         

F represents the non-exceedance probability, which is calculated based on Equation 8 for 

the OR scenario. T is the project lifetime in the case of annual max data (in which the 

number of events is the same as the project lifetime). However, in the case of the POT 

approach, this number of events (N) is obtained by dividing T (the project lifetime) by 𝜇 

(average interarrival time between the events) as follows.  

 𝑁 =
𝑇

𝜇
 ,                                                                                                                         (2.17)                        
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Considering the dependence between the drivers, the OR FP can be estimated based on 

Equation 18: 

𝐹𝑃𝑜𝑟 = 1 − ∏ 𝐶(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝
𝑖 ), 𝐹𝑄(𝑞|𝜃𝑚𝑞

𝑖 )|𝜙𝑐
𝑖)

𝑁

𝑖=1
,                                                    (2.18)                                                                                                         

In this study, the bivariate hydrologic risk is quantified by comparing the FPs 

corresponding to the (Pre_0.95, TWL) OR scenario (independence and dependence) with a 

univariate scenario for RPs of 100 and 10 years and lifetimes ranging from 1 to 100 

years. Furthermore, the bivariate hydrologic risk for different levels of each driver with 

the other driver having RPs of 20 and 100 years are assessed for lifetimes from 1 to 50 

years.  

We also estimate and suggest the optimum design levels of Pre_0.95 and TWL using the 

FPs for location #40 as an example. To this end, we calculate the bivariate FPs for 

different levels of Pre_0.95 and 20 and100 year levels of TWL. And, we do the same for 

TWL with 20 and 100-year levels of Pre_0.95. This helps us to see at what levels the 

bivariate hydrologic risk decreases and whether the design is safe. Besides, it provides us 

with the levels of both drivers at which the design is superfluous. However, if the design 

level should be just regarding the streamflow which is affected by the sea level rise 

upstream, the RP and FP can not be applied. We came up with this problem using the 

CHR index as follows.  

 

2.3.5.  Compound Hazard Ratio (CHR) index 

Ganguli et al. (2019) proposed the CHR index to compare the T-year return level of 

seasonal (November-March) streamflow discharge, conditional on annual maximum 

water level, with the unconditional T-year fluvial event. We apply the CHR index to 

investigate the extent and direction (decrease or increase) to which the discharge rate 

variations are dependent on TWL, and vice versa, regarding two scenarios of (Qe_0.95, 

TWL) and (TWLe_0.95, Q). Given Q and TWL as the fluvial and coastal flood drivers, the 

CHR is estimated as follows: 
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𝐶𝐻𝑅 =
𝑄′

𝑇

𝑄𝑇
=

𝐶𝑄|𝑇𝑊𝐿=𝑡𝑤𝑙
−1 [1−

𝜇

𝑇𝑄|𝑇𝑊𝐿=𝑡𝑤𝑙(𝑞|𝑡𝑤𝑙)
]

𝐹𝑄
−1[1−

𝜇

𝑇𝑄(𝑞)
]

  (Ganguli et al., 2019),                            (2.19)                                                                                                                                                                                                                                                                                                                                                  

𝑄′
𝑇 and 𝑄𝑇 are conditional (copula-based) and unconditional return levels of discharge 

given a 100-year total water level. 𝐶𝑄|𝑇𝑊𝐿=𝑡𝑤𝑙
−1  and 𝐹𝑄

−1 denote inverse quantile 

transformations of copula-based and univariate distributions, respectively. 𝜇 is the 

average interarrival time between the events. 𝑇𝑄|𝑇𝑊𝐿=𝑡𝑤𝑙(𝑞|𝑡𝑤𝑙) and 𝑇𝑄(𝑞) are the 

conditional and unconditional return periods of q (streamflow). The CHR index varies 

from 0 to infinity with values more than 1 indicating the positive interdependency 

between the TWL on Q.  

Finally, we identify the locations that are at higher risk of compound flooding according 

to the 8 scenarios. For example, at each location we assess whether the AND JRP is 

lower than the one estimated based on the independence assumption and the CHR index 

is over 1. We repeat this analysis for the other seven joint scenarios and along with the 

AND results, we count the number of times, out of 8, this criterion is met for the site. For 

example, a value of 6 indicates that 6 compound flood scenarios out of 8 can potentially 

impact the location. Three thresholds of 2, 4, and 6 (#scenarios) are considered to identify 

the low-, medium- and high-risk locations.   

 

2.4. Results and discussion 

2.4.1.  Marginal distributions 

For each scenario, extremes selected based on the POT approach are represented by the 

GPD distribution. The second marginal distribution of the joint pair is selected from ten 

distributions using the AIC metric followed by the KS significance test, as discussed in 

the previous section. Considering the scenarios (Pre_0.95, S), (Pre_0.95, TWL), (Qe_0.95, 

TWL), and (Qe_0.95, S), Gumbel and Logistic distributions are the overall best fits for S 

over the three regions, and Gamma and Normal distributions are selected for TWL across 
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all locations. Besides, GPD is the dominant marginal distribution in (TWLe_0.95, Pr), 

(TWLe_0.95, Q), (Se_0.95, Pr), and (Se_0.95, Q) compound events especially in the Pacific and 

GL regions. Considering all the scenarios, over 80% of the selected distributions passed 

the KS test (Figure S2. 1). 

  

2.4.2.  Dependence analysis 

The results of Kendall’s Tau underline the positive and most statistically significant 

dependency between the drivers of the (Pre_0.95, TWL) scenario at the majority of the 

locations (35 out of 41) across the three regions. This is also true, with a few exceptions, 

for (Pre_0.95, S) particularly on the Pacific and Atlantic coasts. For the scenarios (Qe_0.95, 

TWL) and (Qe_0.95, S), 17 locations indicate significant positive dependencies on the 

Pacific/GL areas, and over the three regions respectively. The number of locations that 

show statistically significant positive dependencies is 22 (mainly at the GL), 32 (South 

Pacific, the GL, and Atlantic), 21 (mostly southern and eastern GL), and 31 (relatively 

more in two coastal areas) corresponding to the (Se_0.95, Q), (Se_0.95, Pr), (TWLe_0.95, Q), 

and (TWLe_0.95, Pr) joint events (Figure 2.2). Concerning all the scenarios and sites, the 

interdependence between the drivers varies from -0.2 to over +0.3. The locations that 

experience positive dependencies are at higher risk of compound flooding. Overall, the 

Atlantic region shows a higher positive dependency between the drivers followed by the 

Pacific and the GL regions. From a flooding driver perspective, the highest dependence is 

found between TWLe_0.95 and Pr followed by bivariate events (Se_0.95, Pr), (Pre_0.95, S), 

(Pre_0.95, TWL), (Qe_0.95, S), (Qe_0.95, TWL), (Se_0.95, Q) and (TWLe_0.95, Q). Moreover, the 

dependence analysis highlights the important role of extreme precipitation and TWL and 

S over the Atlantic coast. This might be associated with the extratropical cyclones 

historically affecting this area. However, the coincidence of flow with sea-related drivers 

is more remarkable on the Pacific coast, which can be associated with the more rapid 

response of the hydrological basins outflowing to the estuaries in this area than in the 

other two regions. At the GL, extreme S plays a major role. Although this region is less 

affected by the tidal forces and tropical cyclones than the other two coasts, due to the 

seiche events in this area, the joint occurrence of Se_0.95 with Pr and Q is more likely. 
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Characterizing such interdependencies between different drivers in the three regions lead 

to more in-depth risk analysis as they highly affect the joint probabilities of major 

flooding types. 

 

  

Figure 2.2) The Kendall’s Tau results and the associated significance status for 

different scenarios at various locations across the Canadian coastal line.    
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2.4.3.  Copula models 

The selected copula families, the corresponding AIC values, and the significance test results are 

shown in Tables S2.4 to S2.7. Frank, Rotated Tawn type 2 (90 degrees) and Gaussian copulas are 

mainly selected for different bivariate scenarios. At some locations across the GL and the Pacific 

coast, extreme copulas including Tawn type 1 and 2, and their rotations are selected because there 

are higher dependencies in the upper tails of the joint events. The same copula types are selected 

in the Atlantic area regarding scenarios (TWLe_0.95, Q) and (TWLe_0.95, Pr). Table S2.8 presents 

the number of locations corresponding to each region in which the best-fitted copulas pass the 

goodness of fit test concerning each scenario. Close to 90% of the selected copulas pass the 

significance test, especially for scenarios (Pre_0.95, TWL), (Pre_0.95, S), (Qe_0.95, TWL) and (Qe_0.95, 

S).  

 

2.4.4.  Return Period (RP) 

The JRPs and the corresponding uncertainties are estimated for the OR, AND, Kendall, 

and conditional scenarios for the bivariate events and compared with their counterpart 

univariate RP and unrealistic independence scenarios. Figure 2.3 shows the results for the 

(Pre_0.95, TWL) and (Pre_0.95, S) bivariate events. Generally, the results of the joint events 

are different from those of univariate and bivariate independent events at all locations in 

both scenarios. The JRPs estimated for the OR scenario are 5-11 years smaller than the 

univariate RPs across different locations suggesting that the probability of either pluvial 

or sea-level drivers causing flooding is higher than the one corresponding to each driver 

when studied in isolation. Besides, not considering the dependency between the drivers 

leads to the underestimation of JRPs regarding the OR scenario.   

The AND JRPs are also influenced by the interrelationship between the drivers. Figure 

2.3a illustrates how the positive dependency reduces the AND JRP (overall, lower than 

500 years, and 100 years at some locations) in contrast to the independence scenario 

(varying from 577 to 662 years). The uncertainties also diverge accordingly. The 

performance of Kendall JRPs with the dependency is analogous to AND JRPS. The 

higher positive dependency leads to a lower Kendall JRP, changing from 10 years 
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(location 41 in the Atlantic region) to 56 years (location 26 at the GL). The results of the 

(Pre_0.95, S) scenario are similar to those of (TWLe_0.95, S) considering the effects of 

dependency on JRPs. Concerning both scenarios, the results highlight the dominance of 

surge drivers over both coasts and TWL in the GL area. Relatively, more locations on 

both coasts show decreased AND JRPs than the GL area. This could be explained by the 

fact that these regions (specifically the Atlantic region) are prone to extra-tropical 

weather systems with the potential to cause simultaneous high S (TWL) and Pr and 

subsequently, more compound flooding events. Further, TWL at the GL is mainly 

affected by the flow to the lake and water leaving the lake as a function of over-lake 

precipitation, over-lake temperature, and streamflow from the outflowing basins 

(Nandanwar, 2022), especially at the locations near the basins with a high hydrological 

response as it results in the co-occurrence of TWL and Pr and a higher chance of joint 

events.  

The estimated RPs for other scenarios show similar behavior to (Pre_0.95, TWL) regarding 

the effects of dependency between the drivers. Figure 2.3b shows the JRP results of OR, 

AND, and Kendall scenarios for the (Pre_0.95, S) bivariate event. At all the locations where 

the dependencies between the drivers are positive, the joint RPs for the AND, and 

Kendall scenarios are smaller than those considering the unrealistic independence 

assumption indicating that the flood risks are underestimated if such interrelationships are 

not characterized. These changes are more noticeable at locations 31, 32, 37 (northern 

Lake Ontario), and 41 (north Atlantic coast). Other bivariate events are shown in Figures 

S2. 2-S2. 4. Overall, several sites such as 15-20, 24, and 26 at the GL show a higher 

likelihood of compound flood events (if the dependencies are considered) considering the 

(Qe_0.95, TWL) scenario. Scenario (TWLe_0.95, Q) presents fewer critical locations 

compared to others. The analyses of (TWLe_0.95, Pr) also accentuate the effects of positive 

interconnection between the drivers on JRP. Almost 25 locations have AND JRP smaller 

than the ones from the independence assumption, and the situation is perilous respecting 

locations 16, 24, and 29 (Lakes Huron and Superior) (JRPs less than 100) (Figure S2. 

3b). The two drivers in the (Se_0.95, Pr) joint event show positive dependencies in many 
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locations, especially at 6 (south BC), 9, 1, 13, 14, 18, 21, 22, 24 (eastern Ontario), and 

41(North Atlantic) (Figure S2. 4b). 
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Figure 2.3) The estimated OR, AND, and Kendall JRPs for different locations in 

comparison with univariate RP and independence OR and AND JRPs related to 

scenarios (Pre_0.95, TWL) and (Pre_0.95, S).   



 

30 

 

2.4.5.  CHR index 

Further, we investigate the variations in the 100-year return level of fluvial flood driving 

mechanism conditional on the TWL (with a return period of 100 years) and compare it with the 

unconditional (univariate) estimate using the CHR index. This allows us to quantify how much 

the streamflow levels may change conditional on the sea level component. The median CHR 

values for the scenario (Qe_0.95, TWL) are above one for over half of the locations on both south 

and north of the Pacific coast, western and eastern GL, and southern Atlantic (Figure 2.4). They 

suggest that the 100-year streamflow levels conditioned on TWL are more severe by ~ 0.5 % at 

the Pacific to ~86 % at the GL compared to those of the unconditional estimates. Besides, results 

highlight the higher correlation between TWL and Q at the GL area compared to the other two 

coastal regions. In South Pacific, southern GL (Canadian side), and northern Atlantic where the 

index falls below unity, the extreme streamflow events tend to occur when TWLs are relatively 

low (indicating lower risks of compound flooding associated with high Q and TWLs). 

Additionally, the uncertainty range varies subject to the location with the lowest and highest at 

locations 2 at the Pacific and 17 at the south GL. Besides, 39% of the locations distributed on the 

eastern GL areas indicate CHR index above unity regarding scenario (TWLe_0.95, Q) (Figure S2. 

5). Table 2.1 provides the number of locations with CHR more than unity for different scenarios 

in three regions. It shows that concerning scenarios (Pre_0.95, TWL), (Pre_0.95, S), (TWLe_0.95, Pr), 

and (Se_0.95, Pr), all three regions have sites with CHR of more than 1. Regarding the Atlantic 

area, both locations show CHR > 1 for multiple bivariate scenarios. This highlights the 

consistency of S and TWL in this area (when the S occurs on the high tide). In other words, the 

joint occurrence probability of pluvial and coastal flooding drivers is high which has been 

observed during the past hurricane events in this area as well. These results, however, do not 

imply causality, e.g., for the occurrence of precipitation conditioned on coastal water levels. 

Rather, they suggest higher chances of intense precipitation events during high water levels. 

Concerning the GL over half of the stations (mostly on eastern GL) have CHR > 1. Although the 

dependence of streamflow on the GL water level is stronger than with Pr, however, more 

locations are at flooding risk regarding the joint extreme Pr and TWL than other bivariate events 

in this area. These locations are mainly over Lake Erie and Lake Ontario. Such behavior is also 

observed over the Pacific area regarding the aforementioned scenarios and (Qe_0.95, S) events. 

Besides, the watersheds outflowing into the sea in this area have a rapid hydrological response 

and therefore, an extreme precipitation event can lead to the occurrence of pluvial flooding and 

fluvial flooding with a short time lag. This might justify the positive correlation of both Pr and Q 
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with sea-level components in the Pacific region. All these results highlight that not taking into 

account the mutual impacts of the drivers might lead to the underestimation of the design levels. 

Table 2.1) The number of locations at each region with CHR index above unity 

considering different bivariate compound events. 

 

 

 

 

 

  

Region 

Pacific GL Atlantic 

Scenario 

(Pre_0.95, TWL) 6/8 25/31 2/2 

(Pre_0.95, S) 4/8 18/31 2/2 

(Qe_0.95, TWL) 3/8 19/31 0/2 

(Qe_0.95, S) 5/8 15/31 1/2 

(TWLe_0.95, Q) 2/8 14/31 0/2 

(TWLe_0.95, Pr) 8/8 16/31 2/2 

(Se_0.95, TWL) 2/8 18/31 0/2 

(Se_0.95, Pr) 6/8 21/31 2/2 
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Figure 2.4) The CHR index values corresponding to the (TWLe_0.95, Q) event across 

the Pacific, Great Lakes, and Atlantic coasts.   

 

2.4.6.  Conditional RP 

In a bivariate analysis, the conditional RP refers to the return period of a flood event 

associated with the occurrence of a second flood driver. The conditional RPs are assessed 

considering the dependencies between the paired drivers and are compared to estimates 

based on the independence assumption. The results suggest that provided two drivers 

have a positive interrelationship, the conditional RP would decline. Considering the 

(Qe_0.95, TWL) compound event (Figure 2.5), the conditional RP is smaller than the 

unconditional one at locations # 3, 4, 6, 8 (the Pacific), and 18 locations at the GL due to 

positive interdependencies between the two drivers. This decreased RP is more 
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considerable in areas 2 (Middle Pacific) 9, 23, 24, 25, 27, 28, 33, 36 at the (GL). Figure 

2.5 also highlights the median RPs and the corresponding uncertainties across locations. 

The conditional RPs corresponding to (Pre_0.95, S) show similar behavior but at fewer 

locations, as shown in Figure S2. 6. The results of other scenarios are provided in Figures 

S2.7 to S2.12. These results are consistent with the ones based on the CHR index. 

 

 

Figure 2.5) The conditional RPs and associated uncertainties for different locations 

considering the (Qe_0.95, TWL) bivariate compound event. 
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Figure 2.6 identifies the locations with higher flooding risks concerning all the bivariate 

scenarios according to the AND JRP results and the CHR index. The results indicate that 

most locations across Canada’s coasts are at risk of compound flooding with a 

combination of at least two flooding mechanisms. The JRPs based on the AND scenario 

are lower than the ones estimated based on the independence assumption considering at 

least 4 bivariate compound events in 31 out of 41 locations. The following locations can 

be affected by the majority of the bivariate events (six out of eight combinations) 

including 4, 5, and 8 on the south Pacific and 15-18 and 24 south of Lake Huron, 20, 26 

at Lake Erie, and 30, 36 at the Lake Ontario highlighting the importance of characterizing 

the interdependence structure of the corresponding flood mechanisms in these areas. 

However, the Atlantic area especially the south Atlantic is more susceptible to surge 

dominant bivariate events. In other words, there is a higher probability of the co-

occurrence of the extreme S and TWL with Pr than in other scenarios. The impact of 

tropical cyclones on this area can explain the simultaneous occurrence of these two 

drivers (at least 4 tropical storms per year for most years between 1899 and 1996) in this 

area (Hart and Evans, 2001).  
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Figure 2.6) Number of bivariate events (out of eight) that can potentially affect the 

coastal location due to positive interrelationships between the corresponding flood 

driving mechanisms; locations with larger frequency are at higher risks of 

compound flooding  

 

2.4.7.  Failure Probability (FP) and bivariate hydrologic 

risk 

RP provides information about the average recurrence time of an event (here flood 

hazard), however, for engineering purposes, such an event should be tied to the designed 

infrastructure. Here the bivariate hydrologic risks of (TWLe_0.95, Pr) and (Pre_0.95, TWL) 

are quantified using the failure probability (FP), which refers to the possibility of a flood 

event occurring at least once during a given project lifetime (Xu et al., 2019a). The FPs 
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associated with univariate 10- and 100-year events and project lifetimes of 1 to 100 years 

are estimated for all the locations and hazard scenarios and are compared with the 

compounding FPs under dependence and independence OR scenarios. For the sake of 

brevity, we present the results for locations 5 (Tofino at south Pacific), 22 (Tobermory at 

Lake Huron), and 41 (St. John’s at North Atlantic) (Figure 2.7). The FP increases with an 

increase in the lifetime and for 10-year events as compared to 100-year events, as 

expected. For example, considering a service time of 50 years for the St. John’s site, FP is 

0.38 for the 100-year event which increases to over 0.9 when RP is 10 years. Further, the 

univariate scenario underestimates the FP compared to the OR scenario as shown for the 

(Pre_0.95, TWL) event. Besides, the unrealistic independence OR FPs cause an 

overestimation of the flood hazard. Considering the service time of 50 years and 100-year 

RP for St. John’s site (which has been affected by ~40 extratropical cyclones from 1979 

to 2005 (Milrad et al., 2009)), the univariate analysis provides an FP of 0.38 while based 

on the OR scenario it increases to 0.67 meaning that there is a 76% increase in the FP as 

both flooding mechanisms and their interactions are considered. Besides, the FP of the 

independence scenario is 0.69 which signifies the overestimation of the FP when the 

interaction between the drivers is ignored. These results are in line with previous studies 

conducted over other coastal areas (e.g., Moftakhari et al., 2017 and Xu et al., 2019).  In 

addition, Tofino can experience the joint event of TWL and Pr which can be exacerbated 

considering the impacts of climate change (Ebbwater Consulting Inc. 2019). There are 

also reports regarding flooding because of the temporary increase in the water level at 

Lake Huron (Dababneh et al., 2016). The scenario (TWLe_0.95, Pr) shows similar behavior 

from the viewpoint of bivariate hydrologic risk analysis (Figure S2. 13). The FP results 

associated with 100-year RP of other types of joint events approve the results by (Pre_0.95, 

TWL) and (TWLe_0.95, Pr) scenarios for location #41 (Figure S2. 14).    
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Figure 2.7) The estimated FPs corresponding to the (Pre_0.95, TWL) bivariate event 

for locations 5 (Tofino at south Pacific), 22 (Tobermory at Lake Huron), and 41 (St. 

John’s at North Atlantic) under the OR scenario. 

 

Further, we analyze the bivariate hydrologic risks corresponding to (Pre_0.95, TWL) for 

location #40 (in Halifax, Nova Scotia) and suggest the optimum design levels for both 

drivers considering the corresponding interdependencies, and compare them with those 

estimated by the univariate analyses. This site has also already been damaged by the 

extratropical cyclones in Canada. Hurricane Juan affecting this area is recognized as the 

most serious threat to Halifax, which caused over $200 million in damages to Nova 

Scotia (Fogarty, 2003). The results show that bivariate hydrologic risk increases with an 

increase in the project lifetime and reduces with an increase in the RP (Figure 2.8). 
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Considering the 100- year event of TWL, the bivariate hydrologic risk decreases quickly 

if the design precipitation is more than ~85mm (~100 mm) corresponding to 10 (50)-year 

lifetimes and it drops to less than 0.12 (10-year) and 0.25 (100-year) lifetimes when the 

design precipitation is higher than 160 mm and then decreases slowly. This indicates the 

rainfall should be designed at least higher than 85 mm because the probabilities of failure 

of the designed infrastructures lower than this threshold are high and the corresponding 

design may not be safe. Besides, design levels higher than 160 mm causes superfluous 

expenses for managers. Therefore, the optimum design for Pr is between 85 and slightly 

higher than 160 mm. Besides, the bivariate hydrologic risk is at the highest level until the 

TWL reaches 1.8m (1.9m) for lifetimes of 10(50) years with respect to 100- years Pr. 

Then it drops and reaches below 0.2 for both RPs when TWL is close to 2.2. This 

indicates that the best design regarding TWL to both addresses the security issue and 

avoid overestimation designs is between 1.8m and 2.2m. These estimated design values 

help engineers to avoid under- or over-estimation of the corresponding risks and 

protection designs (Figure 2.8).    
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Figure 2.8) The bivariate hydrologic risks corresponding to lifetimes of 10 and 50 

years at location 40 with the change of Pre_0.95 at 100 and 10-year designed TWL. 

And with the change of TWL at 100 and 10-year designed Pre_0.95.The green and red 

dotted colors show the 100 and 20 years RPs, respectively.   

 

2.5. Conclusions 

In this study, we investigate eight major bivariate compound flood drivers considering 

precipitation, streamflow, total water level, and skew surge across Canada’s coastal areas. 

In each bivariate joint event, the extreme events corresponding to a flooding mechanism 

are extracted based on the POT approach and paired with the maximum values of the 

second mechanism within one day, before and after, the extreme events. A preliminary 

dependence analysis is performed for all paired events using Kendall’s Tau correlation 

metric. Next, a suite of copula models is considered to represent the dependence 
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structures for all scenarios at all locations across the Pacific, Atlantic, and Great Lakes 

coasts. GPD distributions are fitted to the POT data and for the second driver, the best-

fitted distribution is selected among ten univariate parametric distributions. The 

uncertainties corresponding to the copula and marginal parameters are estimated based on 

the Bayesian inference approach.  

In this study, the frequency analysis of compound flooding for eight bivariate events is 

conducted and the corresponding joint return periods, failure probabilities, compound 

hazard ratios, and bivariate hydrologic risks are determined across coastal areas. The 

results, based on the AND scenario and CHR suggest that the (Pre_0.95, TWL) bivariate 

compound event is dominant compared to other joint events affecting ~80% of the 

locations studied across Canada’s coasts. This is followed by (Se_0.95, Pr) with ~70% and 

(TWLe_0.95, Pr) with ~63% of locations being at risk of such compound flood events, 

respectively. These dependencies can considerably affect the flood design estimation. For 

example, the positive interrelationships between Pr/TWL and Pr/S at location 41 on the 

north Atlantic coast where the St. John’s city is located results in a significant drop in the 

estimated joint return periods of ~58 and 34 years for the (Pre_0.95, TWL) and (Pre_0.95, S) 

bivariate events, respectively in comparison to when assuming independence between the 

flooding drivers. The CHR index as a measure of the change in the streamflow level 

conditional on the water level shows values above unity for 35 locations (85% of all 

locations) regarding scenario (Pre_0.95, TWL) indicating that with a fixed return period, 

the tidal-affected estuaries/rivers at these locations have a higher streamflow level when 

considering the effects of sea level than not considering these effect. Therefore, it avoids 

the underestimation of the streamflow level designs at these locations. The number of 

locations with this condition regarding several scenarios of 2 and 4 is 40 and 3. Some of 

the coastal areas in the southern Pacific and the GL are at risk of compound flooding 

associated with multiple combinations of flood mechanisms. For example, location 5 at 

Victoria Island where Tofino city is located can be affected by all bivariate events except 

(Pre_0.95, S). 

The bivariate hydrologic risk of three locations representing the three study areas is 

performed using the failure probability which reflects the flood risk level during the 
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entire project lifetime. The failure probability increases with an increase in the lifetime of 

the hydraulic facilities and decreases for milder flood events, as expected. The 

corresponding measure is investigated for multiple scenarios suggesting that for three 

sites, the failure probabilities of the designed infrastructures during their service time are 

underestimated with univariate analysis. Besides, the true FPs are obtained with respect 

to considering the interdependency between the Pr and TWL flooding drivers specifically 

at the northern Atlantic site. In addition, the bivariate hydrologic risk is applied to 

determine the optimum design levels of Pre_0.95 and TWL at Halifax, south Atlantic. The 

determined levels can increase the security of the designed infrastructures as it considers 

the minimum design level, besides the estimated maximum level avoids the extra design 

expenses. The analyses conducted in this study highlight the importance of considering 

the interrelationships between drivers of flooding across Canada’s coasts with distinct 

characteristics, which is in line with previous studies in other regions around the world. 

Further, the results indicate spatial variations in bivariate scenarios and their impacts 

across coastal regions. Therefore, for reliable flood risk management, multiple compound 

flood scenarios need to be investigated rather than relying on a single compound event. 

Besides, other flood-generating mechanisms such as snowmelt and rain-on-snow events 

can initiate or exacerbate compound flooding. In this study, the influence of these drivers 

is represented by changes in extreme flows in addition to the precipitation events. These 

analyses can lead to more robust flood risk analyses and the design of sustainable 

infrastructure systems across the coastal areas as it gives the policy-makers the correct 

probabilities regarding the flooding events.   
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Chapter 3 

3. Tri-variate analysis of compound flood risks across 

Canada’s Atlantic, Pacific, and Great Lakes coastal areas  

3.1. Introduction   

     Flooding, as the most common natural hazard in the world (Kundzewicz et al., 2014), 

has affected more than two billion people and caused approximately USD 656 billion of 

damage between 1998 and 2017 (AghaKouchak et al., 2020; Wallemacq, 2018). From 

1980 to 2019, flood events accounted for 41% of all the 17300 weather-related events, 

28% of 890,000 lives lost, 27% of USD 4,000 billion economic losses, and 10% of USD 

1,300 billion insured losses worldwide (Golnaraghi et al., 2020a). The frequency of flood 

events has been increasing from 1960 to 2013, globally (Tanoue et al., 2016). Similarly, 

the magnitude of flooding shows increases in some regions around the world (Do et al. 

2020). Around 0.8-1.1 million people experience flooding and its devastating socio-

economic consequences each year (Muis et al., 2016a), especially the coastal 

communities. The population of the low-lying coastal areas was approximately 625 

million in 2000, which is anticipated to reach 949 million by the 2030s and 1.4 billion by 

2060s (Neumann et al., 2015), indicating larger exposure to different types of flood 

hazards in these regions in the future. Therefore, it is critical to understand and predict 

the mechanisms that drive flooding, including intense rainfall, high seawater levels, and 

river overflows, as well as their interactions, and interrelationships to develop effective 

flood mitigation and adaptation strategies.   

     Conventional approaches to flood hazard assessment are based on the assumption that 

the drivers of flooding are independent of one another. However, recent studies show 

strong evidence for the interactions between drivers of floods, especially in coastal areas 

around the world (Eilander et al., 2020; Hendry et al., 2019; Moftakhari et al., 2017; Nasr 

et al., 2021; Robins et al., 2021; Wahl et al., 2015; Ward et al., 2018). Different 
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mechanisms can trigger flood events simultaneously or successively, leading to an 

extreme impact even if the contributing drivers are not extreme (Masson-Delmotte et al., 

2021). The physical and socioeconomic consequences of such compound events can be 

much more drastic compared to the ones associated with the individual drivers (Ward et 

al., 2018; Zscheischler et al., 2018). Therefore, analyzing different flood types (e.g. 

fluvial, pluvial, and coastal) in isolation can result in an underestimation of flood risks.  

     In coastal areas, compound flooding can be associated with low-pressure systems like 

tropical cyclones that generate strong winds and subsequently storm surges and high 

waves, along with heavy rainfall and possible river overflows (Couasnon et al., 2019; 

Paprotny et al., 2018; Svensson and Jones, 2002). Examples of such events include 

Hurricane Katrina (2005) affecting south Florida (Johnson, 2006), Hurricane Harvey 

(2017) in southeast Texas (Frame et al., 2020), both with at least $125 billion in damage, 

and recent hurricanes of Elsa, and Henri (Eckstein et al., 2021) with $1.2 billion and $550 

million in damage respectively. Previous studies have analyzed compound flood events at 

global (Eilander et al., 2020; Ward et al., 2018), continental (Ganguli and Merz, 2019; 

Paprotny et al., 2020), national (Ghanbari et al., 2021; Jalili Pirani and Najafi, 2020) and 

regional scales (Valle-Levinson et al., 2020; van Berchum et al., 2020) using statistical 

and process-based approaches (Hao et al., 2018). These analyses include characterizing 

the statistical interrelationships between drivers of flooding based on Bayesian networks 

(Couasnon et al., 2018; Sebastian et al., 2017), copula theory (Bevacqua et al., 2017; Gori 

et al., 2020; Moftakhari et al., 2017; Paprotny et al., 2018; Xu et al., 2014), bivariate 

extreme value distributions (Zheng et al., 2014), correlation and linear regression (Robins 

et al., 2021), bivariate logistic threshold-excess model (Zheng et al., 2013) among others. 

Besides, recent studies have assessed the compound flood impacts and risks through 

process-based modeling and a hybrid statistical-dynamical framework  (Ganguli and 

Merz, 2019; Ganguli et al., 2020; Najafi et al., 2021; Wang et al., 2021; Zhang and 

Najafi, 2020).  

     The theory of copula, introduced to the hydrologic community by De Michele and 

Salvadori (2003), is commonly applied for the multivariate analysis of flood events as it 

can represent a wide range of dependence structures between hydroclimatic variables. It 
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is a flexible approach for the frequency analysis of compound events that allows for 

characterizing the individual drivers with the most appropriate distribution functions. The 

corresponding hazards can be assessed under different scenarios according to the 

geographic location or the criteria considered for the design, planning, and management 

of infrastructure systems or coastal communities (1) either of the flood mechanisms is 

extreme and can affect the study region, for example, the occurrence of an intense rainfall 

event or storm surge (OR scenario), (2) all the drivers are extremes (AND scenario), and 

(3) the joint exceedance probability of the drivers is above a certain threshold (Kendall 

scenario). Using copula models, Ward et al. (2018) studied the global dependencies 

between high river discharge rates and sea levels and showed their significant role in the 

estimated design levels. Bevacqua et al. (2020) reported an overall 30% increase in the 

joint probability of extreme meteorological tides and inland precipitation under a high 

emission scenario along the global coasts by 2100 compared to the present conditions. 

Ganguly and Merz (2019) showed that for half of the studied locations in northwestern 

Europe the river discharge rates conditioned on extreme coastal water levels are higher 

than the unconditioned rates. Further, Paprotny et al. (2020) found strong dependencies in 

surge–precipitation and surge–discharge pairs along the northwestern coasts of Europe. 

Similar analyses have been conducted on the joint occurrence of storm surge and 

precipitation across coastal zones of China (Fang et al., 2020), Australia (Wu et al., 

2018), storm surge, and river discharge in Britain (Robins et al., 2021), storm surge/sea 

levels and river discharge over the US coasts (Welch, 2020), among others.  

     Many studies on compound flooding have focused on the bivariate structure of the 

driving mechanisms, however, the range of dependencies between multiple factors that 

can contribute to regional/global flooding is less understood. Liu et al. (2018) 

investigated the joint occurrence of precipitation and surface runoff in Texas, with the El 

Nino-Southern Oscillation and rising temperatures as the underlying conditions using 

vine copula (also known as pair-copula). Santos et al. (2020) conducted bivariate and 

trivariate extreme analyses to study the return periods (RPs) of inland water levels as a 

function of storm surge, tide, and precipitation in the Netherland. Jane et al. (2020) 

characterized the dependencies between rainfall, sea level, and groundwater level for 
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coastal areas of Miami-Dade County in southeastern Florida. They found that vine 

copulas could better represent the dependencies between the drivers compared to the 

standard high-dimensional copulas, which consider homogeneity in the type of 

dependence between each pair of variables and do not account for the conditional 

dependence between the variables (Aas and Berg, 2009). Vine copula constructs the 

multidimensional copula without assuming conditional independence (Aas et al., 2009).                                              

Communities and infrastructure systems in Canada’s coastal areas, across the Atlantic, 

Pacific, and the Great Lakes, are at risk of flooding caused by extreme precipitation, river 

overflows, storm surges, and tides (Bush and Lemmen, 2019a). Some examples include 

Hurricane Juan which hit eastern Canada and Nova Scotia resulting in an economic loss 

of $200 million in September 2003, Hurricane Dorian in eastern Canada (September 

2019) with $78.9 million in damage, and Hurricane Teddy affecting Nova Scotia in 

September 2020. Most previous analyses have been focused on the bivariate structure of 

compound flooding events (e.g., sea level and streamflow or sea level and precipitation). 

In this study, we analyze multiple drivers of flooding (sea level, precipitation, and 

streamflow) their interdependencies, and the corresponding joint and conditional return 

periods across Canada’s coasts, for the first time, based on vine copulas. Instead of 

relying on a limited number of Archimedean (asymmetric) or elliptical (symmetric) 

copula functions (Beersma and Buishand, 2004; Rana et al., 2017; Shiau, 2006), we 

consider a comprehensive set of copulas to better represent the extreme dependencies. 

Bayes theorem is applied to estimate the parameters of the marginal distributions and the 

copula functions and characterize the uncertainties associated with different hazard 

scenarios, including AND, OR, and Kendall (dos Santos Silva and Lopes, 2008; Min and 

Czado, 2011; Pitt et al., 2006; Sarhadi et al., 2016; Smith, 2011). Further, we assess the 

return levels of flow discharge rates conditioned on precipitation and downstream 

seawater levels and compare them with the unconditional scenario. We also estimate the 

Failure Probabilities (FPs), i.e., the possibility of a flood event occurring at least once in a 

given project’s lifetime (Xu et al., 2019), corresponding to different hazard scenarios. 

Besides, for the first time, we provide the trivariate Kendall RP/FP analysis through a 
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sampling technique. Finally, we suggest the optimum design levels of the three drivers 

considering the corresponding interdependencies. 

The remainder of this paper is as follows. Section 2 describes the study area and data. 

The copula and Bayes approaches are presented in Section 3 followed by the discussion 

of results in Section 4 and the concluding remarks in Section 5.   

 

3.2. Study area and data 

Canada has the longest coastline (approximately 230,000 km) worldwide settling over 

seven million people. We assess compound flooding across its three main domains of the 

Pacific, Atlantic, and the Great Lakes coasts (Figure 3.1) by investigating the interactions 

between Precipitation (Pr; daily time scale), Streamflow (Q; daily), and Total Water 

Level at the coastal zones (TWL; hourly). The corresponding data at each location are 

selected for 1960 to 2015 according to the following criteria: each year having more than 

20 percent missing data is removed for each tidal gauge, followed by removing gauges 

with more than 20 percent missing data over the entire period. Precipitation and 

streamflow gauges that lie within a radius of 0.5° (almost 55 km) from each tidal gauge 

are identified followed by the application of the first two selection steps. In addition to 

the physical distance of streamflow gauges, flow routes are tracked to make sure they are 

directed towards the oceans/lakes (Ward et al., 2018). At all locations, extreme sea levels 

are represented by the maximum hourly TWL at each 24-hour interval.   
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Figure 3.1) The study area and the locations of precipitation, streamflow, and tidal 

gauges across the Atlantic, Pacific, and the Great Lakes coasts. Circles show 

examples of three gauges that are grouped together for multivariate analysis.  

 

In cases where several precipitation or streamflow gauges exist within the specified 

radius, the closest and most downstream ones are selected, respectively. If no 

hydroclimatic gauges exist within this distance, the radius is increased to a maximum of 

100 km to identify at least one precipitation and one streamflow gauge (Wu et al., 2018). 

The choice of distance is to ensure that gauge data are representative of the homogeneous 

hydroclimatic conditions of their locations (Ward et al., 2018). 41 locations having more 

than 80 percent overlap between TWL, precipitation, and streamflow data records are 

retained.  
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3.3. Methodology 

The simultaneous occurrence of multiple drivers of flooding, including extreme Pr, TWL, 

and/or Q, is relatively rare however the corresponding impacts can be catastrophic (Fang 

et al., 2020; Wahl et al., 2015). Such disasters can be associated with hurricanes striking 

coastal areas, especially in small, impervious, round-shape watersheds with a rapid 

hydrologic response. Besides, coastal flooding due to extreme waves and storm surges 

superimposed on high tides can be exacerbated by moderate or even low rainfall events. 

Furthermore, above-normal sea levels can block the river system drainage, which 

combined with high precipitation rates can lead to severe flood impacts in coastal zones. 

Similarly, simultaneous extreme discharge rates and low/moderate Pr and TWLs can lead 

to compound flood events threatening coastal communities and infrastructure. 

In this study, we analyze compound flooding caused by extreme precipitation events and 

maximum TWL and Q within ± 1 day of the corresponding event. Extreme events are 

commonly identified based on the annual maxima of the data records or exceedances 

above high thresholds (Bezak et al., 2014; Dodangeh et al., 2019; Villarini et al., 2011). 

We consider the Peaks Over Threshold (POT) approach such that the (Pre_0.95, TWL1, 

Q1) scenario represents the joint occurrence of extreme precipitation events exceeding 

the 95th percentile, and TWL1/Q1 which represents the maximum total water levels and 

flow discharge rates within a 1-day window of precipitation extreme events, respectively. 

To remove temporal dependencies in extreme precipitation events, only the peaks of 3-

day intervals are retained.  

The overall procedure for compound flood analysis is summarized in a flowchart (Figure 

3.2) and illustrated in the following sections.   
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Figure 3.2) Statistical analysis of compound flooding; Pr, TWL, and Q denote 

precipitation, total water level, and streamflow, respectively.  

 

3.3.1.  Copula 

The joint variability of the three drivers of flooding across Canada’s coasts is 

characterized based on copula (Joe, 1997; Nelson, 1998).  Copula functions (Sklar, 1959) 

can represent the multivariate behavior of random variables and characterize the 

corresponding dependence structure (linear, non-linear, tail dependence) (Genest and 

Favre, 2007). According to Sklar’s theorem, if 1X 2X ….. nX  are n continuous random 

variables, there exists a unique copula C on (0,1)𝑑 that can describe the corresponding 

joint Cumulative Distribution Function (CDF) (Liu et al., 2018): 

 𝐹(𝑋1, . . . , 𝑋𝑛) = 𝐶(𝐹1(𝑋1|𝜃1), 𝐹2(𝑋2|𝜃2), . . . , 𝐹𝑛(𝑋𝑛|𝜃𝑛)|𝜃𝑐),                                     (3.1)                         

where d is the dimension, 1( ,..., )nF X X  is the joint CDF of 𝑋1, 𝑋2….. 𝑋𝑛, C  is the 

copula function with the dependence parameter 𝜃𝑐 , 𝐹1(𝑋1|𝜃1), 𝐹2(𝑋2|𝜃2) … 𝐹𝑛(𝑋𝑛|𝜃𝑛) 

are the marginal distributions with parameters 𝜃1to 𝜃𝑛, respectively. The practical 

implication of Sklar's theorem is that modeling the marginal distributions can be 
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conveniently separated from the dependence modeling using copula (Brechmann and 

Schepsmeier, 2013). The corresponding joint probability density function is(Liu et al., 

2018):  

𝑓(𝑋1, . . . , 𝑋𝑛) = (∏ 𝑓𝑖(𝑋𝑖)
𝑛

𝑖=1
) × 𝑐(𝐹1(𝑋1|𝜃1), 𝐹2(𝑋2|𝜃2), . . . , 𝐹𝑛(𝑋𝑛|𝜃𝑛)|𝜃𝑐),           (3.2) 

where c is the copula density function.  

Initial analysis of the dependencies is performed using the nonparametric Kendall’s Tau 

correlation metric, which measures the degree of association between two variables 

considering a significance level of 0.05:  

 𝜏 = √
9𝑛(𝑛−1)

2(2𝑛+5)
|𝜏𝑛|,                                                                                                         (3.3)                                                                                                                                      

𝜏 is the test statistic, which follows the standard normal distribution,  𝜏𝑛 is the Kendall 

correlation, and the p-value is 2𝑝(𝑍 > 𝜏). 

 

3.3.2.  Vine Copula 

We consider the vine copula, introduced by Joe et al. (1996) and further developed by 

Bedford and Cooke (2001, 2002), for the multivariate analysis of compound flooding. 

Vine copula can determine the different dependence structures between multiple 

variables and is not bound by parameter restrictions when the number of variables 

increases (Aas and Berg, 2009; Jane et al., 2020; Liu et al., 2018).  

Vine copula creates 𝑛 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 multivariate distributions using a cascade of n(n-

1)/2 bivariate or conditional bivariate copulas that are independent of each other. The so-

called pair-copulas are flexible in characterizing the dependence structure of multiple 

variables including the tail dependencies and asymmetries. Bedford and Cooke (2001, 

2002) proposed a systemized procedure called regular vine, with two special subclasses 

of the canonical (C-vine) and drawable vines (D-vine), to decompose a multivariate 

probability in the form of a nested set of trees. Based on C-vine, in each tree, all the 
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pairwise dependencies with respect to a root node are modeled. In other words, all mutual 

dependencies are for the same variable in each tree (from the first to the last tree) (Figure 

S3.1-a). Based on D-vine, all mutual dependencies in each tree are determined in 

sequence (Figure S3.1-b). Figure 3 shows a four-dimensional structure of both models 

consisting of 3 trees with Tj,  j= 1, 2, 3, and 5-j and 4-j nodes and edges in each tree, 

respectively. And each edge is related to a pair-copula. The edges of tree j become nodes 

for the next tree (j+1) and this continues until the last tree. In the 3-D case, there is no 

difference between C- or D-vine approaches except for the ordering of variables (Gräler 

et al., 2013).  

Considering the three drivers of TWL, Pr, and Q, first, the pair-copulas (TWL, Pr) and 

(Pr, Q) are created at tree 1 and then the conditional copula (TWL, Q| Pr) is determined at 

tree 2, according to C-vine (Figure 3.3).  

 

Figure 3.3) Three-dimensional C-vine copula considering three drivers of flooding 

(TWL, Pr, and Q). 

The n-dimensional density function of the C-vine copula is expressed as follows 

(Brechmann and Schepsmeier, 2013; Czado, 2010):  

 𝑓(𝑋1, . . . , 𝑋𝑛) = ∏ 𝑓𝑘(𝑋𝑘)
𝑛

𝑘=1
×

∏ ∏ 𝑐𝑖,𝑖+𝑗|1:(𝑖−1)(𝐹(𝑋𝑖|𝑋1, . . . , 𝑋𝑖−1), 𝐹(𝑋𝑖+𝑗|𝑋1, . . . , 𝑋𝑖−1))
𝑛−𝑖

𝑗=1

𝑛−1

𝑖=1

,                            (3.4) 

where  𝑓(𝑋1, . . . , 𝑋𝑛) is the joint probability density function of n random variables,  𝑓(𝑋𝑘), 

 𝑘 = 1, . . . , 𝑛, denotes the marginal probability densities, and 𝑐𝑖,𝑖+𝑗|1:(𝑖−1) represents the 



 

57 

 

bivariate copula densities with parameter(s) 𝜃𝑖,𝑖+𝑗|1:(𝑖−1). According to Equation 4, the 

three-dimensional probability density of the C-vine copula model is expressed as:  

 

𝑓(𝑃𝑟, 𝑇𝑊𝐿, 𝑄) = 𝑓(𝑃𝑟) × 𝑓(𝑇𝑊𝐿) × 𝑓(𝑄)                                         (marginals)

  × 𝑐𝑃𝑟,𝑇𝑊𝐿(𝐹(𝑃𝑟), 𝐹(𝑇𝑊𝐿)|𝜃𝑐(𝑝𝑟,𝑡𝑤𝑙)) × 𝑐𝑃𝑟,𝑄(𝐹(𝑃𝑟), 𝐹(𝑄)|𝜃𝑐(𝑝𝑟,𝑞))               (unconditional pairs)

 × 𝑐𝑇𝑊𝐿,𝑄|𝑃𝑟(𝐹(𝑇𝑊𝐿|𝑃𝑟), 𝐹(𝑄|𝑃𝑟)|𝜃𝑐(𝑡𝑤𝑙,𝑞))                                                  (conditional pair)

,      (3.5)                                                                                                        

where  𝑓(𝑃𝑟, 𝑇𝑊𝐿, 𝑄)  is the joint probability density of Pr, TWL, and Q; 

 𝑓(𝑃𝑟), 𝑓(𝑇𝑊𝐿), 𝑓(𝑄) are the corresponding marginal distributions; 𝑐𝑃𝑟,𝑇𝑊𝐿, 𝑐𝑃𝑟,𝑄 and 

𝑐𝑇𝑊𝐿,𝑄|𝑃𝑟 are the copula functions that characterize the dependencies between Pr and TWL, 

Pr and Q, and TWL and Q conditioned on Pr, respectively. 𝜃𝑐(𝑝𝑟,𝑡𝑤𝑙), 𝜃𝑐(𝑝𝑟,𝑞) 𝑎𝑛𝑑 𝜃𝑐(𝑡𝑤𝑙,𝑞) 

are the corresponding copula parameters associated with (Pr, TWL), (Pr, Q), and (TWL, 

Q), respectively. The parameters of the marginal distributions  𝜃𝑚 are estimated using the 

maximum likelihood method. The best-fitted distributions of Q and TWL are selected 

among Normal, Lognormal, Gamma, Gumbel, Exponential, Generalized Extreme Value 

(GEV), Generalized Pareto Distribution (GPD), Weibull, Logistic, and Cauchy 

distributions (Table S2.2) based on the Akaike Information Criterion (AIC) (Akaike, 

1974). AIC is defined as:  

 𝐴𝐼𝐶 = 2𝑘 − 2ln(𝐿),                                                                                                                              (3.6) 

where k  is the number of parameters and L  represents the maximum value of the 

likelihood function for the model. The Kolmogorov-Smirnov (KS) goodness-of-fit test is 

also applied to verify the best-fitted distribution considering a significance level of 0.05 

(Chakravarty et al., 1967). Extreme precipitation events are represented by the Generalized 

Pareto Distribution (GPD) with parameters 𝜃𝑚 = (𝜇, 𝜎, 𝜉).  

The (un)conditional one- or two-parameter (𝜃𝑐) copulas (Schepsmeier et al., 2015) are 

selected from 41 functions including Gaussian, Student t, Frank, Joe, Clayton, Gumbel, 

BB1, BB6, BB7, BB8, Tawn type 1, and Tawn type 2 along with their rotational variants 

(90, 180, and 360 degrees) (Table S2.3). The best-fitted copula function is selected based 

on AIC. Besides, a goodness-of-fit test proposed by Genest et al. (2006) is applied to 
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evaluate the selected model, considering that AIC would select one model with the best 

relative score even if all models are “wrong” (Burnham et al., 2010; Singh et al., 2020). 

Genest et al. (2006) introduced two variants (𝑆𝑛, 𝑇𝑛) of the Cramér–von Mises statistic, 

building on the previous studies by Genest Sand Rivest (1993) and Wang and Wells (2000): 

  𝑆𝑛 = ∫ |(K𝑛(𝑤)|2𝑘θ𝑛
(𝑤)𝑑𝑤

1

0
,                                                                                                      (3.7) 

 𝑇𝑛 = sup
0≤𝑤≤1

|K𝑛(𝑤)|,                                                                                                                                    (3.8) 

where 𝕂𝑛(𝑤) = √𝑛{𝐾𝑛(𝑤) − 𝐾θ𝑛
(𝑤)}.  𝐾𝑛 is the empirical cumulative distribution of the 

data and  𝐾θ𝑛
refers to the theoretical cumulative distribution of samples taken from the 

fitted copula and 𝑘𝜃𝑛
 is the corresponding density. Unlike the previous method of Genest 

Sand Rivest (1993) and Wang and Wells (2000) which can just be used for Archimedean 

copulas, the 𝑆𝑛 and 𝑇𝑛 statistics are not limited to any type of copula. Besides,  Genest et 

al. (2006) discuss that comparing raw values of 𝑆𝑛 and 𝑇𝑛 could be just as misleading as 

Cramér–von Mises statistic in model selection in some cases. Therefore, they proposed a 

bootstrap method to calculate the p-values of 𝑆𝑛 and 𝑇𝑛 statistics under the null hypothesis 

H0 : 𝐶θϵ 𝒞θ here 𝐶𝜃 is the underlying empirical copula and 𝒞θ is the selected parametric 

family of the copula. A large number  of independent samples (N = 1000) of size n are 

generated from, 𝒞θ and the corresponding values of  𝑆𝑛
∗  and  𝑇𝑛

∗ are computed to obtain the 

distribution of the statistics. The p-value are obtained as follows: For 𝑇𝑛, the p-value is 

computed in a similar way 

 𝑃 − 𝑣𝑎𝑙𝑢𝑒 =
1

𝑁
∑ 1(𝑆𝑛,𝑘

∗ > 𝑆𝑛)
𝑁

𝑘=1
,                                                                             (3.9)                    

𝑆𝑛 is the statistic value for the original data and 𝑆𝑛,𝑘
∗  is the statistic value for the kth 

bootstrap sample.   

The parameters of the marginal distributions and the copula functions, corresponding to 

(Pr, TWL), (Pr, Q), and (Q, TWL|Pr), is inferred based on the Bayesian approach, and the 

uncertainties in return periods (RPs) and return levels are quantified. Considering n 
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bivariate observations of (𝑡𝑤𝑙1, 𝑞1),..., (𝑡𝑤𝑙𝑛, 𝑞𝑛) representing the driving mechanisms, 

the joint posterior distribution of the parameters is estimated by (Smith, 2011): 

𝑝(𝜃𝑐, 𝜃𝑚|(𝑡𝑤𝑙1, 𝑞1), (𝑡𝑤𝑙2, 𝑞2), . . . , (𝑡𝑤𝑙𝑛, 𝑞𝑛)) ∝

𝑝(𝜃𝑚). 𝑝(𝜃𝑐). ∏ 𝑐(𝑡𝑤𝑙, 𝑞𝑖|𝜃𝑐)𝑛
𝑖=1 . 𝑓(𝑡𝑤𝑙𝑖|𝜃𝑚). 𝑓(𝑞𝑖|𝜃𝑚),                                           (3.10)                                              

where 𝑓(𝜃𝑐, 𝜃𝑚|(𝑡𝑤𝑙1, 𝑞1), (𝑡𝑤𝑙2, 𝑞2), . . . , (𝑡𝑤𝑙𝑛, 𝑞𝑛)) is the joint posterior density 

function of the copula and marginal parameters (i.e. 𝜃𝑐 , 𝜃𝑚), TWL( 𝑡𝑤𝑙1, 𝑡𝑤𝑙2, . . . , 𝑡𝑤𝑙𝑛) 

and Q (𝑞1, 𝑞2, . . . , 𝑞𝑛) are data records, 𝑝(𝜃𝑚) and 𝑝(𝜃𝑐) are the (uninformative) prior 

distributions of 𝜃𝑐 , 𝜃𝑚, respectively,  𝑐(𝑡𝑤𝑙𝑖, 𝑞𝑖|𝜃𝑐) is the copula density function of twl 

and q,  𝑓(𝑡𝑤𝑙𝑖), and 𝑓(𝑞𝑖) are the marginal densities of twl and q, respectively.   

The parameters are estimated through Markov Chain Monte Carlo (MCMC) sampling 

based on the Metropolis-Hastings approach (Hastings, 1970), considering a chain size of 

10000 iterations and a burn-in period of 1000. The convergence diagnosis is based on 

Geweke (1991) in which the mean of the first 10% of the chain is compared against the 

mean of the second half of the chain, which is assumed to have a stationary distribution t. 

If the chain converges, the two means are equal and Geweke's statistic has an 

asymptotically standard normal distribution (the test statistic falls between -1.96 to 1.96 

of the Z distribution).  

 

3.4. Hazard analysis  

3.4.1.  Estimating the Joint Return Period (JRP) 

Assessing the hazard associated with individual and compound flood events is critical for 

water resources planning and management. We estimate the JRPs of multiple flood 

drivers considering OR (at least one driver exceeds a threshold), AND (all drivers are 

above specific thresholds), and Kendall (the joint probabilities exceed defined thresholds) 

scenarios (Salvadori and De Michele, 2004; Salvadori et al., 2007; Shiau, 2006). 

Considering pr, q, and twl as levels beyond which pluvial, fluvial, or coastal flooding can 
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occur, respectively, the exceedance probability and the corresponding return period of the 

OR scenario are estimated by:  

 𝑃𝑂𝑅 = 𝑃((𝑃𝑟 > 𝑝𝑟) ∪ (𝑄 > 𝑞) ∪ (𝑇𝑊𝐿 > 𝑡𝑤𝑙)) = 1 −

𝐶(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝), 𝐹𝑄(𝑞|𝜃𝑚𝑞), 𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)|𝜃𝑐),                                                       (3.11)                                                                                 

𝐽𝑅𝑃𝑂𝑅 =
𝜇

𝑃𝑂𝑅
 ,                                                                                                               (3.12)          

where 𝑃𝑂𝑅 is the probability that at least one of the drivers exceeds the specified 

threshold (either pr, q, or twl). 𝜃𝑚𝑝𝑟, 𝜃𝑚𝑞and 𝜃𝑚𝑡𝑤𝑙  are the set of parameters 

corresponding to the marginal distributions of Pr, Q, and TWL, respectively. C is the 

joint cumulative probability of the three drivers of flooding obtained by integrating 

Equation (5).  𝜃𝑐 is the set of parameters corresponding to the pair-copulas 

𝐶𝑃𝑟,𝑇𝑊𝐿(𝐹(𝑃𝑟), 𝐹(𝑇𝑊𝐿)), 𝐶𝑃𝑟,𝑄(𝐹(𝑃𝑟), 𝐹(𝑄)), or 𝐶𝑇𝑊𝐿,𝑄|𝑃𝑟(𝐹(𝑇𝑊𝐿|𝑃𝑟), 𝐹(𝑄|𝑃𝑟)) , 

and  is the average interarrival time between the flood events (in an annual time scale), 

which is obtained through summing the sequential time intervals between the events 

divided by 365*(n-1) and n is the number of events.  

The worst-case scenario constitutes the simultaneous occurrence of multiple extreme 

events (i.e. joint occurrence of heavy precipitation, high river flows, and high water 

levels) that can lead to more severe hazard conditions. This  joint probability (AND) and 

the corresponding JRP are obtained by:  

𝑃𝐴𝑁𝐷 = 𝑃((𝑃𝑟 > 𝑝𝑟) ∩ (𝑄 > 𝑞) ∩ (𝑇𝑊𝐿 > 𝑡𝑤𝑙))  = 1 − 𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝) − 𝐹𝑄(𝑞|𝜃𝑚𝑞) − 𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙) 

+ 𝐶𝑃𝑟,𝑇𝑊𝐿(𝐹(𝑃𝑟), 𝐹(𝑇𝑊𝐿)|𝜃𝑐(𝑝𝑟,𝑡𝑤𝑙)) + 𝐶𝑃𝑟,𝑄(𝐹(𝑃𝑟), 𝐹(𝑄)|𝜃𝑐(𝑝𝑟,𝑞)) +

𝐶𝑇𝑊𝐿,𝑄|𝑃𝑟(𝐹(𝑇𝑊𝐿|𝑃𝑟), 𝐹(𝑄|𝑃𝑟)|𝜃𝑐(𝑡𝑤𝑙,𝑞)) − 𝐶(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝), 𝐹𝑄(𝑞|𝜃𝑚𝑞), 𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)|𝜃𝑐),     (3.13) 

𝐽𝑅𝑃𝐴𝑁𝐷 =
𝜇

𝑃𝐴𝑁𝐷
 ,                                                                                                           (3.14)               

where  𝑃𝐴𝑁𝐷 is the AND probability of the three drivers exceeding their corresponding 

thresholds (pr, q, or twl). 𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝), 𝐹𝑄(𝑞|𝜃𝑚𝑞), and  𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙) are the 

marginal probabilities of Pr, Q, and TWL given their set of parameters 𝜃𝑚𝑝𝑟, 𝜃𝑚𝑞, 
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and 𝜃𝑚𝑡𝑤𝑙, 

respectively. 𝐶𝑃𝑟,𝑇𝑊𝐿(𝐹(𝑃𝑟), 𝐹(𝑇𝑊𝐿)|𝜃𝑐(𝑝𝑟,𝑡𝑤𝑙)), 𝐶𝑃𝑟,𝑄(𝐹(𝑃𝑟), 𝐹(𝑄)|𝜃𝑐(𝑓,𝑞)), and 

 𝐶𝑇𝑊𝐿,𝑄|𝑃𝑟(𝐹(𝑇𝑊𝐿|𝑃𝑟), 𝐹(𝑄|𝑃𝑟)|𝜃𝑐(𝑡𝑤𝑙,𝑞)) are the bivariate unconditional or conditional 

copula functions given the corresponding set of parameters 𝜃𝑐. In this study, the JRPs of 

both scenarios (AND, OR) are estimated at all locations considering an exceedance 

probability of 0.01 and compared with the ones associated with the traditional approach 

(i.e. assuming independence between the drivers of flooding) and with the univariate RP 

of the individual drivers.  

Previous studies (e.g. Salvadori et al. (2011, 2016) and Xu et al. (2019)) suggest that the 

OR and AND scenarios might not identify all the dangerous regions in the probability 

space that can result in under- or over-estimations of the engineering designs. Salvadori 

and De Michele, (2010) proposed Kendall’s approach, which is based on the Kendall 

distribution function. However, the Kendall scenario does not have a direct 

physical/structural interpretation and can be used for preliminary hazard assessments 

(Salvadori et al., 2016). Accordingly, the probability space is divided into three zones, a 

critical probability layer p (a line in the 2D and a surface in the 3D probability space), a 

dangerous region denoted as 
d

pS  (d denotes dangerous region) that includes all the events 

with the joint probabilities more than p, a safe region denoted as 
s

pS  (s denotes safe 

region) including the events with joint probabilities less than p (Salvadori et al., 2016). 

The JRP of the dangerous region is defined as 

 𝐽𝑅𝑃𝐾𝑒𝑛𝑑𝑎𝑙𝑙 =
𝜇

𝑃[𝐶(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝),𝐹𝑄(𝑞|𝜃𝑚𝑞),𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)|𝜃𝑐)>𝑝]
=

𝜇

1−𝐾𝑐(𝑝)
 ,                    (3.15)                              

where 𝐾𝑐(𝑝) = 𝑃[𝐶(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝), 𝐹𝑄(𝑞|𝜃𝑚𝑞), 𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)|𝜃𝑐) ≤ 𝑝]. Estimation of 

( )cK p for trivariate analysis of compound flood drivers can be complex. In this study, 

we resample Pr, Q, and TWL n times using the generated joint probability distribution 

and assess the corresponding joint probabilities. And the critical layer is obtained 

considering the 0.01 exceedances for marginals. And the number of events out of n with 
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probabilities lower than the critical layer is divided by the sample size (n) to derive 

( )cK p . 

3.4.2.  Compound Hazard Ratio (CHR)  

Ganguli et al. (2019) proposed the CHR index to characterize the interactions between 

different drivers and their effects on the return level estimates of compound events. This 

index is the ratio between the conditional T-year flow discharge rate considering the 

annual maximum TWL as the covariate and the unconditional T-year discharge. In other 

words, the index is calculated by dividing the return level of streamflow conditional on 

annual max TWL by its univariate (unconditional) return level. We extend this index for 

trivariate analysis of compound flooding and estimate the ratio of conditional and 

unconditional streamflow. The probability of T-year Q given Pr and TWL, denoted as 

𝑄′
𝑇, is obtained according to Gonzalez-Lopez et al. (2019):   

𝑃(𝑄 ≤ 𝑞|𝑃𝑟 ≤ 𝑝𝑟, 𝑇𝑊𝐿 ≤ 𝑡𝑤𝑙) =
𝑃(𝑄≤𝑞,𝑃𝑟≤𝑝𝑟,𝑇𝑊𝐿≤𝑡𝑤𝑙)

𝑃(𝑃𝑟≤𝑝𝑟,𝑇𝑊𝐿≤𝑡𝑤𝑙)
=

𝐶(𝐹𝑄(𝑞|𝜃𝑚𝑞),𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝𝑟),𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙 )|𝜃𝑐)

𝐶(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑞),𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)|𝜃𝑐)
 , 

(3.16) 

                                                                                                                                                     

The CHR index is (Ganguli et al., 2019):    

𝐶𝐻𝑅 =
𝑄′

𝑇

𝑄𝑇
=

𝐶𝑄|(𝑃𝑟=𝑝𝑟,𝑇𝑊𝐿=𝑡𝑤𝑙)
−1 [1−

𝜇

𝑇𝑄|(𝑃𝑟,𝑇𝑊𝐿)(𝑞|𝑝𝑟,𝑡𝑤𝑙)
]

𝐹𝑄
−1[1−

𝜇

𝑇𝑄(𝑞)
]

 ,                                                  (3.17)                                                        

𝑄′
𝑇 and 𝑄𝑇 are the conditional and unconditional return levels of Q. In this study, the 

levels of p for the three drivers correspond to a return period of 100 years. 

𝐶𝑄|(𝑃𝑟=𝑝𝑟,𝑇𝑊𝐿=𝑡𝑤𝑙)
−1  and 𝐹𝑄

−1 are the inverse quantile transformations of copula-based and 

marginal distributions, respectively. 𝑇𝑄(𝑞) is the T-year unconditional RP of streamflow 

𝑇𝑄(𝑞) =
𝜇

1−𝐹𝑄(𝑞|𝜃𝑚𝑞)
 , and the conditional RP of streamflow 𝑇𝑄|(𝑃𝑟,𝑇𝑊𝐿)(𝑞|𝑝𝑟, 𝑡𝑤𝑙) is 

calculated as: 
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𝑇𝑄|(𝑃𝑟,𝑇𝑊𝐿)(𝑞|𝑝𝑟, 𝑡𝑤𝑙) =
𝜇

1− 𝑃(𝑄≤𝑞|𝑃𝑟≤𝑝𝑟,𝑇𝑊𝐿≤𝑡𝑤𝑙)
 ,                                                            (3.18)   

                                                            

3.4.3.  Failure Probability 

The hydrologic risk is assessed based on the Failure Probability (FP), which refers to the 

probability of a flood event that occurs at least once during a given project lifetime (Xu et 

al., 2019). The failure probability is obtained from:  

 𝐹𝑃 = 1 − ∏ 𝐹(𝑃𝑟𝑖, 𝑄𝑖, 𝑇𝑊𝐿𝑖)
𝑁

𝑖=1
,                                                                              (3.19)                                                                                                                                                       

F represents the non-exceedance probability and 𝑁 is the number of events during the 

project lifetime (D) which is inversely related to the average interarrival time between the 

events (𝜇):  

 𝑁 =
𝐷

𝜇
 ,                                                                                                                         (3.20)                                                                                                                                                                 

In this study, we assess Failure Probabilities corresponding to the AND, OR, Kendall, 

independence, and univariate scenarios for return periods of 100 and 10 years and 

lifetimes ranging from 1 to 50 years. Further, the trivariate hydrologic risk for each driver 

considering the 100-year RP of the other two drivers was quantified.    

According to Equation 19, in the OR scenario: 

𝐹𝑃𝑂𝑅 = 1 − ∏ 𝐶(𝐹𝑃𝑟𝑖
(𝑝𝑟|𝜃𝑚𝑝), 𝐹𝑄𝑖

(𝑞|𝜃𝑚𝑞), 𝐹𝑇𝑊𝐿𝑖
(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)|𝜃𝑐)

𝑁

𝑖=1
,                 (3.21)                                                                                               

In the AND scenario:  

𝐹𝑃𝐴𝑁𝐷 = 1 − ∏(𝐹𝑃𝑟𝑖
(𝑝𝑟|𝜃𝑚𝑝) + 𝐹𝑄𝑖

(𝑞|𝜃𝑚𝑞) + 𝐹𝑇𝑊𝐿𝑖
(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)

𝑁

𝑖=1

 

                  +𝐶𝑃𝑟,𝑇𝑊𝐿(𝐹(𝑃𝑟), 𝐹(𝑇𝑊𝐿)|𝜃𝑐(𝑝𝑟,𝑡𝑤𝑙)) − 𝐶𝑃𝑟,𝑄(𝐹(𝑃𝑟), 𝐹(𝑄)|𝜃𝑐(𝑝𝑟,𝑞)) −

𝐶𝑇𝑊𝐿,𝑄|𝑃𝑟(𝐹(𝑇𝑊𝐿|𝑃𝑟), 𝐹(𝑄|𝑃𝑟)|𝜃𝑐(𝑡𝑤𝑙,𝑞))             
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                          +𝐶(𝐹𝑃𝑟(𝑝𝑟|𝜃𝑚𝑝𝑟), 𝐹𝑄(𝑞|𝜃𝑚𝑞), 𝐹𝑇𝑊𝐿(𝑡𝑤𝑙|𝜃𝑚𝑡𝑤𝑙)|𝜃𝑐)),                                             (3.22)                                                                                                                                                           

 And, in the Kendall scenario:  

 𝐹𝑃𝐾𝑒𝑛𝑑𝑎𝑙𝑙 = 1 − ∏ 𝐾𝑐
𝑖𝑁

𝑖=1
(𝑝),                                                                                    (3.23)         

                                                                                                                           

3.5. Results and discussion  

3.5.1.  Marginal distributions and pair-copula functions 

The best-fitted distribution representing each driver of flooding at each location is 

selected from ten parametric distributions based on the AIC criterion. Further, the KS 

goodness of fit test is applied to verify the selected distributions, which are shown in 

Table S3.1 along with the corresponding AIC and p-values. In most locations, the river 

discharge rates (Q) are represented by GPD and exponential distributions, and the total 

water levels (TWL) by GPD and Weibull distributions. As discussed in Section 3, 

extreme precipitation amounts follow GPD at all locations.  

The pair-copulas, of the C-vine model, are selected from 41 copula functions based on 

AIC at each location. According to Equation 5, three pair-copulas (two unconditional and 

one conditional) are determined to assess the corresponding compound flood hazards 

(Table S3.2). The results show that overall, the majority of the joint variations follow the 

Frank copula function. The analyses of the bivariate dependencies based on Kendall’s tau 

show that the dependencies between (Pr, TWL) are mostly positive and significant across 

all locations, especially the Atlantic and Pacific coasts. Pr and Q show positive 

dependencies in fewer locations compared with (Pr, TWL), especially in the Great Lakes 

and Pacific regions. Moreover, the joint (Q, TWL) event indicates positive dependencies 

over both coasts and mostly eastern GL. The number of locations out of 41 with 

significant dependencies for (Pr, TWL), (Pr, Q), (Q, TWL) is 31 (7 at the Pacific, 22 at 

the Great Lakes, and 2 at the Atlantic area), 32 (4 at Pacific coast, 27 at Great Lakes, and 

1 at Atlantic coast), and 33 (7 at Pacific coast, 24 at Great Lakes and 2 at Atlantic coast), 
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respectively (Table S3.3, Figure 4). Besides, there are 13 locations mainly at the Pacific 

and GL area where the three joints show positive dependencies. However, more sites 

with positive dependencies are found in three regions regarding the bivariate events of 

(Pr, TWL) and (Q, TWL). The dependencies between Pr/TWL are stronger (from 0.4 at 

the Pacific to 0.02 at the GL) than Pr/Q and Q/TWL in the majority of the locations 

across the three domains (Figure S3.2). This can be partly associated with the occurrence 

of seiche events combined with intense rainfall in the coastal areas at the GL and the 

extratropical cyclones striking the coasts, especially the Atlantic. Besides, extreme flows 

depend on several basin characteristics. For example, steep basins with a quick 

hydrological response, high mean elevation, compacted soil, and impermeable bedrocks 

are found on the west coast (Eatom & Moore, 2010), which can lead to a higher 

compound flooding hazard associated with Q/TWL.        
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Figure 3.4) Kendall’s Tau and its significance corresponding to (Pr, TWL), (Pr, Q), 

and (Q, TWL) at 41 locations across Canada. 
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3.5.2. Compound flood hazard analysis 

3.5.2.1. Joint return periods of compound flood drivers 

The trivariate JRPs corresponding to the AND, OR, and Kendall scenarios are determined 

based on the selected marginal distributions and pair-copula functions that form the 

multivariate joint distributions. Results are compared with the JRPs estimated assuming 

that the drivers are independent to investigate the extent of under- or over-estimations of 

the associated hazards. At each location, the trivariate joint distribution is developed 

considering both conditional and unconditional pair-copulas. In trivariate analysis, the 

estimated JRPs are affected by the interdependencies between (Pr, Q), (Q, TWL), and 

(Pr, TWL). 

Figure 3.5 shows the estimated RPs of (Pr, Q, and TWL) for univariate, independent, and 

OR scenarios at 41 locations across Canada’s coasts considering an exceedance 

probability of 0.01. The median OR-JRPs and the range of the uncertainties vary from 1.1 

to 3.5 years and 0.08  to 17.5 years, respectively between all the locations. The 

independence OR-JRP varies from 2.8 to 3.2 years, and the univariate RPs range from 5.7 

years on the Atlantic coast to 6.6 years on the Pacific coast. Overall, the estimated RPs 

corresponding to the univariate scenario is larger than those associated with the OR and 

independence scenarios. The independence and OR scenarios show larger differences at 

locations 24 to 29, in the Great Lakes region. The slight variations in independence and 

univariate cases at different locations are associated with changes in interarrival times 

due to different lengths of the time series. The lower bounds of the JPRs are lower than 

the ones based on the independence assumption, across all locations.  

These differences highlight the importance of assessing multiple drivers of flooding and 

their interrelationships rather than studying each driver in isolation, to avoid 

underestimation/overestimation of the corresponding flood hazards, especially at the 

Great Lakes and the Atlantic coasts. 
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Figure 3.5) The estimated return periods of Pr, Q, and TWL based on univariate, 

independence, and OR scenarios at 41 locations across Canada’s coasts.  

The effects of positive interrelationships between the drivers on the AND-JRPs are 

shown in Figure 3.6. In assessing this scenario, we focus on the locations where at least 

two out of three dependencies between the drivers are positive because if the overall 

dependency between the flooding drivers is negative, then, there is a rare chance of their 

joint occurrences. The results are compared with univariate and independent scenarios at 

21 locations. JRP increase by 2% to over 15% indicating possible overestimations of 

compound flood hazards associated with the three drivers, in the unrealistic independence 

scenario, when the dependencies are negative.  

The median AND-JRPs vary from 16 to 202 years between different locations which in 

comparison with the independence scenario changing from 58297 to 63879 years are 

remarkably lower. The range of uncertainty varies from 13 (in the Great Lakes region) to 

555 years (Pacific region). The large range of uncertainty for the AND scenario is partly 

associated with sensitivities to the dependencies between multiple variables and the 
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lengths of the data records. The lower quantiles in the AND-JRP are associated with 

higher dependencies between the drivers. The AND scenario also indicates that not 

considering the dependencies between the drivers can lead to underestimations of the 

flooding hazard (Figure 3.6).  

It should also be mentioned that at locations 9, 12, 18 at the GL and 40 at the Atlantic 

area, the higher quantile JRP exceeds the independence JRP because the range of 

parameters for at least one pair-copula includes both negative and positive dependencies.  

 

Figure 3.6) The estimated return periods of Pr, Q, and TWL based on univariate, 

independence, and AND scenarios at 21 locations across Canada’s coasts.  

 

The 100-year return period of Q under the independence condition is compared with its 

conditional RP considering the dependencies between the drivers. This RP is more than 

100 years for 25 locations. Considering the median RP values, the maximum value is 140 

years (related to higher dependency between the drivers) at location number 4 (Atlantic 
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region) and the lowest is 89 years (related to lower dependency between the drivers) at 

location 24 (GL) (Figure 3.7). The range of the uncertainty varies from 0.4 years to more 

than 54 years both at the Great Lakes. These results highlight that the univariate analyses, 

that do not consider the interrelationships between the drivers, can lead to either under- or 

over-estimations of the flood hazards undermining the sustainable, long-lasting, and cost-

effective engineering designs in these areas. Moreover, these results would be useful for 

building regulations and guidelines, educating people to be prepared for these types of 

joint events, and emergency preparedness to protect lives, and reduce damages.   
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Figure 3.7) The return periods of Q and the corresponding uncertainties conditional 

on Pr and TWL for different locations across the three regions. a) the Pacific coast 
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b) the Great Lakes and c) the Atlantic coast. The points with RPs of more and less 

than 100 years are shown by circles and triangles, respectively.   

The results of the Kendall JRP are shown in Figure 3.8, which fall between the OR and 

AND JRPs consistent with previous studies (e.g. Xu et al., (2019)). The same is almost 

true for both upper and lower bounds of JRPs. Overall, the estimated minimum and 

maximum values are 7 (at the Great Lakes) and 662 years (Atlantic region), respectively, 

and the uncertainties range from 9 to 502 years across all locations. The overall 

comparison of the three regions shows the JRPs for the Great Lakes are lower than those 

of the two coastal regions, and for the Atlantic region lower than the Pacific region. 

Similar to the AND scenario, with an increase in the strength of the positive dependency 

between the drivers, the JRP decreases and vice versa. For example, if the joint events of 

(TWL, Pr) and (Pr, Q) show moderate positive dependencies while the (TWL, Q) event 

has a high negative dependency at a location, the AND and Kendall JRPs may increase. 

This behavior is observed at some locations such as 4 and 5 (Pacific coast), 17, 20, 22, 

and 29 to 38 (Great Lakes), and 41 (at Atlantic coast).      
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Figure 3.8) The estimated Kendall JRP and its uncertainty (lower and higher 

bounds of JRP) at different locations across three regions.  

 The results of the CHR index for 100-year streamflow events at 41 locations across 

Canada’s coasts are shown in Figure 3.9. At 23 locations, the median index exceeds one 

which indicates that fluvial flood hazard is amplified by other mechanisms such as 

extreme sea levels in the study area. These sites are highlighted in Table S3.1.  
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Figure 3.9) The CHR index and the related uncertainty estimated for Q|TWL, Pr at 

different locations. 

 

3.5.3.  Failure Probability 

We estimate the FPs corresponding to 100 and 10-year events for different hazard 

scenarios including OR, AND, and Kendall, and characterize their uncertainties. These 

FPs are compared with the estimated FPs corresponding to the independent, univariate, 

and conditional scenarios. Analyses are conducted at all locations however, for the sake 

of brevity, we present the results for location 41 on the Atlantic coast. As expected, an 

increase in the JRP reduces the chances of the concurrent and univariate occurrence of 

multiple flood events and the corresponding FP values (Figure 3.10). These are true for 

three OR, AND, and Kendall scenarios, their lower quantile, and upper quantile FP 
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values as well. Considering both RPs, the univariate and conditional univariate FP is 

lower than the FP of the trivariate OR scenario. This highlights the importance of 

analyzing the combination of multiple flood hazards at a location to avoid 

underestimation of the corresponding hazards. This is also evident in the univariate 

analysis as the conditional scenario has higher FP than the univariate scenario. Besides, 

under the OR scenario, the FP can be overestimated based on the independence scenario, 

which is consistent with studies in other areas (Moftakhari et al. (2017) and Xu et al. 

(2019)). It should also be mentioned that under all scenarios, the FP rises with increases 

in the project lifetime.  
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Figure 3.10) The failure probability (FP) values corresponding to a,b) OR, 

univariate and conditional, c,d) AND, e,f) Kendall scenarios for 10 and 100-year 

events.  

The trivariate hydrologic risks (determined based on FPs) of different levels of each 

driver with a 100-year recurrence interval of the other two drivers are obtained for all the 

locations for project lifetimes of 100, 50, 20, and 5 years. Figure 3.11 compares different 

scenarios for location #41 on the Atlantic coast. Accordingly, considering the median FP, 

the trivariate hydrologic risk is constant as long as the design rainfall is less than 80, 100, 

115, and 125 mm, respectively for service times of 5, 20, 50, and 100 years and then it 

decreases sharply, considering 100-year Q and TWL. These values are 18, 24, 28, and 31 

m3/s for design Q with 100-year Pr and TWL and 2.2, 2.4, 2.5, and 2.6 m for design 

TWL, with 100-year Q and Pr events. Considering the 100-year lifetime, the hydrologic 

risk approaches zero when the precipitation design level exceeds 170 mm and this avoids 

over-design leading to extra expenses. Therefore, the design rainfall in this location 

should be between 80 and 170 mm considering the security point of view. These design 

values should be between 20 to 50 m3 for Q and between 2.2 and 2.7 m for TWL. These 

results are important for the robust management of the coastal areas as they provide 

reliable hazard assessments for the engineers and the policymakers to avoid 

underestimation (which causes the failure of the design ) or overestimation (which causes 

the surplus expenses) of the engineering safety levels in these areas. 
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Figure 3.11) The trivariate hydrologic risk under different project lifetimes for each 

driver considering the 100-year event of the other two drivers: a) Pr, b) Q, and c) 

TWL. 

 The obtained results indicate that the conventional approach for flood hazard estimation, 

as currently adopted by most agencies, can lead to an underestimation of the 

corresponding risks across Canada’s coastal areas in particular the Atlantic. More robust 

design levels are obtained by considering all the flooding mechanisms and the 

corresponding interrelationships. The trivariate approach proposed in this study can be 

applied for such analyses and other interrelated hazards  

 

3.6. Conclusions  

This study analyzes the compound flood hazard hazards across Canada’s coasts 

considering the interrelationships between three main drivers of flooding including 

precipitation, total water level, and streamflow. We focus on extreme precipitation events 

and the corresponding high flows and total water levels within a 1-day time lag. After 

preprocessing the data, 41 locations distributed across three regions of the Pacific, Great 

Lake, and Atlantic coasts are selected for the analysis of compound flooding by 

developing the corresponding trivariate joint distributions.  

The best-fitted marginal distribution for each variable at each location is selected from 

ten continuous univariate distributions. Further, according to the C-vine algorithm, the 

best-fitted conditional and unconditional bivariate copulas among 40 different copula 

functions are selected using AIC to represent the dependencies between drivers of 

flooding. All parameters and the corresponding uncertainties are estimated through the 

Bayesian approach.  

Further, the joint (OR, AND, Kendall) and conditional RPs and the corresponding 

uncertainties are quantified in this study. The return periods of individual drivers of 

flooding are compared with those estimated based on the joint and conditional scenarios. 

The results indicate positive interactions between at least two flooding drivers at 21 
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locations across three regions mainly at the Atlantic coast. Besides, the dependency 

between the TWL and Pr is higher than in the other two scenarios, especially at the 

Atlantic coast. Results also highlight the underestimations of the corresponding hazards 

when drivers are investigated in isolation. Overall, 23 locations, across Canada’s coasts, 

show positive dependencies between different drivers of flooding resulting in CHR 

values above unity.   

The univariate analysis underestimates the failure probability of compound flood events. 

For example at location 41, in the Atlantic, the FP is underestimated by almost 70% when 

the interrelationships between drivers of flooding are not considered considering a design 

lifetime of 50 years. Besides, the FP corresponding to the unrealistic independence 

scenario results in under- or over-estimations of FP compared to AND/OR scenarios. 

Considering the 100-year project lifetime, the trivariate hydrologic risk decreases sharply 

when the design Pr is larger than 80 mm, and approaches zero with a design level of 170 

mm, suggesting a design rainfall magnitude of 80 mm to 170 mm for this location. The 

estimated design values of Q and TWL are between 20 to 50 m3/s and between 2.2 and 

2.8 m, respectively. The trivariate analysis conducted in the study can lead to more robust 

assessments of the flooding hazards over the Canadian coastal zones. Further, it provides 

critical information for the sustainable design and planning of communities and 

infrastructure systems. Similar analyses can be conducted over other coastal areas. 
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Vincent, 2011). The VineCopula package (Schepsmeier et al., 2015) available in R 

programming software is applied to construct the pair copulas.  
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Chapter 4 

4. Trends in Individual and Multivariate Compound Flood 

Drivers in Canada’s Coasts 

4.1. Introduction  

Flooding is the most common natural disaster in the world causing 215,000 fatalities 

and $1 trillion of damage between 1980-2016 (Re, 2017). About 0.8-1.1 million people 

experience flooding each year, which is commonly followed by devastating socioeconomic 

consequences (Muis et al., 2016b).  After the Fort McMurray wildfires in 2016, flood 

events ranked second among the costliest natural disasters in Canadian history (Landis et 

al., 2018). Coastal environments are particularly susceptible to flooding caused by 

hydrometeorological (e.g. rainfall, runoff), and coastal (e.g. storm surges, tides) processes. 

According to the Intergovernmental Panel on Climate Change (IPCC, 2012), the 

simultaneous or successive occurrence of such events can lead to compound flooding with 

significant coastal impacts.  

Wind stress and to a lesser extent falling atmospheric pressure are the main drivers of 

storm surges, which can penetrate the river system and cause excessive flooding in the low-

lying coastal zones. Storm surge arrivals might coincide with high tides, caused by the 

gravitational attraction of the moon and the sun on the earth, resulting in more intense 

coastal flooding. Low-pressure systems like tropical cyclones commonly result in the co-

occurrence of storm surges, heavy rainfall, and possible river overflow that can lead to 

compound flooding (Couasnon et al., 2019; Paprotny et al., 2018; Sarhadi et al., 2018; 

Svensson and Jones, 2002; Wu et al., 2018). Such effects can be exacerbated by antecedent 

conditions (Verhoest et al., 2010). For example, Hurricane Igor in 2010 resulted in 

excessive rainfall, swollen rivers, storm surge, and wave heights, with peaks up to 2.5m, 

which impacted 97 communities and caused at least $100 million in damages to public 

infrastructure in Newfoundland, Canada. Zscheischler et al. (2018) discussed several 

examples of such compound events and their hydroclimatic and coastal drivers. 
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There has been a growing interest in the study of compound flood events in recent years at 

regional and global scales. In this regard, the copula is widely used as an effective statistical 

approach to characterize the dependence structure of compound events (Paprotny et al., 

2018; Ward et al., 2018). In a recent study, Jane et al. (2020) used copulas and a conditional 

threshold exceedance model to characterize the dependence structure of multiple food 

drivers. Bevacqua et al. (2017) applied pair-copula to model the dependency between sea 

level and streamflow and the corresponding meteorological drivers. They showed that 

ignoring the estimated dependence between sea and river levels may lead to an 

underestimation of flood risk. Hao et al. (2018) compared several statistical methods 

including empirical, multivariate distribution, indicator approach, quantile regression, and 

a Markov Chain model to characterize compound extremes. Ward et al. (2018) studied the 

dependency between high river discharge and sea level using copula over the globe and 

demonstrated its significant role in the estimated exceedances of both design discharge and 

design sea level. Considering that the duration of each event might take over a day, they 

assessed the dependencies for time lags of one to five days. Eilander et al. (2020) recently 

assessed the joint influence of riverine and coastal drivers of flooding in deltas worldwide 

using the CaMa-Flood model. They showed that ignoring storm surge can result in 

significant underestimations of the flood depths. Couasnon et al. (2019) studied 

daily river discharge and storm surge to identify the hotspots of compound flooding using 

copulas. In a study by Hendry et al. (2019), the joint occurrence of storm surge and fluvial 

flooding was assessed along the UK coast. They analyzed the frequency of compound 

events and showed the spatial variability of dependencies between flood drivers based on 

Kendall’s Tau. Wu et al. (2018) investigated the dependence between observed and 

modeled storm surge and rainfall over the Australian coastline and found good agreements 

between the two sets of dependencies. Papronty et al. (2018) studied the probability of joint 

occurrence of storm surges, rainfall, river flows, and waves over Europe using different 

datasets including ground-based observations, ERA-Interim reanalysis, and a regional 

climate model, and carried out a statistical analysis based on copulas. They found regional 

differences in the dependence structures and the resulting joint probabilities of different 

compound flood drivers. Serafin et al. (2019) highlighted that understanding the dominant, 
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spatially varying drivers of flooding events will help coastal communities better understand 

their risks. 

Temporal variations of individual processes that contribute to compound flooding can 

change their dependence structure and the corresponding joint behavior. This can lead to 

increases in the frequency and severity of compound flood hazards in coastal regions. 

Understanding the nonstationary behavior of individual flood hazards has progressed 

significantly (Altava‐Ortiz et al., 2011; Chingombe et al., 2005; Clement and Thas, 2009; 

Gan, 1998; Modarres and Sarhadi, 2009; Zhang et al., 2001), However, only a few studies 

have performed quantitative assessments of the joint occurrence of different types of 

flooding (Moftakhari et al., 2017; Sarhadi et al., 2016; Wahl et al., 2015) while such studies 

over Canada are lacking. The resultant flood risk is often significantly underestimated with 

severe consequences (Bevacqua et al., 2019b; Xu et al., 2019a; Zscheischler et al., 2018). 

Only a few studies have investigated the nonstationarity of the dependence structure 

between multiple flood drivers (Ganguli and Merz, 2019). Wahl et al. (2015) studied 

changes in the joint occurrence of storm surge and rainfall over some locations around the 

U.S coastline due to increases in the corresponding dependencies.  In addition, recent 

studies have assessed the impacts of climate change on compound flooding in different 

regions around the world (Pasquier et al., 2019; Wu and Leonard, 2019). Khanal et al. 

(2019) found a higher probability of storm surge and extreme river discharge co-occurrence 

than the random chance for different time lags. Moftakhari et al. (2017) quantified the 

increase in failure probabilities in 2030 and 2050 resulting from joint seal level rise and 

fluvial flooding.   

The nonstationarity of hydroclimatic and coastal variables can be due to their 

monotonic trends, shifts, step changes, and periodic behavior (Machiwal and Jha, 2012). 

These spatial and temporal variabilities are partly associated with internal variability and 

in several cases with anthropogenic climate and land-use change effects (Miao et al., 2011; 

Milly et al., 2008). To understand nonstationary hazards, univariate trend analysis 

approaches are commonly used, including descriptive methods based on smoothing such 

as a moving average window to reduce the random variation and reveal the underlying 



 

90 

 

trends, non-parametric approaches, and time series methods that model the serial 

correlations explicitly (Clement and Thas, 2009). The univariate Mann-Kendall test (MK) 

is a widely used non-parametric approach to detect monotonic trends (Cavadias, 1994). 

Contrary to the parametric regression approach, MK is not limited to normally distributed 

and linear data and is robust to outliers (Lettenmaier, 1988a). However, the variance of the 

MK test statistic is inflated by serial correlation, which would cause the type I error and an 

incorrect rejection of the null hypothesis (Von Storch, 1999). 

The univariate trends of hydroclimatic variables have been investigated extensively 

(Abdulkareem and Sulaiman, 2016; Khalili et al., 2013; Shadmani et al., 2012; Sonali and 

Kumar, 2013). However, only a few studies have assessed multivariate trends of water 

quality parameters (Hirsch and Slack, 1984b; Lettenmaier, 1988b; Loftis et al., 1991a; 

Loftis et al., 1991b; Thas et al., 1998; Van Belle and Hughes, 1984), and flood 

characteristics (Chebana et al., 2013; Kang et al., 2019; Ye et al., 2015). Further, while 

univariate autocorrelation effects in the data are commonly considered using pre-

whitening, trend-free pre-whitening, variance correction, and block bootstrap sampling 

techniques (Önöz and Bayazit, 2012), multivariate autocorrelation is rarely addressed. 

Chebana et al. (2013) analyzed the univariate and joint trends of the flood peak, volume, 

and duration using MK, Covariance Inversion Test (CIT), Covariance Sum Test (CST), 

and Covariance Eigenvalue Test (CET) by considering the correlations between flood 

characteristics. Modarres (2018) studied the trends in dust storm frequency and its 

covariation with climatic variables. He found that the two methods of CIT and CET show 

more significant trends compared to CST.  

In this study, we analyze the nonstationarity of individual and compound flood hazards 

in Canadian coastal zones based on univariate and multivariate trend approaches. To the 

knowledge of the authors, this study is the first of its kind to study the trends of multiple 

drivers that can contribute to compound flooding. This includes characterizing the dynamic 

relationships between Precipitation (P), streamflow (Q), skew surge (S), and Total Water 

Level (TWL) over the Atlantic, Pacific, and the Great Lakes coastal regions. A new non-

parametric approach based on the inverse cumulative density function (CDF) of each 

contributing variable is proposed to characterize the joint trends of multiple drivers of 
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flooding. It addresses the limitations of current multivariate trend methods including the 

sensitivity to sample size and outliers, and allows for the regional analysis of potential 

compound flooding (hereafter called compound flooding for sake of brevity). Additionally, 

the univariate block bootstrap sampling technique (Modarres, 2018) is generalized to 

account for the effects of autocorrelation in the data and eliminate its impacts on the 

detection of multivariate trends.  

The remainder of this paper is as follows. In Section 2, the study area and data are 

presented. Section 3 discusses the univariate and multivariate trend methods and the 

proposed compound flood trend index. Section 4 presents the results followed by the 

discussion and conclusions in Sections 5 and 6.  

4.2. Study area and data 

As the second-largest country with the longest coastline (approximately 230,000 km) 

in the world, Canada (Figure 4.1) has a vast array of climate regimes due to its extensive 

geographical features, presence of oceans to the east, west, and north, and the Great Lakes 

to the south. Regions to the north experience polar and sub-Arctic climates, eastern 

provinces have a temperate climate and the southwestern areas experience hot and humid 

summer continental climates (Peel et al., 2007). Western and northwestern parts of Canada 

have experienced the highest mean annual warming rates (> 1.7 °C) from 1948 to 2016 

particularly over the winter and spring while its eastern parts had the lowest rates (< 0.5 

°C) (Bush and Lemmen, 2019b). The magnitude and frequency of extreme sea levels are 

projected to increase in the future at a higher rate compared to the global mean along with 

parts of the Atlantic and Pacific coasts (Bush and Lemmen, 2019b). 
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Figure 4.1) The study area showing precipitation, streamflow, and tidal gauges 

across Canada’s coasts (Atlantic, Pacific, Great Lakes). Circles show examples of 

three gauges that are matched together. 

 

Over seven million people living on the Canadian coasts are at risk of flooding caused by 

extreme precipitation, river overflows, storm surges, and tides (Bush and Lemmen, 

2019a). The compounding effects of multiple drivers of flooding in these regions can lead 

to catastrophes, however quantitative trend assessments of the joint occurrences of 

compounding flood hazards are lacking. Therefore, in this study, the individual and 

multivariate trends of precipitation (P), streamflow (Q), skew surge (S), and total water 

level (T), which play major roles in compound flooding, are analyzed for the Canadian 
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coastal zones. The sources and resolution of these four flood drivers are summarized in 

Table S2.1 

4.2.1.  Total water level, storm surge, and skew surge  

Records of Total water level at hourly resolution are available from tidal gauges located 

across Canadian coasts. Using this data we analyze the characteristics of maximum 24-

hour T at each site. To identify and extract its constituents (including tides and storm 

surges), the secular trends of T are removed followed by harmonic analysis using the 

U_Tide package (Codiga, 2011). To remove seasonality from tidal records in the Great 

Lakes, we subtract every 30 days of T from its average. Storm surges are estimated, at an 

hourly timescale, by taking the difference between detrended Ts and the predicted tides. 

However, previous studies have shown that storm surge does not provide a reliable 

representation of coastal flooding because of harmonic prediction or timing errors and 

non-linear interactions, which can artificially bias the surge (Mawdsley and Haigh, 2016; 

Williams et al., 2016). Therefore, the concept of the skew surge is proposed as an 

alternative more reliable measure of meteorological contribution to coastal flooding 

(Eilander et al., 2020; Haigh et al., 2016; Williams et al., 2016). Skew surge represents 

the difference between the maximum observed water level and the maximum predicted 

tidal level regardless of their timing during the tidal cycle. For every 24 hours, the peak 

of T within 6 hours before and after the corresponding tide’s peak is identified and the 

skew surge is estimated as the difference between the two peaks (Figure S4.1) (Mawdsley 

and Haigh, 2016). In cases where tidal patterns at both Atlantic and Pacific coasts are 

semiduneral (i.e. with two peaks in a day), the one with the highest peak is selected as it 

can increase the chances of coastal flooding. This process is repeated for all existing tidal 

gauges across the Canadian coastline.  

4.2.2.  Selection of stations and data preprocessing  

Analysis of compound flood trends over the Canadian coastal zones is performed for the 

period of 1960 to 2015. There are over 1000 tidal gauges available, however many of them 
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are inactive or have large missing data. Data records are selected according to the following 

filtering criteria:  

(5) Each year having more than 20 percent of missing data is removed for each tidal gauge.  

(6) Tidal gauges with more than 20 percent of missing data over the entire period are 

removed, which leads to about 61 remaining gauges. 

(7) Precipitation and streamflow gauges that lie within a radius of 0.5° (about 55 km) from 

each tidal gauge are identified followed by the application of steps 1&2 on each record. 

In addition to the physical distance of streamflow gauges, flow routes are tracked to 

make sure they are directed towards the tidal gauge (Ward et al., 2018). In cases where 

several precipitation or streamflow gauges exist within the specified radius, the closest 

and most downstream ones are selected. If no hydroclimatic gauges exist within this 

distance (including gauges 2, 3, 19, 15, and 17 in Figure 4.1), the radius is increased to 

100 km to identify at least one precipitation and one streamflow gauge (Wu et al., 

2018). The choice of the distance is to ensure that gauges are representative of the 

homogeneous hydro-climatic conditions of their locations (Ward et al., 2018).  

(8) Only the locations that have more than 80 percent overlap between T, skew surge, 

precipitation, and streamflow data records are retained.  

Fourty one coastal locations (2 on the Atlantic Coast, 7 in the Pacific, and 32 on the Great 

Lakes) are selected after assessing the data (Figure 4.1). All locations include one tidal 

gauge; however, precipitation and streamflow data could be matched with two different 

tidal gauges because of physical proximity (resulting in 27 and 25 selected stations, 

respectively). Besides, to analyze the coincidence of multiple drivers of flooding the three 

data records are temporally matched. Following Ward et al. (2018) we shift the streamflow 

data for five hydrometric stations that are located > 55 km upstream of the coast. We use 

the Kirpich equation to estimate the corresponding time lag (Mata-Lima et al., 2007):  

0.770 0.385

cT KL S ,                                                                                                                       (4.1) 

where Tc is the time of concentration, 𝐾 is a unit conversion coefficient and K=0.0195 in 

SI units, L is the channel flow length in feet or meters as dictated by K and S is the 
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dimensionless main-channel slope. The range of TC for these five gauges ranges between 

18 to 36 hours.  We further applied the Pickering method and noticed minor differences 

in the estimated time lags. 

4.3. Methodology 

4.3.1.  Univariate trend analysis 

We use the non-parametric Mann-Kendall test to study monotonic trends of the 

individual variables at each location.  

Given a data record of size n, the MK test statistic is calculated using (Kendall, 1975; 

Mann, 1945):   

To account for the effects of autocorrelation, we apply the Block Bootstrap Sampling 

(BBS) approach (Politis, 2003; Svensson et al., 2005).  

1

1 1

( )
n n

j i

i j i

S sgn x x


  

 
 ,                                                                                                                                (4.2) 

where sgn(.) is the sign function 

𝑠𝑔𝑛(𝑥) = {
1        ; 𝑥 > 0
0        ; 𝑥 = 0
−1    ; 𝑥 < 0

                                                                                                         (4.3) 

x represents the variable (Q, T, P, S), i and j are temporal indices that correspond to daily 

data series (for daily trend analyses), annual max series (for the analyses of annual 

maxima), or peaks over the selected thresholds 

Under the Null hypothesis (𝐻0) of no monotonic trend, the test statistic (𝑆) follows a normal 

distribution with the approximate variance of:  

𝑉𝑎𝑟(𝑆) = 𝑛(𝑛 − 1)(2𝑛 + 5)/18,                                                                                                            (4.4) 
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Bootstrapping is based on resampling the data points with replacement to generate new 

data series with the same length as the original data. This process is repeated many times 

(1000 iterations in this study) to generate a large set of trend-free data. If the test statistic 

of the original data record lies in the tail of the distribution of test statistics corresponding 

to the resampled series, the trend is considered to be significant (Svensson et al., 2005). 

This is because any existing trend would be eliminated due to resampling, and the 

derived distribution is that of the test statistic for trend-free data. In BBS, instead of 

removing the autocorrelation from the data (similar to pre-whitening), the effects of 

autocorrelation on the distribution of the test statistic are considered. 

In BBS, the entire data record is divided into non-overlapping blocks with a fixed length 

such that data points are approximately independent between each block. Bootstrapping 

is then performed in blocks to replicate the data autocorrelation (Önöz and Bayazit, 

2012). Block lengths are determined based on the number of contiguous significant 

autocorrelation (Khaliq et al., 2009) corresponding to each variable (a 5% significance 

level is considered in this study). Since the autocorrelation functions for our data (e.g. 

Figure S4.3) show clear patterns of seasonality in data, to preserve this periodic structure 

we use the seasonal block bootstrap approach, proposed by Politis, (2003). In this 

approach, the block length is always an integer multiple of the period length (one year) 

(Dudek, 2018; Dudek et al., 2014). Consequently, the selected block lengths are 1 year 

(corresponding to precipitation and streamflow), 7 years (Total water level; Pacific 

coast), 10 years (T; Atlantic coast), 1 year (T; Great Lakes), and 2 to 40 days (skew 

surge, which does not show periodic behavior). Figure S4.2 shows an example of a 

streamflow data series before and after resampling for location #40.   

4.3.2.  Multivariate correlation and trend analysis 

In addition to the univariate trend analysis, we use the extended MK test to analyze the 

multivariate trends of compound flooding. Considering 𝑑 variables, the univariate trend of 

each data record is first estimated using MK and a vector Smulti, which includes the 

corresponding test statistics for variables 1, 2, 3, … . 𝑑 is generated as (Lettenmaier,1988):  
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𝑆𝑚𝑢𝑙𝑡𝑖 = (𝑆1, 𝑆2. . . . 𝑆𝑑)′,                                                                                                                                 (4.5) 

𝑆𝑚𝑢𝑙𝑡𝑖 follows a d-dimensional normal distribution with a mean of zero and a covariance 

matrix  𝐶𝑀 = (𝑐𝑢,𝑣)𝑢,𝑣=1,...,𝑑, with 𝑐𝑢,𝑣 = 𝑐𝑜𝑣( 𝑆𝑢, 𝑆𝑣). For each pair of data records (u,v), 

the covariance (cu,v) is estimated by: 

�̂�𝑢.𝑣 =
𝑡𝑢,𝑣+𝑟𝑢,𝑣

3
   for 𝑢 ≠ 𝑣,                                                                                                                             (4.6) 

Where 

𝑡𝑢,𝑣 = ∑ 𝑠𝑔𝑛( (𝑥𝑗
(𝑢)

− 𝑥𝑖
(𝑢)

)(𝑥𝑗
(𝑣)

− 𝑥𝑖
(𝑣)

))1≤𝑖<𝑗≤𝑛 ,                                           (4.7)                  

            

𝑟𝑢,𝑣 = ∑ 𝑠𝑔𝑛( (𝑥𝑘
(𝑢)

− 𝑥𝑗
(𝑢)

)(𝑥𝑘
(𝑣)

− 𝑥𝑖
(𝑣)

))𝑛
𝑖,𝑗,𝑘=1 ,                                                                 (4.8)                                  

t and r represent Kendall’s test and Spearman’s rho statistics. 

We apply the Covariance Inversion Test (CIT), Covariance Sum Test (CST), and 

Covariance Eigenvalue Test (CET) to study the multivariate trends of compound flood 

drivers based on the covariance structure of multiple data records. More details about these 

three methods are provided in Chabena et al., (2013). In CIT, proposed by Dietz and 

Killeen (1981), the test statistic (D) is asymptotically χ2(𝑞) - distributed: 

𝐷 = 𝑆𝑚𝑢𝑙𝑡𝑖
′ 𝐶𝑀

−1𝑆𝑚𝑢𝑙𝑡𝑖 ,                                                                                                                     (4.9) 

where 𝐶𝑀
−1 is the inverse of the covariance matrix and 𝑞 is the rank of the matrix 1 ≤ 𝑞 ≤

𝑑 

 In CST (Hirsch and Slack, 1984a) the test statistic is defined as: 

𝐻 = 1′𝑆𝑚𝑢𝑙𝑡𝑖 = ∑ 𝑆𝑚𝑢𝑙𝑡𝑖
(𝑢)𝑑

𝑢=1  ,                                                                                                     (4.10)                                               

with 1 = (1, . . . ,1) ∈ 𝑅𝑑. Under the null hypothesis, the H statistic is asymptotically 

normally distributed with 𝐸(𝐻) = 0 and variance: 
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𝑣𝑎𝑟( 𝐻) = ∑ 𝑣𝑎𝑟( 𝑆𝑚𝑢𝑙𝑡𝑖
(𝑢)

) + 2 ∑ 𝑐𝑢,𝑣
𝑑,𝑣−1
𝑣=1,𝑢=1

𝑑
𝑢=1  ,                                                                  (4.11)                          

The test statistic in CET (Lettenmaier,1988) is:  

𝐿 = 𝑆𝑚𝑢𝑙𝑡𝑖
′ 𝑆𝑚𝑢𝑙𝑡𝑖 = ∑ (𝑆𝑚𝑢𝑙𝑡𝑖

(𝑢))2𝑑
𝑢=1  ,                                                                                (4.12)                                         

L statistic is 𝜎2χ2(𝑞)(normal)- distributed under the null hypothesis where 𝑞 is the rank of 

the covariance matrix as in (5). 

If the value of the statistics (D, H, L) is more than the critical threshold determined based 

on the related distribution quantiles, the null hypothesis (i.e. no multivariate trend) is 

rejected. 

Using these non-parametric trend approaches we assess the univariate, bivariate, and 

multivariate trends of the drivers of compound flooding on the Canadian coasts. Besides, 

the overall significance level is controlled and false trend detection can be avoided 

(Chebana et al., 2013). However, some drawbacks are noticeable in these multivariate trend 

approaches. The power of CIT decreases with decreasing sample size. CST was proposed 

to solve this issue, however, it has lower power if the univariate MK test statistics have 

different signs. Additionally, although the CET approach avoids CIT’s matrix inversion, it 

is very conservative concerning type I error. To address these limitations, we propose a 

flexible metric, called Probability Summation (PS), to analyze multivariate trends of the 

drivers of compound flooding. 

Further, we extend the BBS approach to the multivariate analysis of compound flooding. 

First, BBS is applied over each data record (i.e. each variable at each location) similar to 

the univariate analysis. Next, the shuffled records are matched and the four non-parametric 

trend tests are performed. This process is repeated 1000 times, and the multivariate trend 

is compared with the test statistic distribution of the shuffled data.  

In addition to the joint trends of multiple flood drivers, we study the corresponding 

dependencies that represent their simultaneous occurrences (Figure S4.4). Kendall’s Tau 

correlation coefficient is used to measure the significant ordinal association between two 

different drivers at a 0.05 significance level from 1960 to 2015. Kendall’s Tau test is a non-

https://en.wikipedia.org/wiki/Ordinal_association
https://en.wikipedia.org/wiki/Non-parametric_statistics
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parametric hypothesis test for statistical dependence based on the Tau coefficient. The 

corresponding associations are investigated for both daily and extreme scenarios. This 

allows us to identify locations where flood drivers have positive correlations, indicating 

risks of compound flooding, and show increasing joint trends, suggesting increases in the 

corresponding risks.  

4.3.3.  Probability Summation index  

 We propose the Probability Summation (PS) index as a relatively simple and flexible 

metric to study the multivariate trends of compound flood drivers. PS transforms each 

variable to its probability space (ranging between 0 and 1). The probabilities are then 

aggregated leading to a single time series. The equation is as follows.  

𝑃𝑆(𝑡) = ∑ 𝐹𝑋𝑖
𝑡(𝑥)𝑑

𝑖=1 ,                                                       (4.13)           

where 𝑃𝑆(𝑡) is the summation of the transformed values of each element of d drivers with 

length n (i.e. t = 1, 2, 3, ... n), X represents the drivers including precipitation, streamflow, 

T, and skew surge that change in time (t), and 𝐹𝑋(𝑥) = 𝑃(𝑋 ≤ 𝑥) is the corresponding 

cumulative probability.  

 Based on historical extreme events or expert knowledge, the extreme values of more than 

a specific quantile (threshold) can be extracted. In this study, Q0.99, Q0.975, and Q0.95 are 

considered as the thresholds. The univariate MK test is then applied over the joint time 

series to assess the overall trend of the drivers of compound flooding.    

The PS index does not require estimating the (inverse) covariance matrix between different 

variables. It also allows for the analysis of various compound flood scenarios: 1) when all 

flood drivers are extremes, 2) only one is extreme, for example, low or moderate 

streamflow coinciding with extreme T leading to compound flooding, 3) none are 

extremes, however, their cumulative impacts result in an extreme event. In this study, we 

aggregate the transformed data records through summation (no weights applied). In other 

words, the PS approach, as proposed and applied in this study, assumes each of the drivers 

is equally responsible for compound flooding. The regional analysis is performed by taking 

https://en.wikipedia.org/wiki/Non-parametric_statistics
https://en.wikipedia.org/wiki/Hypothesis_test


 

100 

 

the spatial average of the records corresponding to each variable before applying PS and 

the other multivariate trend tests. However, this index has the flexibility to combine data 

records spatially, in the probability space, for regional analysis of compound flooding. 

Further, one can increase the significance of different drivers by assigning weights to the 

variables in the probability space, before aggregation. This index can also be used to 

analyze the temporal changes of compound flooding with specific aggregated levels (in the 

probability space) based on historical events or defined thresholds.  

4.3.4.  Trend scenarios 

A suite of scenarios (Figure 2.2) is investigated to evaluate the univariate and multivariate 

trends of variables that contribute to compound flooding on the Canadian coasts. This 

includes analyzing the trends of daily data records, extremes including the annual maxima 

and peaks over the threshold, and overall regional trends.  

- Daily trend analyses include changes in daily data records from 1960 to 2015. We study 

the univariate trends of daily streamflow (Qd), Total Water Level (Td), Precipitation 

(Pd), and skew surge (Sd) using the MK test, as well as the corresponding bivariate and 

trivariate trends including  (Qd, Td), (Qd, Sd), (Td, Pd), (Pd, Sd) and (Qd, Td, Pd) using 

CIT, CST and CET. 

- Extreme trend analyses include the individual and multivariate changes of the annual 

maximum values of each variable, Qe_am, Te_am, Pe_am, and Se_am, and the corresponding 

peaks over the 0.95 and 0.99 quantiles. To remove the temporal dependencies in the 

latter, only the peaks of 3-day intervals are retained. The Peaks over Threshold (POT) 

approach allows for the analysis of the frequency of extremes besides their magnitudes. 

The multivariate analysis of extremes is performed based on PS besides CIT, CST, and 

CET. In the PS approach, the transformed value for each variable at each day varies 

between zero and one. We selected the 99th percentile of the aggregated values of both 

bivariate and trivariate scenarios as the threshold, to study the trends of the extremes. 

Analyses are also performed for other thresholds (Q0.95 and Q0.975). As mentioned 

before, this index can be applied for the analysis of other scenarios as well.  
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- To study the successive occurrence of multiple events, which can subsequently cause 

compound flooding, we analyze the bivariate and trivariate trends of Q, T, P, and S 

considering a time lag of one day between each variable (Moftakhari et al., 2017). For 

example, in the (Qe_0.99, T1) scenario, extreme daily flow events (e.g. flows larger than 

the 0.99 quantiles) and the maximum T values one day before or after the event is 

retained (including the event’s day of occurrence). Similarly, in the (Te_0.99, Q1) 

scenario the relationships between extremes of T and the maximum values of Q within 

one day before and after these extremes are taken. This analysis is performed for other 

scenarios of (Qe_0.99, S1), (Se_0.99, Q1), (Te_0.99, P1), (Pe_0.99, T1), (Pe_0.99, S1), (Se_0.99, P1) 

as well as (Qe_0.99, T1, P1), (Te_0.99, Q1, P1)  and (Pe_0.99, Q1, T1). As discussed before, in 

addition to the analysis of joint trends, we characterize the dependencies between 

different drivers based on Kendall’s τ correlation coefficient. This is performed for the 

daily and extreme scenarios mentioned above.  

- To understand the overall trends of variables that contribute to compound flooding in 

the three Canadian coastal areas (Atlantic, Pacific, and Great Lakes), regional trend 

analysis is performed on spatially averaged data records corresponding to each region. 

In the PS approach,  at first, the spatial mean of each variable for each day has been 

calculated, and then it has been transformed into the corresponding probability domain. 

Multivariate trend tests are then applied similar to the at-site trend analyses using the 

four methods of CIT, CST, CET, and PS.  

To illustrate the procedure, we implement the above steps for a bivariate scenario for 

site #40: 1) the univariate time series of the four variables are plotted in Figure S4.5. 

BBS is applied to account for the autocorrelation effects in the data (Figure S4.2), 2) 

the covariance matrix between the four variables and the corresponding test statistics 

of CIT, CST, and CET are calculated for (Qd, Td) (Tables S4.1 and S4.2), 3) The test 

statistics corresponding to the CIT, CET, CST and PS methods are calculated for the 

(Te_0.99, Q) scenario (Table S4.2). All flood drivers except P have shown increasing 

trends. CIT, CST, and CET detect a significant increasing trend in the (Td, Qd) scenario. 

The PS index detects an increasing trend for the (Te_0.99, Q1) scenario.  
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Figure 4.2) The univariate and multivariate trend scenarios based on Streamflow 

(Q), Total water level (T), Precipitation (P), and Skew surge (S). Letters 

accompanied by “1” in multivariate extreme scenarios indicate that the 

corresponding variable(s) (e.g. T1 in (e.g. T1 in (Qe_0.99, T1)) are selected within 

one day before or after the selected extreme variable (e.g. Qe_0.99 in (Qe_0.99, T1)). 

Qe_0.99 indicates all the extreme values above the 99th percentile. 

 

4.4. Results 

4.4.1.  Trends of daily hydrological and coastal variables 

2.4.1.1. Univariate trends 

Overall, streamflow gauges on the Atlantic coast show statistically significant increasing 

trends, and the ones on the Great Lakes and the Pacific coasts have a combination of 

increasing, decreasing, and no significant trends (Figure 4.3). The total water level has 

increasing trends over the Atlantic coast, and a mix of increases, decreases, and no 

significant trends on the Pacific coast. Decreases in the Great Lakes’ total water levels are 



 

103 

 

consistent with the results of (Shlozberg et al., 2014) for the study period of 1997-8 to 

2012-3. Precipitation data records show decreases in parts of the Great Lakes, increases in 

parts of the Pacific, and no significant trends over the Atlantic coast, which are consistent 

with previous findings such as (Akinremi et al., 1999).  Skew surge heights are increasing 

on the Atlantic coasts while increases and decreases are seen over the Great Lakes and the 

Pacific coasts (Figure 4.3). Locations that have experienced increasing trends in over three 

variables (total water level, streamflow, and skew surge) are shown by black circles in 

Figure 4.3, which include the Atlantic regions (including the Cities of St John’s and 

Halifax) and southern parts of the Vancouver Island in the Pacific (e.g. the City of 

Victoria). Table S4.3 presents the rates of change of the four variables over the study 

period.   
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Figure 4.3) The univariate MK trend test results and Z values of the standard 

normal distribution corresponding to four variables (Q, T, P, and S) over coastal 

zones of the Atlantic, Pacific, and the Great Lakes. The upward and downward 

triangles indicate statistically significant increasing and decreasing trends, 

respectively. The blue solid dots represent no significant trends. The size of the 

triangles is proportional to the magnitudes of the trends from 1960 to 2015. 

   

2.4.1.2. Multivariate trends 

Overall, according to the CIT and CET statistics 25 locations, out of 41, show increasing 

trends of flow and skew surge (Qd, Sd), 14 indicate decreases and 2 have no significant 

trends (6 based on CST) (Figure S4.6). Daily flows and total water levels (Qd, Td) show 

joint temporal changes that are consistent with those of (Qd, Sd) over the Atlantic and 

Pacific coasts. However, the majority of stations show decreasing trends in the Great Lakes 

contrary to the (Qd, Sd) behavior in this region. Overall, 28 locations show decreasing 

trends of (Qd, Td), 10 locations show increases and 1 station has no statistically significant 

trend (2 based on CST).  

Bivariate trend analyses of daily flows and skew surges (Qd, Sd) show increases in their 

joint occurrences over the Atlantic coast consistent with their univariate trends. Decreases 

over the Pacific coast except for a few locations close to the north and south of Vancouver 

Island are detected. More locations have experienced increasing trends over the Great 

Lakes regions than decreases (Figure 4.4). Spatial variations of the precipitation and skew 

surge (Pd, Sd) bivariate daily trends are similar to those of (Qd, Sd). Fewer stations (20 

locations) show increases, 11 decreases and 10 (17 based on CST) have no significant 

trends. Bivariate trends of precipitation and total water levels (Td, Pd) show decreasing 

trends in almost all locations on the Great Lakes coasts. Overall, 32, 7, and 2 stations show 

increasing, decreasing and no significant trends, respectively.  

Analyses of the joint trends suggest that most locations are expected to experience 

compound flooding due to joint occurrences of (Qd, Sd) and (Pd, Sd), especially over the 
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Great Lakes and the Atlantic coasts. CST, with an additive test statistic (Equation 9), shows 

fewer locations with significant joint trends compared to the other two methods, because 

of the different signs of univariate trend statistics as discussed by Lettenmaier (1988). The 

results indicate that precipitation and skew surge have both positive correlations and 

increasing joint trends at sites 2, 3, 7, 8 (Pacific coast), 40, and 41 (Atlantic coast) and 9, 

10, 11, 12, 13, 14, 15, 24, 25 and 28 (Great Lakes) based on CIT and CET. With a slight 

difference at the Great Lakes, the results of CST are similar to CIT and CET. Regrading 

skew surge and streamflow locations 2, 7, and 8 at the Pacific coast, locations 11, 12, 18, 

19, 26-31 at the Great Lakes, and site 40 at the Atlantic coast have also a positive 

correlation with increasing joint trend based on CIT and CET. The Results of CST are only 

slightly different. This points to potential risks of compound flooding which have been 

increasing over time at the corresponding locations. The correlation coefficients of the four 

bivariate daily scenarios at each location and the corresponding significance levels are 

shown in Figure S4.7.  
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Figure 4.4) The spatial variations of (Qd, Sd), (Qd, Td), (Pd, Sd), and (Td, Pd) 

bivariate trends based on CIT, CST, and CET. The sizes of symbols represent the 

magnitudes of the trends. 

The trivariate trend analysis of (Qd, Td, Pd) shows increases in the Atlantic coast and 

increases in the north and south parts of the Pacific coast. Almost all locations (more than 

20 stations; except for a few locations in Lake Erie and Lake Ontario) show decreasing 

trivariate trends over the Great Lakes (Figure 4.5). These results are consistent with those 

of (Qd, Td), and (Td, Pd). The results for the (Qd, Pd, Sd) scenario are shown in Figure S4.8 

(Supplementary materials).  
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Figure 4.5) Trivariate daily trends of streamflow, precipitation, and total water level 

over the Atlantic, Pacific, and the Great Lakes coasts. The size of the triangles is 

proportional to the magnitude of the trends. 

 

4.4.2.  Trends of extreme hydrological and coastal variables 

4.4.2.1. Univariate trends of the magnitude of extremes 

Univariate trends of the annual maximum, Q0.95 (95th percentile) and Q0.99 (99th percentile) 

of streamflow, precipitation, skew surge, and total water levels for 41 locations across 

Canada’s coasts (Atlantic, Pacific, and the Great Lakes) are shown in Figure 2.6. While the 

majority of the streamflow station records show no significant trends (over 35 locations), 

a few stations on the Atlantic and  (northern) Pacific coasts show increases consistent with 

their univariate daily trends and with previous findings for different periods (Burn et al., 

2010; Zhang et al., 2001). Precipitation extremes show no significant trends over the Great 

Lakes (more than 28 locations) and the Pacific coast except for a few stations based on 

Q0.99 and the annual maxima, respectively. The Atlantic coast shows an increasing trend 

based on Q0.95, which is consistent with Canada’s Changing Climate Report (2019) and 

Shephard et al. (2018). Water levels of the Great Lakes show decreasing trends in more 

than 20 locations according to the annual maximum; however, it shows increases based on 

Q0.95 and Q0.99. Water levels corresponding to the Q0.95 and Q0.99 thresholds do not show 

significant trends over the Atlantic and Pacific coasts. Similarly, the majority of tidal 

stations show no significant trends for the skew surge (35 locations), however, increasing 

trends are detected in the Atlantic and Pacific regions (north and south based on Q0.95 and 
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Q0.99, respectively). The increasing trends of total water level on a daily basis over both the 

Atlantic and some of Pacific coastal areas are not detected for extreme levels, while, 

precipitation extremes have increased in several regions. Table S4.4 shows the rates of 

change of the annual maximum series for the four drivers.  

 

Figure 4.6) Univariate trends of the magnitude of extreme streamflow, precipitation, 

total water level, and skew surge for 41 locations. Columns show the trends based on 

the annual maximum, Q0.95, and Q0.99 of the four variables. The size of the 

triangles is proportional to the magnitude of the trends. 
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4.4.2.2. Univariate trends of the frequency of extremes 

The frequency of extremes is assessed by counting the number of days in each year when 

the values corresponding to Q, P, T, and S are larger than the Q0.95 and Q0.99 thresholds 

(Figure 4.7). Overall, the frequency of extreme streamflow did not change significantly 

over the study period. However, results show increasing trends of high extreme values 

(above Q0.99) over several locations on the Great Lakes. The Atlantic coasts have 

experienced increases in the number of extreme total water levels (similar to their 

magnitudes) while most locations over the Great Lakes experienced decreasing trends 

(more than 20 for Q0.95 and over 17 for Q0.99). The frequencies of extreme precipitation 

events in the Canadian coastal zones do not show significant trends except for the Atlantic 

where increasing trends are detected, consistent with Menendez and Woodworth (2010). 

Trends in the Atlantic coasts might indicate increases in the number of tropical cyclones. 

Similarly, a majority of the studied tidal gauges do not show trends in the skew surge 

frequency across the coastline except for the Atlantic (based on both Q0.95 and Q0.99). 

The east coasts show increasing skew surge trends while regions on the west coasts and 

the Great Lakes did not generally possess significant trends. 
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Figure 4.7) The univariate trends of the frequency of extreme streamflow, 

precipitation, total water level, and skew surge for 41 locations. Columns show the 

trends based on Q0.95 and Q0.99 values of the four variables. The size of the 

triangles is proportional to the magnitude of the trends.   

 

4.4.2.3. Bivariate trends of extremes 

Trends of bivariate extremes that can cause compound coastal flooding are assessed using 

CIT, CST, CET, and PS (Table 4.1). Figure 4.8 shows spatially varying trends of the 

(Qe_0.99, T1) and (Te_0.99, Q1) scenarios (other scenarios are presented in the Supplementary 

Information). CET, CIT, and CST show no bivariate trends over the Pacific coast in both 

scenarios (with insignificant correlations except for 2 sites based on the scenario (Te_0.99, 

Q1)). Increasing trends of  (Qe_0.99, T1) are detected over the Atlantic coast but no significant 

correlations exist between the two variables. Over the Great Lakes, except for some 

locations with no trends, several locations show increasing trends for both (Qe_0.99, T1) and 

(Te_0.99, Q1) based on CIT, CET, and CST. Locations 14 to 24 (except 17 and 18) also show 

positive significant correlations. Locations with no significant trends based on these 

methods show decreasing trends based on PS. The range of Q0.99 of the aggregated 

transformed values is between 1.88 to 1.92 for different gauges. 
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Table 4.1) The number of locations with increasing, decreasing, and no significant 

bivariate trend for different scenarios 

Scenario CIT CST CET PS 

             

Q,T1 28 0 13 28 0 13 23 4 14 10 11 20 

T,Q1 20 0 21 20 0 21 9 6 26 11 13 17 

Q,S1 9 1 31 9 1 31 8 7 26 5 8 28 

S,Q1 9 2 30 10 2 29 11 2 28 2 10 29 

T,P1 14 0 27 15 0 26 6 7 28 11 5 25 

P,T1 29 0 12 28 0 13 18 5 18 2 10 29 

P,S1 10 1 30 10 1 30 9 0 32 6 1 34 

S,P1 6 4 31 6 4 31 5 4 32 2 1 38 
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Figure 4.8) The bivariate trends of two extreme scenarios of (Qe_0.99, T1) (Q values 

above the Q0.99 threshold and maximum T values within one day before or after) 

and (Te_0.99, Q1) for 41 locations using CIT, CST, CET, and PS. The size of the 

triangles is proportional to the magnitude of the trends. 

As mentioned before, the proposed index has the flexibility to assess the joint trends of 

compound flood drivers for different levels of magnitude. We analyze the trends of such 

compound extremes based on Q0.99, Q0.975, and Q0.95 of the joint variability of (Te_0.99, Q1) 

using this metric. The results are shown for site #40 on the Atlantic coast (Figure S4.9). 

Increasing trends are detected for this location based on the PS index while the other 

approaches (i.e. CIT, CET, and CST) reveal no trends.  Figures S4.10 and S4.11 show the 

spatial variations of the joint trends based on PS for (Qe, T1) and (Te, Q1) scenarios, and 

the corresponding bivariate correlations, respectively. 

The results of CIT, CST, and CET are consistent in representing the two scenarios of 

(Qe_0.99, S1) and (Se_0.99, Q1), (between 26 to 30 locations have no significant trends). The 

Atlantic coast shows increases in (Qe_0.99, S1), but not (Se_0.99, Q1), however, the correlation 

is not significant indicating less risk of flooding. At the Great Lakes, only site# 24 has both 

increasing joint trends of (Se_0.99, Q1) based on CIT and CST and positive correlation. 

Between 2 to 5 gauges on the Great Lakes have increasing trends in (Qe_0.99, S1), however, 

the correlations are not significant. Similarly, 1-2 gauges on the Pacific coast have 

increasing trends, but there is no significant positive correlation. The bivariate trends and 

the correlation coefficients along with their corresponding significance levels of these two 

bivariate scenarios are presented in Figures S4.12 and S4.13, respectively. The information 

related to other bivariate scenarios is in supplementary materials (Figures S4.14 to S4.19). 

4.4.2.4. Tri-variate trends of extremes 

Spatial distributions of trivariate trends of (Qe_0.99, T1, P1) (i.e. Q > Q0.99), (Te_0.99, Q1, P1) 

and (Pe_0.99, Q1, T1) are shown in Figure 2.9. Similar to the bivariate scenarios, there are 

generally no significant trivariate trends over the Pacific coast. Significant increasing and 

decreasing trends are detected over the Atlantic coast for (Qe_0.99, T1, P1) (based on CIT, 

CET, and PS) as well as increases in (Pe_0.99, Q1, T1) (based on the four methods), 
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respectively. Figure S4.20 also illustrates the trend of PS values for different gauges 

concerning Q0.95 and Q0.975 in this scenario.  

Following Jaiswal et al. (2015) and Rahmani et al. (2015), we performed a change point 

detection analysis of the data in univariate daily and extreme scenarios besides 

investigating the overall trends. No more than a few gauges (sites 7, 12, 18, and 24) 

indicated change points in their data records. 

 

Figure 4.9) The extreme trend analysis for trivariate scenarios (Q, T, P) using four 

metrics of CIT, CST, CET, and PS. The threshold for extremes is Q0.99. The size of 

the triangles is proportional to the magnitude of the trends. 

 



 

116 

 

4.4.3.  Regional trends of the extremes  

The results of regional extreme trend analysis indicate that (Qe_0.99, T1, P1) does not show 

significant trends over most areas except for the Pacific coast, which shows increases based 

on CIT and CET. Regarding (Te_0.99, Q1, P1), the CIT, CST, and CET methods show an 

increasing trend on the Atlantic coast and CST indicates decreases over the Pacific. 

Otherwise, on the Pacific and the Great Lakes, there are no significant trivariate (Te_0.99, 

Q1, P1) trends. CST detected an increasing trend in (Pe_0.99, Q1, T1) over the Pacific and 

CET showed no trends over the Atlantic coast (Figure S4.21).   

4.5. Discussion 

This study provides a comprehensive analysis of the individual trends of hydroclimatic and 

coastal variables at the Canadian coasts and extends the analyses to multivariate scenarios. 

Variations in streamflow trends over Canada’s coasts, such as increases in eastern Canada, 

can be attributed to changes in the snowpack/snowmelt magnitude and timing over the 

region (Najafi et al., 2017; Najafi et al., 2016), changes in rain-on-snow events, among 

others due to climate change, water usage and land-use change (Bush and Lemmen, 

2019b). Results of daily precipitation trends are consistent with previous findings such as 

(Akinremi et al., 1999).  

The three coastal areas that are analyzed in this study have distinct characteristics. Total 

water levels on the Atlantic and Pacific coasts are associated with the mean sea level of the 

oceans, storm surges, and tides, while the Great Lakes' water levels are mainly governed 

by mean levels, and inflows from the surrounding watersheds and storm surges. Skew surge 

changes in the Great Lakes are mainly dependent on squall lines and seiches (Danard et 

al., 2003; Pugh and Woodworth, 2014). In addition, increasing trends of daily skew surges 

over the Atlantic coast are mainly due to changes in the tropical cyclones’ intensities, track, 

and size (Bush and Lemmen, 2019b). With fewer tropical cyclone occurrences, this is also 

partly true for the Pacific coast (Bromirski et al., 2017).  

According to  Bush and Lemmen (2019), evaporation in the Great Lakes is increasing while 

runoff is decreasing, resulting in overall decreases in the Great Lakes’ daily water levels. 
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In addition, Kuo et al. (2008) reported land uplifts in Lake Superior, Lake Huron, Lake 

Ontario, and the upper part of Lake Michigan and Lake Erie and subsidence in the lower 

part of Lake Michigan and Lake Erie. These changes can result in decreases or increases 

in total water levels as discussed in the previous section. The increasing water levels 

observed over the Atlantic coasts can be attributed to the thermal expansion and glacier 

melts due to climate change, and land subsidences (Karegar et al., 2016). Our analyses are 

also consistent with previous studies that showed the average relative sea levels have 

increased at Prince Rupert, Victoria, and Vancouver, and have declined at Tofino (White 

et al., 2016).   

The analyses show that the individual and joint drivers of compound flooding have 

nonstationary behavior over Canada’s coasts. Previous studies have found nonstationarity 

in the dependencies between such variables. Wahl et al. (2015) studied changes in the 

dependencies between historical storm surge and precipitation events over the U.S coasts 

and identified regions that are at higher risk of flooding.  Bevacqua et al. (2019) and 

Moftakhari et al. (2017) studied changes in the bivariate behavior (dependence) of storm 

surge/precipitation and fluvial flooding/sea level using historical and projected data, 

respectively. Building on such previous studies, we characterized the dependencies 

between multiple drivers and analyzed the corresponding joint trends over all locations. 

The combination of the two metrics allowed us to identify regions on the Pacific coast 

(sites 2, 3,  and 8) and on the Atlantic coast (locations 40 and 41) that show positive 

correlations of the skew surge and precipitation and have increasing daily joint trends, 

therefore facing increasing risks of compound flooding (joint skew surge and pluvial 

flooding). This situation is also true for locations at the Great Lakes coasts such as 14, 24, 

17, and 18 in Figure 4.8 for scenarios (Qe_0.99, T). Ward et al. (2018) found significant 

dependence between high discharge and skew surge and total sea-level for some locations 

at the western U.S which is consistent with our results. Regarding scenario (Se_0.99, Q), the 

results are consistent with those of Couasnon et al. (2019) who found no significant 

correlations. This consistency is true for scenario (Qe_0.99, S) except at the Atlantic coast 

where we detected a significant correlation. Regarding scenario (Pe_0.99,  Q1, T1), all 

three drivers have increasing joint trends at the Atlantic coast. This indicates relatively high 



 

118 

 

flood risks in this region. The results highlight that current policies for managing and 

mitigating flood risks in these coastal areas based on individual drivers should be updated 

and new strategies considering multidriver scenarios should be adopted.   

We propose a simple and flexible index (i.e. PS) to study compound flooding and its 

temporal characteristics. The corresponding results of the joint trends are consistent with 

the ones obtained from CIT, CET, and CST. The advantage of PS is that different flood 

drivers can be weighted based on historical events and expert knowledge to determine 

which variables have more significant impacts. The metric can also be extended to pool 

data from neighboring stations for regional analyses.   

4.6. Conclusions 

The univariate and multivariate historical trends of four variables that contribute to 

compound flooding in Canadian coastal zones are studied. This includes multiple scenarios 

of daily, extreme, and regionally aggregated streamflow, precipitation, total water level, 

and skew surge over the western (Pacific) and eastern (Atlantic) coasts, and the Great Lakes 

regions.   

The univariate analysis of daily data records shows both positive and negative trends, 

however, all variables except for precipitation, show increases over the Atlantic coast. The 

multivariate trend analysis indicates strong associations between drivers of compound 

flooding in Canada’s coasts. Overall, results show negative joint trends over the Great 

Lakes and increases in the Atlantic coast. Trends of univariate extremes are not as strong 

as the ones related to daily values. However, they all show increases in the frequency and 

intensity of individual extreme events over the Atlantic coast. The bivariate daily scenarios 

highlight increasing compound flood risks over the Great Lakes, Pacific, and Atlantic 

coasts due to a combination of streamflow, precipitation, and total water level extremes. 

The sites at the Atlantic coast and a few locations at the Pacific coast show both increasing 

joint trends of precipitation and skew surge and positive correlations. This indicates high 

risks of compound flooding that have been increasing historically. The Atlantic coast also 

shows increasing trends in trivariate extremes.  
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Overall, the three non-parametric methods of CIT, CST, and CET show consistent results. 

CST detects slightly fewer significant trends compared to the other methods. It is shown 

that the CST power is decreased if the individual variables have different directions 

(Lettenmaier, 1988a), therefore, CET and CIT are relatively stronger metrics to detect 

multivariate trends (Modarres, 2018). The results of the proposed PS metric are consistent 

with the other three methods. PS is not sensitive to the effects of outliers and the sample 

size and can be easily modified to increase the weights of individual flood drivers and pool 

data from different locations. Therefore, the proposed index is a simple, flexible, and robust 

approach to study compound flooding. 

The univariate and multivariate trend analysis of compound flood drivers can provide a 

more in-depth understanding of the corresponding nonstationarities. This will lead to the 

development of more accurate and robust models to predict compound flooding in coastal 

zones.  
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Chapter 5 

5. Nonstationary frequency analysis of compound flooding 

across coastal environments 

5.1. Introduction 

Flooding is the most common natural hazard causing an estimated annual damage of 

around US$50 billion worldwide (Wilhelm et al., 2022). In Canada, the associated 

impacts on the communities and assets have been increasing in many regions, such as 

along most of the Atlantic and Pacific coasts and the Beaufort coast in the Arctic, in part 

due to increases in the frequency and intensity of floods and also high exposure of 

people, property and infrastructure to flooding events (Bush and Lemmen, 2019a; 

Golnaraghi et al., 2020b; Sánchez-Almodóvar et al., 2022). In Canada, the most severe 

flood events have occurred in recent decades (Golnaraghi et al., 2020b). 

There is strong evidence for relative sea-level rise across coastal areas that can lead to an 

increase in the frequency and magnitude of storm-surge flooding (Lemmen, 2016). The 

global mean sea level has increased from 2.2 ± 0.3 mm yr−1 in 1993 to 3.3 ± 0.3 mm yr−1 

in 2014 (Chen et al., 2017). Moreover, existing records of Atlantic tropical storms or 

hurricanes (from 1878 to the present) show a pronounced upward trend (Alimonti et al., 

2022). Previous studies have shown an increase in the number of tropical storms, that can 

lead to coastal compound flooding, particularly in the number of major hurricanes 

(categories 3, 4, and 5) in the Atlantic region since 1995  (Sugi et al., 2002). Glenn, 2022 

and Howarth et al., 2019 found increases in the intensity and frequency of the storms and 

hurricanes in the US (Glenn, 2022; Howarth et al., 2019). The past and future changes in 

flood, stronger precipitation, and greater river runoff can be partly explained by global 

warming (Blöschl et al., 2020; Dore, 2005; Jonkman and Kelman, 2005; Liang, 2022; 

Trenberth, 2011; Xia et al., 2022). The projections suggest that the frequency and 

magnitude of floods will increase in many parts of the world over the decades to come 

(IPCC, 2018; (Glenn, 2022). Long-term changes in sea level are expected in a changing 

climate, due to increases in ocean temperature, melting of glaciers, tectonic movements 
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of the Earth, changes in ocean circulation, accumulation of sediments, and other factors 

(Change, 2018). The hydrological regimes are also affected by climate change. The 

historical and future changes in flood mechanisms are commonly represented by non-

stationary approaches to quantify the statistical properties of hydroclimatic variables 

(Xiong et al., 2018) in different forms of monotonic trend, step change, jump, and 

periodicity (Machiwal and Jha, 2012).  

Recent compound flood events, associated with the successive occurrence of two or more 

flood mechanisms, have caused catastrophes in several coastal regions. Such events can 

occur at a higher rate in the future considering the potential impacts of climate change on 

drivers of flooding and their interrelationships. Therefore, it is critical to develop 

nonstationary compound flood assessment approaches for the engineering design and 

planning of infrastructure.  

Sarhadi et al (2016) using the nonstationary copula model obtained different joint return 

periods (JRPs) of drought duration and severity under the climate change scenarios for 

the years 2015 and 2100. Singh et al (2021) have found nonstationary JRPs of warm-wet 

and warm dry events between1950 between and 2100. Zhou et al., (2022) applied a full 

non-stationarity model (both marginal and the copula parameter) to see the change in the 

JRP of the annual maximum streamflow of two hydrometric gauges in China and they 

highlighted the more reliability of their applied method for the design flood than the 

stationary scenario. Regarding the CF, Ghanbari et al (2021) applied the same approach 

to study the CF over the US coastal zones, they referred to the decrease in the AND 

return period (RP) of sea level and streamflow from 2020 to 2050. In a study by 

Bevacqua et al, (2019), the probability of CF from precipitation and storm surges in the 

Baltic Sea is projected to increase. Ganguli and Merz (2019) have referred to the time-

varying behavior of the dependence structure between coastal water level and peak flow 

and compound flood magnitudes and frequency in northwestern Europe. Using the same 

approach, Whal et al., (2015) studied the change in the dependence structure between 

storm surge and rainfall over the US coastal areas.  



 

130 

 

Moftakhari et el., (2017) also studied the CF over the US and quantified the change in the 

failure probabilities (OR scenario) of sea level and fluvial flooding between 2030 to 2050 

under the effect of sea-level rise forced by different climate scenarios. In a study by Erik 

et al (2015), the effects of climate change on riverine and sea-level flooding types were 

assessed. They referred that 100-year flood event is becoming more frequent concerning 

the climate change effects (Čepienė et al., 2022). Furthermore, studies are focusing on the 

seasonality of compound flooding of sea level and precipitation (Couasnon et al., 2022; 

Duy et al., 2017).  

The coastal regions of Canada are at risk of compound flooding caused by multiple flood 

mechanisms. The Atlantic region has been affected by ~40 extratropical cyclones from 

1979 to 2005 (Milrad et al., 2009) including hurricanes Juan (2003) and Igor (2010) that 

caused intense rainfall and high sea level with 200 $ million in damages (Almeida et al., 

2019). The flooding drivers (precipitation, streamflow, and seal level) and their joint 

occurrences show time-varying behavior over the Canadian coastal regions (Jalili Pirani 

and Najafi, 2020). 

 

This study proposes a nonstationary trivariate statistical approach to study compound 

flooding and characterize the temporal variability in the contributing flooding drivers and 

their interdependencies in these regions, which can be applied to other coastal 

environments. The dependence structure between three major flooding drivers 

(Precipitation, streamflow, and total water level) at different locations is first analyzed 

using copula functions, followed by assessing the nonstationary marginal distributions 

and the interdependences based on linear and nonlinear functions of the corresponding 

statistical parameters. The time-varying return periods are estimated for engineering 

design and planning (Li et al., 2020; Zhou et al., 2022).  

In the remainder of the paper, the study area and data are described in Section 2. The 

proposed approach is discussed in Section 3, followed by the results and conclusions in 

Sections 4 and 5, respectively.  
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5.2. Study area and data 

Extending from 43°N to 83°N latitude and from 53°W to 141°W Longitude, Canada has 

the longest coastline (approximately 230,000 km) worldwide. Sea level rise flooding and 

the increase in its intensity and frequency have been reported in different Canadian 

regions, especially the Atlantic part (Bush and Lemmen, 2019a) (Figure 5.1). Besides, the 

east, west, and some parts of Northern Canada have experienced increases in extreme 

precipitation events (Bush and Lemmen, 2019a). Continued warming and associated 

reductions in snow cover, shrinking mountain glaciers, and accelerated permafrost thaw 

are expected to continue to drive changes in the seasonality of streamflow. This includes 

increased winter flows, earlier spring freshets, and reduced summer flows, besides shifts 

from snowmelt-dominated regimes toward rainfall-dominated ones. Annual streamflow is 

projected to increase in some areas (mainly northern regions), and decline in others 

(southern interior regions). Thawing permafrost can cause future changes in many 

northern Canadian lakes, including rapid drainage. The frequency and intensity of future 

streamflow-driven flooding are uncertain, because of the complexity of factors involved. 

Projected increases in extreme precipitation are expected to increase the potential for 

future urban flooding. However, it is uncertain how projected higher temperatures and 

reductions in snow cover will combine to affect the frequency and magnitude of future 

snowmelt-related flooding. Lower surface water levels of lakes and wetlands are 

expected, especially toward the end of this century, under higher emission scenarios (see 

Chapter 3, Section 3.2), due to higher temperatures and increased evaporation. 
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Figure 5. 1) Study area and 41 study sites located in the Pacific, Atlantic, and Great 

Lakes regions. 

 

The potential flooding drivers considered in this study include precipitation (Pr), 

streamflow (Q), and maximum total water level (TWL) at each 24-hour interval for 1960 

to 2015. At each location, the selected data records have less than 20 percent missing 

values in each year and the entire period. Besides, there is a minimum of 80 percent 

overlap between the paired data. Accordingly, 41 locations distributed across the three 

regions of the Pacific/Atlantic coasts and the Great Lakes (GL) are selected for further 

analysis. The physical distance between tidal, hydrometric, and meteorological gauges is 

considered as 50 km, consistent with previous studies. Besides, the flow path is tracked to 

make sure it reaches the closest tidal gauge (Ward et al., 2018).  

 

5.3. Methodology 

Spatial and temporal interactions between moderate or extreme flood hazards (including 

pluvial, fluvial, and coastal) can lead to compound flooding in coastal regions. 
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Accordingly, different scenarios can be developed based on the extracted extreme events 

(Ghanbari et al., 2021; Zheng et al., 2014). In this study, extreme Pr events larger than the 

95th percentile, as the threshold, are extracted and analyzed using the Peak over 

Threshold (POT) method (Bezak et al., 2014; Dodangeh et al., 2019; Villarini et al., 

2011). Maximum TWL and Q events within ± 1 day of the corresponding extreme 

precipitation events are then selected and paired for compound flood analysis 

(Moftakhari et al., 2017; Wahl et al., 2015; Ward et al., 2018). The temporal 

dependencies in extreme Pr events are removed by considering the peak values in every 

3-day window. The interdependencies between the drivers are then assessed and the 

potential for (non)stationary compound flood events is investigated.    

5.3.1.  Extreme value distributions of flood mechanisms  

The POT-derived precipitation events are represented by the Generalized Pareto 

distribution (GPD), and the best-fitted distribution for TWL/Q, at each location, is 

selected among Gamma, Normal, Lognormal, Cauchy, Weibull, Logistic, Gumbel, and 

Exponential distributions using the AIC criterion and the KS test (Table S2.2). The 

nonstationary process of flooding drivers is represented by both linear and nonlinear 

time-variant location parameters of the marginal distributions (Sarhadi et al., 2016; Zhou 

et al., 2022). Accordingly, different forms of constant, linear, and quadratic models are 

assumed for the location parameter of the distribution, for each variable at every location, 

using the Generalized Linear Model (GLM) method to determine the corresponding 

nonstationary behavior. The location parameter can show both increases or decreases 

over time. Under the normal distribution, we can write (Sarhadi et al., 2016).  

µt = a    Constant,                                                                                                          (5.1) 

µt = a + bt    Linear,                                                                                                     (5.2) 

µt = a + bt + ct2   Quadratic,                                                                                       (5.3) 

where µ is the location parameter, t is time and a, b and c are the set of model parameters 

(βm= (a, b, c)). The best model has the lowest AIC value.  
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Considering that the parameter has a positive domain in the Weibull, Gamma, and 

Exponential distributions (Table S2.2) it is modeled using a log link function that allows 

for both positive/negative values regardless of the parameter range of the distribution 

(Sarhadi et al., 2016).  

log (µt) = a    Constant,                                                                                                 (5.4) 

log (µt) = a + bt    Linear,                                                                                            (5.5) 

log (µt) = a + bt + ct2   Quadratic,                                                                              (5.6) 

 

5.3.2.  Vine Copula  

Copula functions (Nelson, 1998) are used to create the multivariate distribution of the 

three drivers at each location. Copulas have the flexibility to describe any type of 

dependence (linear and non-linear and tail dependence) between the drivers (Joe, 1997). 

The joint Probability Distribution Function (PDF) (Liu et al., 2018) of the three drivers is 

determined using Equation 7:  

f(Pr, TWL, Q) =  fPr(Pr|θpr) × fTWL(TWL|θtwl) × fQ(Q|θq) ×

c(FPr(Pr|θpr), FTWL(TWL|θtwl), FQ(Q|θq)|фc),                                                          (5.7)                   

where c is the copula function with the dependence parameter фc, f(Pr, TWL, Q) is the 

joint PDF, fPr(Pr|θpr), fTWL(TWL|θtwl), fQ(Q|θq) are the marginal distributions of three 

drivers with the corresponding parameters θpr, θtwl and θq , respectively.  

In this study, we consider vine copula to assess the dependence structure between 

multiple drivers of compound flooding (Aas and Berg, 2009; Jane et al., 2020). Vine 

copula decomposes an n-dimensional multivariate distribution into a cascade of n(n-1)/2 

bivariate or conditional bivariate copulas, that are independent of each other, in the form 

of a nested set of trees. The structure of the canonical vine (C-vine) for three drivers is 
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shown in figure 5.2 and the corresponding PDF is presented in Equation 8 (Brechmann 

and Schepsmeier, 2013; Czado, 2010):   

 

Figure 5. 2) The cascading unconditional and conditional bivariate copulas of TWL, 

Pr, and Q using a three-dimensional C-vine copula.  

f(Pr, TWL, Q) = fPr(Pr|θpr) × fTWL(TWL|θtwl) × fQ(Q|θq)                                  (marginals)

  × cPr,TWL(F(Pr), F(TWL)|фc(pr,twl)) × cPr,Q(F(Pr), F(Q)|фc(pr,q))               (unconditional pair)

 × cTWL,Q|Pr(F(TWL|Pr), F(Q|Pr)|фc(twl,q))                                                       (conditional pair)

     

 (5.8)                                                                                                        

where  cPr,TWL, cPr,Q and cTWL,Q|Pr are the copula functions fitted to the joint events of (Pr,  

TWL), (Pr, Q), and (TWL, Q conditioned on Pr) with the dependence parameters of 

фc(pr,twl), фc(pr,q) and фc(twl,q), respectively.  

The (un)conditional one- or two-parameter (θc) copulas (Schepsmeier et al., 2015) are 

selected based on the AIC metric among 41 copula functions including Gaussian, Student 

t, Frank, Joe, Clayton, Gumbel, BB1, BB6, BB7, BB8, Tawn type 1, and Tawn type 2 along 

with their rotational variants (90, 180, and 360 degrees) (Table S2.3). This is followed by 

a goodness-of-fit test proposed by Genest et al. (2006) to test the significance of the 

selected models.  

5.3.3.  Dynamic Vine Copula models 

Previous studies have shown that the dependence structure between drivers of flooding can 

change in time partly because of the nonstationarity of the hydroclimate system (Sarhadi 

et al., 2016; Wahl et al., 2015; Zhou et al., 2022). Here, we consider both constant and 
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temporally varying dependence parameters of the selected copula functions using two 

linear and quadratic models. The corresponding parameters are characterized by log and 

logit link functions for copulas with parameter ranges above 0 (e.g., Clayton) and above 1 

(e.g., Gumbel), respectively. Table 5.1 presents the link functions suitable for each copula 

when the parameter is considered constant, and Tables S5.1 and S5.2 show the linear and 

quadratic models. The dependence between the drivers is characterized using Kendall’s 

Tau, in one-parameter copula functions, and then Tau is converted to the copula parameter 

(Sarhadi et al., 2016; Wen et al., 2019). However, in some other copula types, there is not 

a closed form for such conversion and therefore, their parameters are directly represented 

by the time-varying link functions. As an example, the dependence parameter of the 

Gumbel copula is modeled using the logit function as follows.  

Log(
τt

1−τt
) = a    Constant,                                                                                              (5.9) 

Log(
τt

1−τt
) = a + bt    Linear,                                                                                       (5.10) 

Log(
τt

1−τt
) = a + bt + ct2   Quadratic,                                                                         (5.11) 

τ is Kendall’s Tau and t is time. Therefore, the set of parameters for the dependence 

parameter is βc= (a, b, c).  
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Table 5. 1) The link functions developed for different copulas considering stationary 

framework. a is the distribution/copula parameter when the model is constant. 

Link function Copula families for the first parameter 
Copula families for the second 

parameter 

τt =
1

1 + e−a
 3, 4, 6, 13, 14, 16 

10, 120, 104, 114, 124, 134, 

204, 214, 224, 234 

τt = 2 × (
1

1 + e−a
− 0.5) 

 

1, 2, 5  

фt = 2.01 + (100 × (
1

1 + e−a
))  2 

τt =
1

1 + e−tau
 − 1 23, 24, 26, 33, 34, 36 30, 40 

фt = 0.01 + (100 × (
1

1 + e−a
)) 7, 17 9, 19 

фt = 1.01 + (100 × (
1

1 + e−a
)) 8, 9, 10, 18, 19, 20, 104, 114, 204, 214 7, 8, 17, 18 

фt = −0.01 − (100 × (
1

1 + e−a
)) 27, 37 29, 39 

фt = −1.01 + (100 × (
1

1 + e−a
)) 28, 29, 30, 38, 39, 40, 124, 134, 224, 234 27, 28, 37, 38 

 

The best-fitted (non)stationary marginal are inserted in Equation 8 and the full model is 

created for each location. Each model has six parameters (either stationary or dynamic), 

three dependence parameters corresponding to three copulas, and three location 

parameters related to three marginal distributions. Different combinations of three models 

for six parameters are possible as shown in Table 5.2. For example, at location #41, the 

Pr and TWL are nonstationary while Q is stationary. Further, the dependence parameters 
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of the (Pr, TWL) and (Pr, Q) pairs change linearly and polynomially with time, 

respectively, while, the dependence parameter associated with (Q, Pr) is constant. In this 

study, the effect of the dependency on join probability is higher than the marginal as the 

trend rate of the marginal is not so remarkable. Therefore, between the dependency and 

the driver, dependency is our priority in selecting the locations for further analysis. For 

example, if at a location, two of the dependencies are increasing while two of the 

marginal are decreasing, the location is selected for further flood hazard analysis. In table 

5.2, the sites having the conditions with the green tick mark are our focus.  

Table 5. 2) Different model (constant and time-varying) combinations of three 

dependencies and three drivers. 1/3, 2/3, and 3/3 imply one-third, two-third, and all 

of the either marginal or dependence parameters.  

 

Regarding dependency, the time-varying behavior should be on increasing towards the 

positive side (even if the correlation is negative at the beginning) with respect to at least 

1/3 of the dependence parameters. The locations that have positive dependency but 

diminish with time are also considered for flood hazard analysis. We do this because it 
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might be the locations with the negative dependency between the drivers which are 

increasing positively but still with less positiveness than the locations with positive 

dependency and decreasing over time. 

The model parameters and their corresponding uncertainties are estimated using 

the Bayesian approach (McElreach, 2018). In this technique, which operates based on the 

Bayes theorem, the knowledge brought by the prior distribution is integrated with the 

observations to generate the joint posterior distribution of the corresponding parameters. 

There are different approaches for searching and sampling the joint posterior distribution. 

We apply The Markov Chain Monte Carlo (MCMC) method of the Metropolis-Hastings 

algorithm (Hastings, 1970). Here, the MCMC chain has 10000 samples with the first 

5000 samples discarded to mitigate the effect of initial samplings and to acquire the full 

convergence. The convergence of the chain is tested using the Geweke test (1991). For 

the sake of brevity, we avoid presenting these results. As an example, the joint posterior 

probability density function (pdf) of the three drivers is obtained as follows.  

𝑓(𝜙𝑐, 𝜃𝑚|(𝑡𝑤𝑙1, 𝑝𝑟1, 𝑞1), (𝑡𝑤𝑙2, 𝑝𝑟2, 𝑞2), . . . , (𝑡𝑤𝑙𝑛, 𝑝𝑟𝑛, 𝑞n)) ∝

𝑝(𝜃𝑚). 𝑝(𝜙𝑐). ∏ 𝑐(𝑡𝑤𝑙𝑖 , 𝑝𝑟𝑖, 𝑞𝑖|𝜙𝑐)𝑛
𝑖=1 . 𝑓(𝑡𝑤𝑙𝑖|𝜃𝑚). 𝑓(𝑝𝑟𝑖|𝜃𝑚). 𝑓(𝑞𝑖|𝜃𝑚)                 (5.12)                                          

where 𝑓(𝜙𝑐, 𝜃𝑚|(𝑡𝑤𝑙1, 𝑝𝑟1, 𝑞1), (𝑡𝑤𝑙2, 𝑝𝑟2 , 𝑞2), . . . , (𝑡𝑤𝑙𝑛, 𝑝𝑟𝑛 , 𝑞𝑛)) is the joint posterior 

density function of 𝜙𝑐 , 𝜃𝑚, which are the parameter sets of copula and marginals, 

respectively. 𝑝(𝜃𝑚), 𝑝(𝜙𝑐) are the prior distributions of 𝜃𝑚, 𝜙𝑐, and 𝑐(𝑡𝑤𝑙𝑖, 𝑝𝑟𝑖|𝜙𝑐) is the 

copula density of TWL, Pr and Q. 𝑓(𝑡𝑤𝑙𝑖|𝜃𝑚), 𝑓(𝑝𝑟𝑖|𝜃𝑚) and 𝑓(𝑞𝑖|𝜃𝑚)represent the 

marginal densities of TWL, Pr and Q, respectively. As we don’t have any external source 

of information about the parameters, here we consider uninformative prior distributions 

for all the parameters. 

 

5.3.4.  Model selection 

The best-fitted constant, linear, and quadratic model, for each variable in each location, is 

selected according to the Widely Applicable Information Criterion (WAIC) criterion. 
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WAIC is one type of information theory that does not have the restrictions of AIC metric 

including flat prior distributions, multivariate posterior Gaussian distributions, and great 

sample size when applying the Bayes theorem (McElreath, 2018). WAIC is defined as 

follows.  

WAIC =  −2(lppd − pwaic),                                                                                      (5.13) 

lppd =  ∑ log Prob(yi)
N
i=1 ,                                                                                         (5.14) 

pwaic =  ∑ V(yi)
N
i=1 ,                                                                                                    (5.15) 

Prob(yi) is the average likelihood of observation i given different samples from the 

posterior distribution, V(yi) is the variance in log-likelihood for observation i, log-

pointwise-predictive-density (lppd) is the total across observations of the logarithm of 

the average likelihood of each observation and pwaic is the effective number of 

parameters. 

  

5.3.5.  Nonstationary Joint Return Period (JRP) 

Estimating the recurrence interval of (individual and compound) extreme events is 

important for water resources planning and management. Depending on the past flooding 

events, the design levels can be obtained when each of the drivers is extreme (OR JRP) or 

when the extremes of all drivers occur simultaneously (AND JRP) (Salvadori and De 

Michele, 2004; Salvadori et al., 2007; Shiau, 2006). In this study, we quantify the 

nonstationary JRPs corresponding to these multivariate scenarios at each location for 

1960 to 2015. The time-varying OR exceedance probabilities and the corresponding JRPs 

considering pr, q, and twl exceeding their respective thresholds (here 0.01) are obtained 

as follows:  

 Pt((Pr > pr) ∪ (Q > q) ∪ (TWL > twl)) = 1 −

C(FPr(pr|θp), FQ(q|θq), FTWL(twl|θtwl)|фc
t ),                                                            (5.16)                                                                                                        
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JRPt =
μ

Pt
 ,                                                                                                                     (5.17)                  

where Pt is the time-varying OR exceedance probability. θpr, θqand θtwl are the 

parameter set of the three drivers. C is the joint cumulative probability of the three 

drivers. фc
t  is the set of parameters corresponding to the pair-copulas 

CPr,TWL(F(Pr), F(TWL)), CPr,Q(F(Pr), F(Q)), or CTWL,Q|Pr(F(TWL|Pr), F(Q|Pr)) , and µ 

is the average inter-arrival time between the flood events (in an annual time scale). It 

should be mentioned that we also explored the non-stationarity of the µ using the Man-

Kendall test and we did not find any significant trend at all locations.  

The AND exceedance probability and the associated JRPs are obtained as follows.   

Pt((Pr > pr) ∩ (Q > q) ∩ (TWL > twl))  

= 1 − FPr(pr|θp) − FQ(q|θq) − FTWL(twl|θtwl) 

+ CPr,TWL
t (F(Pr), F(TWL)|фC(pr,twl)

t ) + CPr,Q
t (F(Pr), F(Q)|фC(pr,q)

t ) +

CTWL,Q|Pr
t (F(TWL|Pr), F(Q|Pr)|фC(twl,q)

t ) −

Ct(FPr(pr|θmp), FQ(q|θmq), FTWL(twl|θmtwl)|фC
t ),                                                  (5.18) 

JRPt =
μ

Pt
,                                                                                                                      (5.19) 

where  Pt is the AND exceedance probability of the three drivers exceeding their 

corresponding thresholds. FPr(pr|θp), FQ(q|θq), and  FTWL(twl|θtwl) are the marginal 

distributions of Pr, Q, and TWL given their set of parameters θpr, θq, and θtwl, 

respectively. CPr,TWL
t (F(Pr), F(TWL)|фC(pr,twl)

t ), CPr,Q
t (F(Pr), F(Q)|фC(pr,q)

t ), and 

 CTWL,Q|Pr
t (F(TWL|Pr), F(Q|Pr)|фC(twl,q)

t ) are the bivariate unconditional or conditional 

copula functions given the corresponding set of parameters фC
t .  

In this study, JRPs and their time variation are compared with the unrealistic 

independence and univariate scenarios.  
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5.3.6.  Compound Hazard Ratio (CHR)  

The interconnection between the drivers can influence the joint probability of the drivers 

and the corresponding return levels of flood events. Ganguli et al (2019) proposed the 

CHR index, which is the ratio of the T-year discharge level conditional on the extreme 

coastal water level (CWL) to the unconditional T-year discharge. To extend this index for 

multivariate analysis of compound floods, the probability of T-year Q given Pr and TWL 

is estimated (Gonzalez-Lopez et al., 2019):   

Pt(Q ≤ q|Pr ≤ pr, TWL ≤ twl) =
Pt(Q≤q,Pr≤pr,TWL≤twl)

Pt(Pr≤pr,TWL≤twl)
=

Ct(FQ(q|θq),FPr(pr|θpr),FTWL(twl|θtwl)|фC
t )

Ct(FPr(pr|θq),FTWL(twl|θtwl)|фC
t )

 (5.20) 

The nonstationary CHR index is defined as follows:    

CHRt =
Q′

t

Qt
=

CQt|(Pr≤pr,TWL≤twl)
−1 [1−

μ

TQt|(Pr,TWL)(q|pr,twl)
]

FQt
−1[1−

μ

TQt
(q)

]

 ,                                                (5.21)                  

Q′
t and Qt are the conditional and unconditional return levels of Q at time t. 

CQt|(Pr=pr,TWL=twl)
−1  and FQ

−1 are the inverse quantile transformations of copula functions 

and marginal distributions at time t, respectively. TQt
(q) is the T-year unconditional RP 

of streamflow TQt
(q) =

μ

1−FQt(q|θq)
 , and the conditional RP of streamflow 

TQt|(Pr,TWL)(q|pr, twl) is defined as: 

TQt|(Pr,TWL)(q|pr, twl) =
μ

1− Pt(Qt≤q|Pr≤pr,TWL≤twl)
 ,                                                          (5.22)                                                                   

the levels of p for the three drivers correspond to a return period of 100 years. 

 

5.3.7.  Failure Probability (FP)  

Failure probability represents the probability of a flood event happening at least once in a 

given project lifetime, which can provide a better understanding of the potential impacts 
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of flooding for engineering design (Xu et al., 2019a). The hydrologic failure of 

infrastructure increases with time at a fixed rate in stationary conditions, however, under 

the nonstationary environment, this rate is variant with time. Here, we quantify such 

changes in the OR FPs corresponding to 100 and 10-year RPs and lifetimes ranging from 

1 to 50 years for location # 41 and compare them with univariate and OR stationary 

dependence scenarios. The nonstationary FP is calculated as follows (Ghanbari et al, 

2021). 

FPOR = 1 − ∏ Ct(FPri
(pr|θc

t ), FQi
(q|θc

t ), FTWLi
(twl|θc

t )|фc
t )

N

i=1
,                           (5.23)              

N is the number of events during the project lifetime (D) which in the case of annual max 

data, it is equal to the project lifetime; however, in the case of the POT approach, it is the 

ratio of D over µ (average interarrival time between the events): 

 N =
D

μ
 ,                                                                                                                         (5.24)                                                                                            

 

5.4. Results and discussion 

5.4.1.  Marginal distributions 

Table S5.3 presents the selected marginal distribution at each location according to the 

AIC metric and the KS test. Aside from extreme Pr data represented by GPD, for TWL 

and Q, GPD/exponential and GPD/Weibull are the best-fitted distributions, respectively.  

The results of the Mann-Kendall test indicate that Pr has a significant trend at only 5 

locations: 31, 32 at the GL and 40, 41 at the Atlantic region with an increasing trend, and 

site 16 at the GL with a decreasing trend. Besides, Q has an increasing trend at 9 

locations mainly at the GL while TWL is rising over the Atlantic region and at one 

location in the Pacific, and 27 spots present a diminishing behavior regarding this driver 

(Table S5.4). Overall, there are 13 locations where at least one of the drivers has an 

increasing trend (6, 7 at the Pacific, 15, 24, 26, 27, 29, 30, 31, 32, 39 at the GL, and 40, 
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41 at the Atlantic region). The AIC results of fitting three generalized linear models to 

each driver at each location indicate that at only two locations (#1 at Atlantic and 39 at 

GL), all three drivers are stationary. Nonstationary TWL and Q events are best 

represented by the quadratic model, especially at the GL while Pr is mostly stationary 

across all locations except at the Atlantic region (Table S5.5). It should be noted these 

results are without any significance check.   

5.4.2.  Dependence analysis  

Kendall’s tau dependence analysis indicates more locations with significant positive 

dependence between Pr and TWL (at all three regions particularly in both coastal 

regions) than TWL and Q and, Pr and Q (mostly in the GL and Pacific areas) (Table 

S5.6). Moreover, the average interdependencies between Pr/TWL and Q/TWL are 

stronger than Pr/Q at the majority of the locations, especially the Atlantic domain. Due to 

the occurrence of the extra-tropical cyclones in the Atlantic region and the seiche events 

along with intense Pr in the GL area, the interdependencies between Pr/TWL are higher 

than Pr/Q and Q/TWL Besides, extreme flows depend on several basin characteristics. 

The higher dependency between TWL and Q on the Pacific region can be associated with 

the hydrological responses in mountainous regions.  

The copula functions selected based on AIC and genest significance test at each location 

are shown in Table S5.7. Frank copula is the prevalent function at most locations. Out of 

the 41 locations investigated in this study, about half (19 locations) are represented by 

time-invariant dependence parameters. At 8, 10, and 7 locations, the dependence 

parameter of (Pr, TWL), (Pr, Q), and (Q, TWL) events are represented by time-varying 

functions (either linear or polynomial), respectively (Table S5.8). The nonstationary 

dependencies between (Pr, Q) and (Pr, TWL) are more pronounced across the Atlantic 

coast. This can be associated with the increase in the frequency of hurricanes in this 

region since 1970 (Bush and Lemmen, 2019a). Over the Great Lakes (GL) area, 

nonstationary interactions between (Q, Pr) and (Q, TWL) are found. The variations in the 

TWL in this area are mostly associated with the seiche events and the inflow and outflow 

from the Lakes. Besides, increases in the extent of the streamflow in some spots over the 
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GL region (Jalili Pirani and Najafi, 2020) result in more co-occurrence with TWL and Pr. 

Across the Pacific region, the joint (Q, TWL) events are nonstationary at some locations, 

which can be due to the existence of the basins with rapid hydrological response in this 

area.  

Considering the selected (non)stationary marginal distributions and dependence 

parameters based on the AIC and WAIC values, respectively, 23 locations (6 on the 

Pacific coast, 2 on the Atlantic coast, and 16 on the GL) show potential increases in the 

hydrologic risks associated with compound flooding.  

 

5.4.3.  Time-varying Joint Return Period (JRP) 

The nonstationary trivariate OR and AND JRPs and their corresponding uncertainties are 

quantified for 23 locations considering an exceedance probability of 0.01 for the 

marginals. To show the temporal variations in the corresponding JRPs, we present the 

results for the years 1960 and 2015. Figure 5.3 presents the JRP results for the OR 

scenario. The average Independence OR JRP across all locations is lower than the 

corresponding average under the dependence scenario and both are less than their 

corresponding univariate RPs. Under the OR scenario condition, the lowest (1.12 years) 

and the highest (3.33 years) JRPs occur in GL (location 24) and the Pacific areas 

(location 7), respectively. The range of uncertainty also varies from 0.08 to 12.8 years 

(locations 4 in the Pacific and 40 in the Atlantic region), respectively. In most locations 

due to an increase in the dependency between the drivers, the JRPs increase from 1960 to 

2015. The highest rise is in location 41 in the Atlantic region (8.2 years), which is 

associated with an increase in the tail dependency between the drivers. At locations 6, 7, 

15, 24, 29, 30, and 32 the JRPs do not change with time as the dependence parameters are 

constant; however, at least one of the drivers shows increases over time. Table 5.3 shows 

the Pr return levels and their uncertainties associated with 0.01 exceedance for the years 

1960 to 2015. While most locations experience no change, the Pr return levels show 



 

146 

 

increases at locations 40 and 41. The corresponding levels for TWL and Q are provided 

in Tables S5.9 and S.10.  

 

 

 

 

 

Figure 5. 3) The nonstationary OR JRPs (for 1960 and 2015) and the corresponding 

95 percentile uncertainty ranges. The results associated with the unrealistic 

independence assumption are shown by red circles. 
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Table 5. 3) The nonstationary Pr return levels and the corresponding uncertainties 

estimated for 1960 and 2015 at 24 locations.  

 

 

 

 

 

 

     

 

 

 

 

 The AND JRPs are also affected by changes in the drivers and the corresponding 

interactions. The stationary AND JRPs vary from 16.48 years at location 38 to 314.73 

years at location 39 both at the GL area which is considerably lower compared to the 

ones estimated based on the unrealistic independence assumption. Similar to the OR 

scenario, there is no change in the AND JRP at locations 6, 7, 15, 24, 29, 30, and 32; 

however, given the exceedance of 0.01, the return levels of the three drivers increase for 

these locations. For other sites, the JRPs decrease in time at all locations with the highest 

decrease at location 41 (31 years at St Jones city- Atlantic region) and the lowest at 

location number 38 (two years decrease), indicating a higher risk of compound flooding 

in these regions. The lower quantiles in the AND-JRP are associated with higher 

 Pr-lower bound Pr-median Pr-higher bound 

Location 1960 2015 1960 2015 1960 2015 

1 64.08 64.08 66.11 66.11 68.13 68.13 

2 65.10 65.10 67.72 67.72 70.35 70.35 

3 59.65 59.65 62.04 62.04 64.43 64.43 

4 60.90 60.90 63.30 63.30 65.69 65.69 

6 55.01 55.01 56.89 56.89 58.77 58.77 

7 56.47 56.47 58.65 58.65 60.83 60.83 

9 54.30 54.30 56.33 56.33 58.36 58.36 

12 72.42 72.42 74.90 74.90 77.39 77.39 

15 72.69 72.69 75.17 75.17 77.66 77.66 

17 56.43 56.43 58.55 58.55 60.68 60.68 

22 53.56 53.56 55.50 55.50 57.44 57.44 

23 52.65 52.65 54.37 54.37 56.09 56.09 

24 54.20 54.20 55.55 55.55 56.89 56.89 

26 50.76 50.76 53.27 53.27 55.77 55.77 

27 69.80 69.80 72.29 72.29 74.78 74.78 

29 92.95 92.95 96.42 96.42 99.88 99.88 

30 89.74 89.74 94.20 94.20 98.65 98.65 

32 56.77 58.74 59.17 61.23 61.56 62.78 

36 63.35 63.35 65.22 65.22 67.09 67.09 

37 54.98 54.98 56.94 56.94 58.90 58.90 

38 53.97 53.97 55.89 55.89 57.80 57.80 

39 76.11 76.11 78.34 78.34 80.56 80.56 

40 79.91 84.58 83.18 88.85 86.44 93.12 

41 85.76 90.01 90.08 93.33 94.39 98.64 
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dependencies between the drivers. These results indicate that it is critical to consider both 

the dependencies between drivers of flooding and their non stationarities for robust flood 

risk assessments in the future (Figure 5.4).  

 

 

 

 

 

Figure 5. 4) The AND JRPs and the corresponding uncertainties estimated for the 

years 1960 and 2015. The table shows the median JRPs for the two years. 
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5.4.4.  Time-varying Compound Hazard Ratio (CHR) index 

The results of the CHR index are presented in Figure 5.5 showing that the 

interconnections between the drivers affect the return levels of the three drivers. For 

example, the return levels of 100-year Q given Pr and TWL are different from those of 

unconditional/univariate 100-year Q levels at 23 locations with a CHR higher than 1 

distributed over the three regions. Moreover, at all the locations an increase in the 

dependency between the drivers results in an increase in the CHR index. The percentage 

changes from 1960 to 2015, shown in Figure 5, have the lowest and the highest range of 

…. are at locations 12, and 17 (both at the GL).  
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Figure 5. 5) The CHR index values (median and uncertainty), for 24 sites. The 

percent changes from 1960 to 2015 are shown by arrows. The length of the arrows is 

not scaled based on the percent change values.  
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5.4.5.  Nonstationary Failure Probability (FP) 

The time-varying FPs corresponding to 100 and 10-year events are calculated for the OR 

scenario and the corresponding uncertainty ranges are quantified at different locations. 

The results are compared with the estimated FPs corresponding to the stationary OR and 

three univariate drivers. In this section, the results are shown for location (#41) with the 

strongest nonstationary behavior among other locations (Figure 5.6). As expected, with 

increases in the lifetime, the FPs increase for both bivariate and univariate cases. The 

bivariate FPs are higher than those of univariate FPs for the three drivers of total water 

level, precipitation and flow rate. Considering the RP of 100 years for TWL, Q, and Pr, 

the FPs of TWL is higher than the other two drivers as it has a higher increase rate from 

1960 to 2015. Besides, the estimated FPs are higher under the non-stationarity scenario 

compared to the stationarity condition. This highlights two main points. Firstly, flooding 

risk considering the compound of multiple drivers avoids the risk underestimation. 

Secondly, under the OR scenario, the FP is overestimated based on the independence 

scenario, which is consistent with studies in other areas (Moftakhari et al. (2017) and Xu 

et al. (2019)). In other words, not considering the dependency between the drivers cause 

underestimation of the FPs for both RPs. And finally, the time-varying dependence FPs 

show possible underestimations of risks of the nonstationary behavior of compound flood 

events are not accounted for.   
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Figure 5. 6) The (non)stationary OR and univariate FPs for 100 and 10-year events 

regarding location #41. 

 

5.5. Discussion and Conclusion 

In this study, we investigate the hydrologic risk of compound flooding under a 

nonstationary framework across the Canadian coastal areas. The analysis is performed in 

over 41 locations along three major coastal regions including the Pacific, the Great 

Lakes, and the Atlantic coasts for 1960 to 2015 for 41 coastal locations. Using the POT 

approach, the extreme Pr data are extracted and paired with maximum TWL and Q within 

a time window of 1-day. The best-fitted univariate distributions are selected for each of 

the three drivers based on the AIC metric. Constant (time-invariant), linear and quadratic 

models (i.e., generalized linear model) are evaluated to represent the mean of marginal 

distributions. The interdependencies between the flooding drivers are investigated using 

the C-Vine Copula approach. Further, time (in)variant models are considered for the 

(first) parameter of the copula functions to investigate the associated nonstationarities and 

their influence on the estimated return levels/periods. The best-fitted copula model and 

the corresponding link function are selected according to the WAIC metric for each 

location. The parameters of marginal distributions and dependencies and the 

corresponding uncertainty ranges are estimated using the Bayesian approach. The 

hydrologic risk of compound flooding is analyzed using the OR, AND joint return 

periods, the CHR index, and failure probabilities. 

Results show that the non-stationarity of the individual flood hazards and the 

corresponding dependencies can lead to potential increases in the risk of compound 

flooding at over half of the locations analyzed in this study. The results of the OR JRPs 

indicate that at most locations, the JRP is lower than the univariate RP, as expected. 

Further, the estimated nonstationary JRPs show increases from the year 1960 to 2015. 

The AND scenario shows similar behavior, however, the corresponding values are more 

sensitive to the dependencies between the drivers, and therefore, there are more 

pronounced differences between the AND JRPs and the ones based on the unrealistic 
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interdependence assumption. In addition, there is a decrease in the JRPs with time 

especially on the Atlantic coast as the number of weather systems has increased in this 

area since 1970 resulting in more compound events of Pr, Q, and TWL.  

Consistently, the nonstationary CHR index results suggest increases in the return levels 

of conditional Q at the majority of locations over time. Moreover, the FP results for 

location #41 show how bivariate FPs are higher than those of the univariate FPs and 

especially when the FPs increase with time.  

The results of this research provide more robust estimates of nonstationary compound 

flood risks across Canada’s coasts that help different stakeholders including coastal 

engineers and planners to update their design estimates and develop effective technical 

and non-technical flood mitigation and resilience measures for upstream reservoirs, flood 

barriers, dykes (technical measures), and building regulations and guidelines, educating 

people to be prepared for these type of joint events, emergency preparedness to protect 

lives and reduce damages (non-technical measures).                      
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Chapter 6 

6.1. Conclusion 

Canadian coastal regions are prone to compound flooding events, which is the co-

occurrence of multiple flooding sources including pluvial, fluvial, and sea level forces. 

Analyzing each of these drivers in isolation can lead to the underestimation of the 

flooding risk in these areas. Therefore, in our research, initially, we investigate the 

compound flooding risk over the Canadian coastal regions in a bivariate case. To this 

end, at first, we identify eight bivariate scenarios of four flooding drivers (total water 

level, streamflow, precipitation, and skew surge) in the way that the extreme values 

(higher than quantile 0.95) of one driver are matched with the corresponding maximum 

values of the second driver within a time window of 1-day. The dependence structure 

between the drivers of each scenario is also captured using the copula. Following 

producing the joint distribution of each scenario at each location, the associated 

parameters are estimated using the Bayes theorem. Then, compound flood hazard 

analyses are performed using the return period, failure probability, and CHR index 

concepts. This step helped us to mark the spots with a higher compound flooding 

potential with regard to most of the bivariate events. Similar to the bivariate 

methodology, in our second step, we apply the C-Vine copula approach to account for the 

joint behavior of total water level, precipitation, and streamflow. RP, FP, and CHR index 

techniques are also employed here to quantify the univariate and multivariate flooding 

risks. Further, we explored how the daily and extreme magnitudes and the frequency of 

each flooding driver change with time using the Mann-Kendall trend test. Besides, the 

bivariate/trivariate trends were assessed using the CIT, CST, and CET and PS index at 

each site. Due to the effects of climate change, flooding drivers and, also the 

interdependencies between them might show a time-varying behavior. This causes the 

drivers to have a nonstationary joint probability, subsequently. Considering the tri-variate 

case study, to capture such non-stationarities, we fit three constant, linear, and 

polynomial models to both marginal locations and the interdependency between them. In 

case of the existence of any non-stationarity in the joint probability of the drivers, we 
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accounted for time-dependent joint return periods and failure probabilities at each 

location. The obtained results of this study highlight that the real picture of flooding over 

the Canadian coastal areas is acquired concerning multiple flooding drivers and also the 

interconnection between them. Moreover, the nonstationarity in the flooding sources and 

the respected dependencies would lead to a time-varying flooding hazard. This gives the 

policy-makers open views to suggest more correct, robust, and long-lasting design levels 

and resilience strategies such as upstream reservoirs, flood barriers, dykes, building 

regulations, and guidelines, educating people to be prepared for these types of joint 

events, emergency preparedness to protect lives, and reduce damages. The proposed 

approach in this study is not only extendable to other coastal regions across the world, but 

is also applicable to other studies working with multiple variables.  

6.2. Summary of findings 

- In a bivariate analysis, the highest dependence is found between TWLe_0.95 and Pr 

followed by the bivariate events of (Se_0.95, Pr), (Pre_0.95, S), (Pre_0.95, TWL), 

(Qe_0.95, S), (Qe_0.95, TWL), (Se_0.95, Q) and (TWLe_0.95, Q).  

- The results of the bivariate JRPs are similar to those of the tri-variate JRPs. The 

OR and AND JRPs increase and decrease, respectively with an enhancement in 

the dependency between the drivers. However, the results highlight the 

importance of S over both coasts and the TWL in the GL region.  

- According to the bivariate AND JRP results and the CHR index. The results 

indicate that most locations across Canada’s coasts are at risk of compound 

flooding with a combination of at least two flooding mechanisms.  

- Due to the positive interaction between the drivers, at the majority of the 

locations, the tri-variate OR JRPs are higher than the independence JRPs and 

lower than the univariate RP. This is vice versa for the AND scenario as at 23 

locations the JRP under the dependence condition is far lower than the 

independence one.  
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- The stationary CHR index results also indicate that at locations with positive 

dependency between the drivers, the return levels of Q conditioning on the TWL 

and Pr are higher than unconditional Q.  

- The failure probabilities go up with the increase in the project lifetime considering 

all the hazard scenarios (univariate, multivariate… etc). However, the multivariate 

FPs are higher for the dependence condition in comparison with the independence 

and the univariate options. Moreover, the 10-year-related FPs are higher than 100-

year FPs. 

- The daily univariate trend results indicate a mixture of increasing, decreasing, and 

no trend for four drivers over the three main regions. All variables, except for Pr, 

show an increasing trend over the Atlantic coast. The daily TWL also decreases in 

the GL area.  

- For the majority of the locations mainly in the Atlantic region, the joint trend of 

daily Q/S, Q/TWL, and Q/S is increasing. However, TWL/Pr mostly indicate 

increasing behavior over the GL area. 

- The frequency of extremes higher than a quantile shows a raising trend over some 

spots at three regions more remarkable at the Atlantic region regarding TWL, Pr 

and S. However, mainly the extreme magnitudes of Pr show increasing behavior 

on the Atlantic area.  

- More locations show a positive significant dependency between TWL and Pr than 

(TWL, Q) and (Pr, Q). Moreover, the joints of (Pr, TWL) and (Q, TWL) present 

stronger interconnections than (Pr, Q). 

- Due to the change in the interconnection between the drivers, the OR and AND 

JRPs raise and diminish, respectively from 1960 to 2015 for 16 locations, more 

highlighted for the Atlantic coast. At 7 locations, although the dependency is 

time-constant, the return levels of at least one of the drivers are accretionary with 

time.  
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- The nonstationary tri-variate FPs are higher than tri-variate FPs under the 

stationary conditions and also the univariate FPs.     

 

6.3. Recommendations for future work 

The current research tried to assess the flooding hazard over the Canadian coastal regions 

both in the univariate and multivariate scenarios. The following recommendations are 

suggested for future work: 

- Considering the effects of climate change, such analysis can be extended for the 

assessment of compound flood event projections. 

- In this study, we considered the monotonic trends of the drivers and the 

interdependencies between them. The flooding analysis can be assessed considering 

other types of non-stationarities including jump and step change as well.  

- The obtained results (univariate and multivariate) of this study can be used as 

input to the hydrodynamic models to assess the flood impacts associated with 

individual and compound flood events. 

- The risk analysis of the flooding in the coastal regions can be obtained by 

combining these results with exposure and vulnerability data.  

- Other flooding drivers such as groundwater flooding can also be incorporated into 

the compound flooding analysis similar to other flooding divers in this study over 

the Canadian regions or elsewhere.  

- The missing values in some locations can be filled out using different statistical 

approaches. However, in case of existing considerable missing values in the data, 

the satellite data can be considered as an option for compound flooding analysis.   

 

Note: The related R-script of this study is provided in the below link and the package 

will also be provided soon for the users.   
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“https://github.com/fjalilip?tab=repositories”. 
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Appendix A: List of supplementary Tables and Figures 

 

Supplementary Table 2. 1) Four variables that contribute to compound flooding in 

Canada’s coastal zones 

Variable Source Resolution 

Total Water Level (TWL) 
Tidal gauge records, Fisheries and Oceans 

Canada (https://tides.gc.ca/eng/data) 
Hourly 

Skew surge 
Extracted from TWL using the U_Tide 

package (Codiga, 2011) 
Daily 

Streamflow 

Water Survey of Canada 

(https://www.canada.ca/en/environment-

climate-change/services/water-

overview/quantity/monitoring/survey.html) 

Daily 

Precipitation 
Adjusted and Homogenized Canadian Climate 

Data (AHCCD) (Mekis and Vincent, 2011) 
Daily 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://tides.gc.ca/eng/data
https://www.canada.ca/en/environment-climate-change/services/water-overview/quantity/monitoring/survey.html
https://www.canada.ca/en/environment-climate-change/services/water-overview/quantity/monitoring/survey.html
https://www.canada.ca/en/environment-climate-change/services/water-overview/quantity/monitoring/survey.html
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Supplementary Table 2. 2) The marginal distributions and the corresponding 

parameters 

 

 

 

 

 

 

 

 

 

 

 

Distribution First parameter range 
Second parameter 

range 

Third parameter 

range 

Generalized Pareto 

Distribution (GPD) 
µ (Location),  ( ,  ) σ (Scale) > 0 ξ (Shape),  ( ,  ) 

Generalized Extreme Value 

distribution (GEV) 
µ (Location),  ( ,  ) σ (Scale) > 0 ξ (Shape),  ( ,  ) 

Gamma α (Shape) > 0  β (Rate) > 0 - 

Gumbel µ (Location),  ( ,  ) β (Scale) > 0 - 

Cauchy χ0 (Location),  ( ,  ) γ (Scale) > 0 - 

Logistic µ (Location),   ( ,  ) S (Scale) > 0 - 

Weibull λ (Scale)>0   (Shape) > 0 - 

Normal µ (Location),  ( ,  ) σ (Scale) > 0 - 

Lognormal µ (Location),  ( ,  ) σ (Scale) > 0 - 

Exponential λ (Rate) > 0  - - 
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Supplementary Table 2. 3) The Copula functions, the corresponding family codes, 

and the range of parameters 

Copula family Symbol family 
First parameter 

range 

Second 

parameter range 

Independence C0 0  - 

Gaussian C1 1 (-1, 1) - 

Student t C2 2 (-1, 1) [2, Inf) 

(Survival) Clayton C3, C4 3, 13 (0, Inf) - 

Rotated Clayton (90 and 270 degrees) C5, C6 23, 33 (-Inf, 0) - 

(Survival) Gumbel C7, C8 4, 14 (1, Inf) - 

Rotated Gumbel (90 and 270 degrees) C9, C10 24, 34 (-Inf, -1] - 

Frank C11 5 R \ {0} - 

(Survival) Joe C12, C13 6, 16 (1, Inf) - 

Rotated Joe (90 and 270 degrees) C14, C15 26, 36 (-Inf, -1) - 

(Survival) Clayton-Gumbel (BB1) C16, C17 7, 17 (0, Inf) [1, Inf) 

Rotated Clayton-Gumbel (90 and 270 

degrees) 
C18, C19 27, 37 (-Inf, 0) (-Inf, -1] 

(Survival) Joe-Gumbel (BB6) C20, C21 8, 18 [1 , Inf) [1, Inf) 

Rotated Joe-Gumbel (90 and 270 

degrees) 
C22, C23 28, 38 (-Inf, -1] (-Inf, -1] 

(Survival) Joe-Clayton (BB7) C24, C25 9, 19 [1, Inf) (0, Inf) 

Rotated Joe-Clayton (90 and 270 

degrees) 
C26, C27 29, 39 (-Inf, -1] (-Inf, 0) 

(Survival) Joe-Frank (BB8) C29, C30 10, 20 [1, Inf) (0, 1] 

Rotated Joe-Frank (90 and 270 

degrees) 
C31, C32 30, 40 (-Inf, -1] [-1, 0) 

(Survival) Tawn type 1 C33, C34 104, 114 [1, Inf) [0, 1] 

Rotated Tawn type 1(90 and 270 

degrees) 
C35, C36 124, 134 (-Inf, -1] [0, 1] 

(Survival) Tawn type 2 C37, C38 204, 214 [1, Inf) [0, 1] 

Rotated Tawn type 2 (90 and 270 

degrees) 
C39, C40 224, 234 (-Inf, -1] [0, 1] 
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Supplementary Table 2. 4) The best-fitted copula functions to the bivariate (Pre_0.95, 

TWL) and (Pre_0.95, S) events at each location. 

Location 
(Pre_0.95, TWL) (Pre_0.95, S) 

Copula family AIC P-value Copula family AIC P-value 

1 24 1.22 0.60 1 -18.51 0.16 

2 104 -6.51 0.72 0 0 0.81 

3 124 -1.49 0.88 33 -3.17 0.67 

4 214 0.60 0.32 0 0 0.75 

5 3 -0.97 0.97 0 0 0.94 

6 5 -28.70 0.35 5 -31.49 0.78 

7 114 -9.38 0.49 5 -4.99 0.51 

8 114 -12.36 0.61 5 -7.84 0.78 

9 0 0 0.89 104 -4.51 0.52 

10 4 -1.49 0.76 36 -2.35 0.22 

11 114 -1.75 0.31 5 -1.31 0.28 

12 114 -2.99 0.41 5 -0.93 0.30 

13 1 0.68 0.30 1 -1.52 0.07 

14 0 0 0.85 0 0 0.65 

15 5 -8.71 0.72 10 -1.21 0.12 

16 5 -12.10 0.70 10 -0.44 0.06 

17 5 -7.48 0.92 14 -4.02 0.14 

18 114 -8.52 0.21 1 -25.79 0.51 

19 114 0.51 0.47 5 -8.40 0.96 

20 1 0.82 0.75 5 -2.48 0.45 

21 16 0.82 0.73 5 0.22 0.68 

22 204 -4.91 0.39 134 -1.33 0.37 

23 1 -5.17 0.41 0 0 0.92 

24 1 0.38 0.38 0 0 0.85 

25 234 -0.68 0.60 134 -0.59 0.33 

26 134 -8.43 0.62 0 0 0.75 

27 3 -2.15 0.35 0 0 0.71 

28 214 -1.95 0.26 5 -3.23 0.47 

29 204 -1.57 0.45 1 -8.82 0.35 

30 204 -7.77 0.28 1 -18.42 0.08 

31 13 1.36 0.46 13 -10.62 0.48 

32 134 0.00 0.92 6 -1.51 0.39 

33 104 -3.74 0.17 1 -17.69 0.47 

34 5 -1.20 0.37 1 -18.11 0.67 

35 5 -0.51 0.39 1 -16.58 0.97 

36 204 -1.48 0.42 5 -1.70 0.38 

37 5 1.16 0.01 204 -1.08 0.08 

38 5 -2.28 0.01 0 0 0.73 

39 24 -0.10 0.30 0 0 0.89 

40 5 -0.52 0.98 5 -0.51 0.65 

41 13 -11.15 0.66 13 -21.99 0.89 
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Supplementary Table 2. 5) Similar to Table S2.4 but for (Qe_0.95, TWL) and (Qe_0.95, 

S) scenarios. 

 

Location 
(Qe_0.95, TWL) (Qe_0.95, S) 

Copula family AIC P-value Copula family AIC P-value 

1 0 0 0.62 0 0 0.70 

2 224 -4.96 0.16 114 -0.27 0.84 

3 6 -4.29 0.31 204 -11.95 0.34 

4 0 0 0.92 3 -4.98 0.76 

5 5 -8.66 0.30 1 -18.79 0.69 

6 23 -5.67 0.21 36 -15.47 0.19 

7 23 -0.53 0.19 36 -9.10 0.09 

8 204 -1.77 0.44 114 -4.98 1.00 

9 16 -7.67 0.41 36 -3.52 0.40 

10 224 -14.18 0.75 5 -6.60 0.34 

11 134 -1.71 0.68 36 -4.27 0.31 

12 224 -12.74 0.46 224 -5.07 0.40 

13 23 -4.61 0.24 0 0 0.72 

14 23 -6.13 0.66 5 -6.49 0.14 

15 6 -6.24 0.41 36 -4.30 0.20 

16 6 -15.54 0.44 36 -0.58 0.24 

17 6 -9.78 0.36 6 -8.74 0.15 

18 6 -22.94 0.19 6 -2.62 0.25 

19 13 -12.71 0.50 16 -1.48 0.40 

20 6 -8.85 0.22 0 0 0.87 

21 224 -6.56 0.83 224 -7.88 0.70 

22 5 -4.60 0.57 0 0 0.37 

23 224 -4.08 0.44 3 -5.98 0.43 

24 13 -5.03 0.12 13 -6.01 0.82 

25 36 -13.37 0.38 0 0 0.85 

26 13 -1.61 0.30 6 -3.11 0.41 

27 0 0 0.96 234 -3.90 0.52 

28 0 0 0.62 34 -2.47 0.43 

29 10 -16.02 0.11 10 -15.85 0.79 

30 10 -23.42 0.37 1 -11.07 0.89 

31 104 -0.93 0.33 36 -19.37 0.33 

32 1 -12.21 0.45 1 -14.77 0.15 

33 5 -4.35 0.72 1 -6.51 0.08 

34 1 -11.76 0.62 1 -14.33 0.23 

35 5 -8.82 0.11 1 -15.51 0.12 

36 5 -8.17 0.05 1 -12.59 0.09 

37 5 -16.76 0.00 5 -5.63 0.40 

38 5 -14.27 0.01 5 -6.95 0.73 

39 0 0 0.93 224 -4.95 0.89 

40 124 -1.21 0.39 204 -2.79 0.94 

41 134 -1.75 0.52 124 -2.39 0.61 
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Supplementary Table 2. 6) Similar to Table S2.4 but for (TWLe_0.95, Q) and 

(TWLe_0.95, Pr) scenarios. 

 

Locatio

n 

(TWLe_0.95, Q) (TWLe_0.95, Pr) 

Copula 

family 
AIC P-value 

Copula 

family 
AIC P-value 

1 33 -12.66 0.86 10 -43.32 0.14 

2 134 -9.07 0.04 14 -0.12 0.25 

3 5 -19.24 0.3 20 -12.04 0.27 

4 114 -65.71 0.05 5 -27.16 0.4 

5 114 -34.63 0.18 1 -8.6 0.74 

6 5 -5.3 0.59 20 -39.62 0.87 

7 224 -23.78 0.35 1 -20.83 0.81 

8 224 -17.48 0.24 1 -15.3 0.46 

9 33 -18.11 0 0 0 0.56 

10 224 -4.49 0.16 0 0 0.64 

11 16 -8.34 0.33 1 -0.92 0 

12 26 -0.4 0.2 1 -2.94 0.04 

13 224 -2.2 0.23 16 0.46 0.15 

14 16 -10.25 0 14 -2.91 0.38 

15 6 -7.23 0.27 10 -15.93 0.26 

16 3 -2.51 0 13 -6.61 0.39 

17 6 -5.63 0.13 5 -3.01 0.01 

18 0 0 0.52 204 -5.22 0.09 

19 104 0.61 0.19 36 -0.92 0.1 

20 26 0.7 0.17 114 -0.77 0.9 

21 224 -0.7 0.05 16 -2.13 0.09 

22 224 -2.49 0 0 0 0.79 

23 224 -4.78 0.01 0 0 0.77 

24 204 -14.57 0.73 204 -7.7 0.83 

25 114 -16.75 0.74 114 0.32 0.5 

26 1 -29.1 0.1 114 -17.99 0.62 

27 0 0 0.76 0 0 0.97 

28 224 0.73 0.09 0 0 0.81 

29 134 -14.48 0.31 4 -0.95 0 

30 1 -13.23 0.18 0 0 95 

31 0 0 0.83 33 -0.07 0.09 

32 0 0 0.75 0 0 0.78 

33 104 -2.14 0.74 26 -2.35 0.06 

34 124 -1.47 0.01 0 0 0.86 

35 0 0 0.91 0 0 0.88 

36 4 -0.04 0.88 5 1.47 0.3 

37 26 -2.78 0.44 5 -3.39 0.79 

38 0 0 0.68 0 0 1 

39 23 -7.34 0.98 214 -2.4 0.63 

40 0 0 0.83 1 -13.34 0.11 

41 23 -4.14 0.33 3 -2.27 0.24 
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Supplementary Table 2. 7) Similar to Table S2.4 but for (Se_0.95, Q) and (Se_0.95, Pr) 

scenarios 

Location 
(Se_0.95, Q) (Se_0.95, Pr) 

Copula family AIC P-value Copula family AIC P-value 

1 224 -8.66 0.74 1 -36.52 0.00 

2 134 -2.88 0.72 0 0 0.77 

3 30 -12.97 0.30 33 0.47 0.89 

4 5 -67.38 0.90 5 -15.14 0.98 

5 5 -45.64 0.00 3 -17.94 0.07 

6 5 -6.00 0.00 13 -13.83 0.00 

7 5 -5.07 0.02 3 -4.78 0.56 

8 1 -6.02 0.39 1 -2.59 0.96 

9 114 -2.85 0.38 1 -11.26 0.16 

10 0 0 0.68 1 -17.40 0.29 

11 0 0 0.95 13 -14.10 0.53 

12 0 0 0.88 1 -19.13 0.08 

13 214 -5.99 0.15 204 -19.80 0.01 

14 16 -3.87 0.05 13 -9.65 0.71 

15 1 -7.39 0.39 5 -24.72 0.06 

16 5 -18.00 0.96 1 -33.90 0.02 

17 114 -20.30 0.49 5 -28.36 0.05 

18 3 -3.25 0.73 13 -14.31 0.00 

19 5 -5.27 0.62 5 1.48 0.11 

20 5 -8.60 0.01 5 -2.78 0.00 

21 114 -8.81 0.10 204 -14.22 0.04 

22 5 0.57 0.31 204 -10.25 0.00 

23 114 -7.12 0.07 5 -5.25 0.80 

24 17 -20.75 0.05 204 -25.02 0.97 

25 16 -1.62 0.66 1 -32.60 0.95 

26 1 -44.71 0.01 114 -22.05 0.74 

27 5 -24.31 0.09 0 0 0.73 

28 10 -21.99 0.61 204 -3.50 0.49 

29 23 -2.28 0.05 134 -9.45 0.92 

30 14 -3.33 0.59 0 0 0.92 

31 10 -25.96 0.00 0 0 0.95 

32 134 -2.84 0.15 0 0 0.74 

33 5 -0.99 0.06 0 0 0.88 

34 5 -8.49 0.00 214 -1.62 0.47 

35 134 -15.21 0.04 114 -5.13 0.45 

36 124 -2.43 0.66 26 0.92 0.91 

37 134 -5.69 0.66 5 -4.36 0.41 

38 134 -4.85 0.37 5 0.99 0.12 

39 1 -5.31 0.27 0 0 0.68 

40 234 -0.93 0.48 204 -3.90 0.07 

41 5 -5.95 0.00 4 -16.81 0.11 
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Supplementary Table 2. 8) The number of locations out of 8 (Pacific), 31 (GL) and 2 

(Atlantic) passing the goodness of fit test with respect to each scenario. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Scenario 
Region 

Atlantic GL Pacific 

(Pre_0.95, TWL) 8 29 2 

(Pre_0.95, S) 8 31 2 

(Qe_0.95, TWL) 8 29 2 

(Qe_0.95, S) 8 30 2 

(TWLe_0.95, Pr) 8 27 2 

(TWLe_0.95, Q) 7 25 2 

(Se_0.95, Pr) 6 25 2 

(Se_0.95, Q) 5 26 1 
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Supplementary Table 3. 1) The selected marginal distributions for Pr, Q, and TWL 

at each location along with their AIC and KS test p-values. The stations where the 

fluvial flood is amplified are highlighted. 

 

 

Station Name 

Distri

bution 

(Pr) 

AIC 

(Pr) 

KS p-

value 

(Pr) 

Distribution 

(Q) 
AIC (Q) 

KS p-

value 

(Q) 

Distribution 

(TWL) 

AIC 

(TWL) 

KS p-value 

(TWL) 

1 Queen charlotte city GPD 5503.62 0.02 GPD 182.33 0.00 Gamma 4333.34 0.05 
2 Prince rupert GPD 5238.61 0.03 Gumbel -166.62 0.00 GPD 7728.43 0.00 
3 Bella bella GPD 4627.48 0.03 Normal 1095.58 0.04 GPD 7864.04 0.00 
4 Port hardy GPD 4475.93 0 GEV 1029.30 0.13 GPD 7929.93 0.00 
5 Tofino GPD 5070.43 0 Gumbel 1369.70 0.06 Logistic 10074.13 0.00 
6 Victoria harbour GPD 4710.81 0.01 Weibull 114.48 0.00 GPD 5672.24 0.00 
7 Point atkinson GPD 4820.84 0 GEV 229.33 0.05 GEV 10180.39 0.02 
8 Vancouver GPD 4435.98 0.02 GEV 164.84 0.01 GPD 8230.06 0.00 
9 Rossport GPD 5192.10 0 Cauchy 1041.26 0.00 Gamma 6312.51 0.01 

10 Michipicoten GPD 5398.56 0 Exponential 2962.52 0.00 GPD 6751.61 0.30 
11 Gros cap GPD 5383.14 0 GEV 706.46 0.17 GPD 8443.35 0.00 
12 Sault ste marie GPD 4412.80 0.04 GEV 1023.76 0.13 GPD 10324.52 0.00 
13 Sault ste marie GPD 4402.73 0 GEV 1160.24 0.18 GEV 2017.58 0.04 
14 Thessalon GPD 4360.03 0 Logistic -22.18 0.02 Normal 10185.42 0.00 
15 Bar_point GPD 4879.51 0 GEV -103.02 0.01 Weibull 3036.65 0.08 
16 Amherstburg GPD 4669.34 0 Normal -260.82 0.03 Weibull 3147.14 0.04 
17 Kingsville GPD 4465.04 0 Logistic -104.21 0.03 Weibull 2903.24 0.36 
18 Belle river GPD 4441.81 0.03 Cauchy 1265.54 0.00 GPD 2981.94 0.08 
19 Port lambton GPD 4421.76 0 Cauchy 1190.94 0.00 GPD 2956.70 0.02 
20 Point edward GPD 4993.34 0 Cauchy 1147.81 0.00 GEV 4137.62 0.04 
21 Little current GPD 4430.77 0 Cauchy 1126.49 0.00 GPD 5363.58 0.03 
22 Tobermory GPD 5131.90 0 GPD 1060.68 0.00 GEV 6238.63 0.39 
23 Collingwood GPD 5293.28 0 GPD 1112.50 0.00 GPD 2229.97 0.02 

24 Port dover GPD 5132.25 0.03 Cauchy 1074.73 0.00 Weibull 2225.61 0.04 

25 Parry sound GPD 5160.88 0 Exponential 1328.24 0.00 Weibull 2302.63 0.09 

26 Port colborne GPD 5273.40 0 GEV 448.91 0.11 Weibull 2527.03 0.12 

27 Port weller GPD 5162.88 0 Exponential 1464.63 0.00 Weibull 1904.00 0.04 

28 cobourg GPD 5432.84 0 Exponential 1706.30 0.00 Weibull 2067.15 0.13 

29 cornwall GPD 5548.74 0 Exponential 1667.09 0.00 Weibull 2126.93 0.01 

30 summerstown GPD 4506.43 0.03 Exponential 1545.39 0.00 GPD 3116.46 0.00 

31 pointe-des-cascades GPD 4756.21 0 Exponential 1748.39 0.00 GPD 5006.49 0.04 

32 
sainte-anne-de-

bellevue 
GPD 5013.82 0 Exponential 1055.73 0.00 GPD 5239.57 0.01 

33 pointe-claire GPD 5230.62 0.03 GPD 1146.67 0.00 Gamma 3775.56 0.00 

34 Montreal jetee GPD 5400.88 0.03 Exponential 1014.14 0.00 GEV 2326.27 0.08 

35 Mtl rue frontenac GPD 5304.60 0 Cauchy -1383.51 0.00 GEV 2252.59 0.01 

36 Sorel GPD 4721.96 0 Weibull 648.83 0.16 GEV 2037.43 0.04 

37 Trois-rivières GPD 5201.40 0 Cauchy 1045.38 0.00 GPD 6375.99 0.00 

38 Batiscan GPD 5166.74 0.04 GEV 1661.58 0.07 GPD 6315.33 0.00 

39 Saint-francois GPD 4896.70 0 GEV 1525.74 0.04 GPD 5985.24 0.00 

40 Halifax GPD 4763.44 0 GEV 1311.09 0.00 GPD 5950.20 0.00 

41 St johns GPD 4579.59 0 Cauchy 1046.42 0.00 GPD 5657.46 0.00 
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Supplementary Table 3. 2) The pair-copulas at each location along with the best-

fitted copula function, AIC values, and the corresponding p-values. 

 

 

 

Supplementary Table 3. 3) The pair-copulas at each location and the p-values 

corresponding to the dependence test. 

Station 
Joint, copula 

family 

AIC(Pr, 

TWL) 

p-value 

(Pr,  TWL) 

Joint, copula 

family 
AIC(Pr, Q) 

p-value 

(Pr, Q) 
 

Joint, copula 

family 
AIC(Q, 

TWL) 

p-value (Q, 

TWL) 

1 (Pr, TWL), 5  -0.52 0.97 (Pr, Q|TWL), 4 0.73 0.85  (Q, TWL), 3 -6.88 0.46 

2 (Pr, TWL), 13 -11.14 0.64 (Pr, Q|TWL), 134 -4.96 0.53  (Q, TWL), 134 -35.95 0.03 

3 (Pr, TWL|Q), 24 -0.11 0.26 (Pr, Q), 124 -4.09 0.23  (Q, TWL), 134 -2.68 0.45 

4 (Pr, TWL), 5 -2.27 0.01 (Pr, Q|TWL), 104 1.52 0.77  (Q, TWL), 6 -77.80 0.06 

5 (Pr, TWL), 5 1.15 0.01 (Pr, Q|TWL), 214 -2.52 0.01  (Q, TWL), 6 -110.40 0 

6 (Pr, TWL), 5 -28.70 0.35 (Pr, Q|TWL), 5 -22.7 0.25  (Q, TWL), 5 -33.71 0.12 

7 (Pr, TWL), 214 -12.36 0.60 (Pr, Q|TWL), 224 -5.63 0.42  (Q, TWL), 5 -56.07 0 

8 (Pr, TWL), 214 -9.38 0.51 (Pr, Q|TWL), 5 -1.31 0.87  (Q, TWL), 30 -50.65 0 

9 (Pr, TWL|Q), 5 -3.28 0.15 (Pr, Q), 5 -7.54 0.98  (Q, TWL), 1 -44 0.76 

10 (Pr, TWL|Q), 1 -19.91 0.98 (Pr, Q), 10 -39.25 0.03  (Q, TWL), 1 -26.59 0.56 

11 (Pr, TWL|Q), 124 -1.65 0.82 (Pr, Q), 13 -10.43 0.87  (Q, TWL), 5 -12.16 0.27 

12 (Pr, TWL|Q), 104 -7.08 0.69 (Pr, Q), 5 -1.01 0.96  (Q, TWL), 5 -3.71 0.53 

13 (Pr, TWL), 134 1.22 0.6 (Pr, Q|TWL), 114 0.99 0.93  (Q, TWL|Pr), 5 -0.03 0.84 

14 (Pr, TWL), 14 -1.00 0.91 (Pr, Q), 5 -11.56 0.22  (Q, TWL), 3 -7.53 0.1 

15 (Pr, TWL|Q), 5 -12.24 0.4 (Pr, Q), 5 -18.52 0.57  (Q, TWL), 5 -21.5 0 

16 (Pr, TWL|Q), 1 -8.99 0.22 (Pr, Q), 234 -7.54 0.53  (Q, TWL), 5 -14.6 0 

17 (Pr, TWL|Q), 114 -5.37 0.16 (Pr, Q), 26 -2.37 0.46  (Q, TWL), 5 -15.75 0 

18 (Pr, TWL|Q), 1 -0.42 0.19 (Pr, Q), 134 -7.56 0.04  (Q, TWL), 1 -7.61 0.54 

19 (Pr, TWL|Q), 114 -0.95 0.23 (Pr, Q), 134 -8.15 0.01  (Q, TWL), 5 -6.1 0.29 

20 (Pr, TWL|Q), 16 0.72 0.92 (Pr, Q), 124 -16.44 0.01  (Q, TWL), 134 -1.89 0.27 

21 (Pr, TWL|Q), 6 1.00 0.61 (Pr, Q), 224 -13.72 0.36  (Q, TWL|Pr), 5 -8.32 0.27 

22 (Pr, TWL), 1 -5.17 0.24 (Pr, Q), 24 -2.72 0.28  (Q, TWL), 134 0.54 0.78 

23 (Pr, TWL), 104 -4.90 0.50 (Pr, Q|TWL), 204 -6.33 0.03  (Q, TWL), 1 -25.28 0.17 

24 (Pr, TWL), 1 0.82 0.6 (Pr, Q|TWL), 13 -1.02 0.93  (Q, TWL), 234 -14.54 0 

25 (Pr, TWL|Q), 5 1.60 0.54 (Pr, Q), 13 -2.93 0.78  (Q, TWL), 234 -0.27 0.49 

26 (Pr, TWL), 114 -8.52 0.2 (Pr, Q|TWL), 5 -9.79 0.14  (Q, TWL), 13 -9.34 0.35 

27 (Pr, TWL), 5 -12.10 0.72 (Pr, Q|TWL), 124 -1.89 0.10  (Q, TWL), 6 -7.47 0.36 

28 (Pr, TWL), 5 -8.70 0.66 (Pr, Q|TWL), 6 -11.52 0.07  (Q, TWL), 5 -0.03 0.45 

29 (Pr, TWL), 5 -7.47 0.93 (Pr, Q|TWL), 136 0.55 0.43  (Q, TWL), 234 -7.81 0.39 

30 (Pr, TWL|Q), 104 -1.50 0.25 (Pr, Q) 13 -4.74 0.82  (Q, TWL), 6 -4.39 0.47 

31 (Pr, TWL|Q), 134 -7.16 0.59 (Pr, Q), 33 0.40 0.47  (Q, TWL), 104 -16.32 0.58 

32 (Pr, TWL|Q), 3 -2.25 0.62 (Pr, Q), 26 -14.5 0.12  (Q, TWL|Pr),23 -0.56 0 

33 (Pr, TWL), 114 -1.95 0.25 (Pr, Q), 5 0.95 0.65  (Q, TWL), 13 1.94 0.09 

34 (Pr, TWL), 104 -1.56 0.44 (Pr, Q|TWL), 5 -0.12 0.41  (Q, TWL), 204 -16.12 0.72 

35 (Pr, TWL), 104 -7.76 0.25 (Pr, Q|TWL), 5 -1.56 0.59  (Q, TWL), 19 -32.11 0.11 

36 (Pr, TWL|Q), 13 0.06 0.35 (Pr, Q), 5 0.83 0.44  (Q, TWL), 19 -29.69 0.39 

37 (Pr, TWL), 204 -3.74 0.17 (Pr, Q|TWL), 214 -1.09 0.03  (Q, TWL), 204 -41.24 0.85 

38 (Pr, TWL), 5 -1.19 0.38 (Pr, Q|TWL), 5 1.02 0.64  (Q, TWL), 204 -33.62 0.91 

39 (Pr, TWL), 5 -0.51 0.39 (Pr, Q|TWL), 13 0.91 0.80  (Q, TWL), 204 -31.42 0.9 

40 (Pr, TWL), 104 -1.48 0.43 (Pr, Q|TWL), 214 -4.17 0.72  (Q, TWL), 9 -35.64 0 

41 (Pr, TWL|Q), 16 1.79 0.85 (Pr, Q), 5 0.55 0.34  (Q, TWL), 9 -65.33 0 
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Station Joint 
p-value 

(Pr, TWL) 
Joint 

p-value 

(Pr, Q) 
Joint 

p-value 

(Q, TWL) 

1 (Pr, TWL) 0.03 (Pr, Q|TWL) 0.02 (Q, TWL) 0.0 

2 (Pr, TWL) 0.00 (Pr, Q|TWL) 0.04 (Q, TWL) 0 

3 (Pr, TWL|Q) 0.66 (Pr, Q) 0.01 (Q, TWL) 0.33 

4 (Pr, TWL) 0.03 (Pr, Q|TWL) 0.21 (Q, TWL) 0 

5 (Pr, TWL) 0.04 (Pr, Q|TWL) 0.17 (Q, TWL) 0 

6 (Pr, TWL) 0 (Pr, Q|TWL) 0.01 (Q, TWL) 0 

7 (Pr, TWL) 0 (Pr, Q|TWL) 0.05 (Q, TWL) 0 

8 (Pr, TWL) 0 (Pr, Q|TWL) 0.04 (Q, TWL) 0 

9 (Pr, TWL|Q) 0.87 (Pr, Q) 0 (Q, TWL) 0 

10 (Pr, TWL|Q) 0.04 (Pr, Q) 0 (Q, TWL) 0 

11 (Pr, TWL|Q) 0.71 (Pr, Q) 0 (Q, TWL) 0 

12 (Pr, TWL|Q) 0.51 (Pr, Q) 0.03 (Q, TWL) 0.01 

13 (Pr, TWL) 0.01 (Pr, Q|TWL) 0.06 (Q, TWL) 0.04 

14 (Pr, TWL) 0 (Pr, Q) 0 (Q, TWL|Pr) 0.14 

15 (Pr, TWL|Q) 0.03 (Pr, Q) 0 (Q, TWL) 0 

16 (Pr, TWL|Q) 0.03 (Pr, Q) 0.04 (Q, TWL) 0 

17 (Pr, TWL|Q) 0.18 (Pr, Q) 0.11 (Q, TWL) 0 

18 (Pr,TWL|Q) 0.02 (Pr, Q) 0.05 (Q, TWL) 0 

19 (Pr,TWL|Q) 0.04 (Pr, Q) 0.03 (Q, TWL) 0 

20 (Pr, TWL|Q) 0.78 (Pr, Q) 0 (Q, TWL) 0.217 

21 (Pr, TWL|Q) 0.02 (Pr, Q) 0 (Q, TWL) 0 

22 (Pr, TWL) 0.01 (Pr, Q) 0 (Q, TWL|Pr) 0.06 

23 (Pr, TWL) 0.02 (Pr, Q|TWL) 0 (Q, TWL) 0 

24 (Pr, TWL) 0.02 (Pr, Q|TWL) 0 (Q, TWL) 0.03 

25 (Pr, TWL|Q) 0.04 (Pr, Q) 0 (Q, TWL) 0.32 

26 (Pr, TWL) 0.02 (Pr, Q|TWL) 0 (Q, TWL) 0.04 

27 (Pr, TWL) 0 (Pr, Q|TWL) 0.02 (Q, TWL) 0.35 

28 (Pr, TWL) 0 (Pr, Q|TWL) 0.38 (Q, TWL) 0.05 

29 (Pr, TWL) 0 (Pr, Q|TWL) 0.21 (Q, TWL) 0.08 

30 (Pr, TWL|Q) 0 (Pr, Q) 0.03 (Q, TWL) 0.03 

31 (Pr, TWL|Q) 0.74 (Pr, Q) 0.05 (Q, TWL) 0.01 

32 (Pr, TWL|Q) 0.38 (Pr, Q) 0.01 (Q, TWL) 0.23 

33 (Pr, TWL) 0.61 (Pr, Q) 0.05 (Q, TWL|Pr) 0.69 

34 (Pr, TWL) 0 (Pr, Q|TWL) 0.04 (Q, TWL) 0 

35 (Pr, TWL) 0.01 (Pr, Q|TWL) 0.18 (Q, TWL) 0 

36 (Pr, TWL|Q) 0.05 (Pr, Q) 0.07 (Q, TWL) 0 

37 (Pr, TWL) 0.05 (Pr, Q|TWL) 0.02 (Q, TWL) 0 

38 (Pr, TWL) 0.07 (Pr, Q|TWL) 0.64 (Q, TWL) 0 

39 (Pr, TWL) 0.01 (Pr, Q|TWL) 0.04 (Q, TWL) 0 

40 (Pr, TWL) 0.03 (Pr, Q|TWL) 0.13 (Q, TWL) 0 

41 (Pr, TWL|Q) 0.02 (Pr, Q) 0.02 (Q, TWL) 0 
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Supplementary Table 4. 1) The covariance matrix between four variables obtained 

using equation 5 of the manuscript  

 Q T P S 

Q 415085982598 56391347780 5396555294 30695552024 

T 56391347780 415082382657 -4990354966 117862424112 

P 5396555294 -4990354966 349302324753 -17785307195 

S 30695552024 117862424112 -17785307196 415085342656 

 

Supplementary Table 4. 2) The multivariate trend method, the trend statistics, the 

critical z/chi square values and trend type for the daily and extreme scenario of site# 

40. 

Scenario  Method Test statistics Trend type 

Daily (Td, Qd) 

CIT 2137.958 Increasing trend 

CET 87871090000 Increasing trend 

CST -30578559 Increasing trend  

Extreme 

(Te_0.99, Q) 

CIT 4.33 No trend 

CET 163098 No trend 

CST 90 No trend 

PS 3.68 Increasing trend 
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Supplementary Table 4. 3) The decadal changes of the magnitude of the daily skew 

surge, streamflow, total water level and precipitation at each location.  

 

 

 

Gauge 

number 

Mean S 

(m) 
Rate S (m) 

Percent 

 Change S (%) 

Mean Q 

(m3) 

Rate Q 

(m3) 

Percent  

Change Q (%) 

Mean T 

(m) 

Rate T 

(m) 

Percent 

 Change T 

(%) 

Mean P 

(m) 
Rate P (m) 

Percent 

Change P 

(%) 

1 0.057 -0.008 -14.035 7.413 -0.028 -0.3777 6.306 0.001 0.0159 3.942 0.031 0.786 

2 0.053 0.009 16.981 909.584 7.954 0.8745 6.186 0.016 0.2586 2.926 0.087 2.973 

3 0.037 -0.007 -18.919 106.489 -0.029 -0.0272 4.503 -0.002 -0.0444 7.225 0.284 3.931 

4 0.041 -0.011 -26.829 9.711 0.04 0.4119 4.557 -0.008 -0.1756 5.424 0.105 1.936 

5 0.036 -0.017 -47.222 19.204 -0.664 -3.4576 3.378 -0.012 -0.3552 9.174 0.041 0.447 

6 0.032 0.003 9.375 21.947 -0.024 -0.1094 2.646 0.004 0.1512 2.576 0.015 0.582 

7 0.04 0.003 7.500 132.235 0.982 0.7426 4.461 0.007 0.1569 3.323 0.002 0.060 

8 0.048 0.003 6.250 766.315 -0.534 -0.0697 4.477 0.006 0.1340 3.364 -0.01 -0.327 

9 0.026 0.001 3.846 253.57 -4.328 -1.7068 0.199 -0.13 -65.3266 2.358 0.005 0.212 

10 0.034 -0.002 -5.882 3.025 0.047 1.5537 0.223 -0.12 -54.2601 3.102 -0.11 -3.740 

11 0.042 -0.001 -2.381 2.993 0.088 2.9402 0.247 -0.08 -32.3887 2.849 -0.002 -0.070 

12 0.075 0.004 5.333 2.97 0.121 4.0741 0.309 -0.06 -19.7411 2.856 0.009 0.315 

13 0.041 0.004 9.756 2.672 -0.046 -1.7216 0.595 -0.24 -41.6807 2.861 0.031 1.084 

14 0.02 0.001 5.000 2.645 -0.063 -2.3819 0.567 -0.21 -37.2134 2.87 0.028 0.976 

15 0.065 0.005 7.692 0.578 0.015 2.5952 0.939 -0.06 -7.3482 2.682 0.074 2.759 

16 0.038 ~0 ~0.000 0.582 0.009 1.5464 0.875 -0.08 -9.8286 2.697 0.068 2.521 

17 0.056 ~0 ~0.000 0.572 0.018 3.1469 0.917 -0.071 -7.7426 2.674 0.069 2.580 

18 0.013 ~0 ~0.000 0.577 0.02 3.4662 0.817 -0.103 -12.6071 2.851 0.073 2.561 

19 0.018 ~0 ~0.000 0.576 0.022 3.8194 0.813 -0.116 -14.2681 2.854 0.073 2.558 

20 0.038 -0.002 -5.263 0.562 0.028 4.9822 0.659 -0.156 -23.6722 2.86 0.078 2.727 

21 0.041 -0.001 -2.439 4.999 -0.197 -3.9408 0.589 -0.189 -32.0883 2.851 0.001 0.035 

22 0.016 ~0 ~0.000 1.64 -0.14 -8.5366 0.516 -0.168 -32.5581 3.186 0.029 0.910 

23 0.04 ~0 ~0.000 17.563 -0.738 -4.2020 0.559 -0.159 -28.4436 2.677 0.07 2.615 

24 0.057 ~0 ~0.000 1.325 -0.025 -1.8868 0.947 -0.081 -8.5533 2.709 0.078 2.879 

25 0.037 ~0 ~0.000 16.56 0.307 1.8539 0.6 -0.151 -25.1667 3.326 0.084 2.526 

26 0.072 ~0 ~0.000 6.41 0.383 5.9750 0.988 -0.09 -9.1093 2.936 -0.003 -0.102 

27 0.012 ~0 ~0.000 6.276 0.206 3.2823 0.663 -0.018 -2.7149 2.621 0.041 1.564 

28 0.02 0.002 10.000 3.085 0.11 3.5656 0.653 -0.007 -1.0720 2.624 0.078 2.973 

29 0.038 -0.002 -5.263 0.88 0.057 6.4773 0.63 -0.016 -2.5397 3.022 0.032 1.059 

30 0.027 -0.001 -3.704 0.877 0.062 7.0696 0.525 ~0 ~0.0000 3.021 0.032 1.059 

31 0.02 0.001 5.000 0.859 0.062 7.2177 0.987 -0.066 -6.6869 2.889 0.126 4.361 

32 0.023 -0.003 -13.043 23.448 0.708 3.0194 0.786 -0.036 -4.5802 2.924 0.084 2.873 

33 0.016 -0.001 -6.250 23.257 0.697 2.9969 1.061 -0.102 -9.6136 3.068 0.066 2.151 

34 0.024 -0.001 -4.167 23.265 0.74 3.1807 1.142 -0.212 -18.5639 3.047 0.055 1.805 

35 0.021 -0.001 -4.762 23.509 0.663 2.8202 1.075 -0.216 -20.0930 3.069 0.056 1.825 

36 0.014 0.001 7.143 23.494 0.898 3.8223 1.19 -0.175 -14.7059 3.055 0.123 4.026 

37 0.051 0.006 11.765 100.572 -4.649 -4.6226 1.374 -0.068 -4.9491 2.791 -0.004 -0.143 

38 0.094 0.002 2.128 102.233 -5.557 -5.4356 1.907 -0.041 -2.1500 2.787 -0.025 -0.897 

39 0.164 -0.011 -6.707 94.755 0.484 0.5108 5.453 0 ~0.0000 2.851 0.057 1.999 

40 0.051 0.028 54.902 6.836 0.12 1.7554 1.738 0.027 1.5535 4.332 0.152 3.509 

41 0.049 0.032 65.306 80.599 -1.015 -1.2593 1.29 0.03 2.3256 5.066 0.138 2.724 
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Supplementary Table 4. 4) The decadal changes of the annual maximum skew 

surge, streamflow, total water level and precipitation at each location. 

 

 

 

  

 

   

Gauge 

numbe

r 

Mean 

S (m) 

Rate S 

(m) 

Percent 

 Change S 

(%) 

Mean Q 

(m3) 

Rate Q 

(m3) 

Percent  

Change Q 

(%) 

Mean T 

(m) 

Rate T 

(m) 

Percent 

 Change T 

(%) 

Mean P 

(m) 

Rate P 

(m) 

Percent 

Change P 

(%) 

1 0.67 -0.009 -1.343 23.482 -1.712 -7.291 7.646 -0.033 -0.432 47.682 1.613 3.383 

2 0.61 0.008 1.311 988.341 0.678 0.069 7.581 -0.018 -0.237 52.107 -2.463 -4.727 
3 0.564 -0.007 -1.241 117.221 2.553 2.178 5.599 -0.019 -0.339 83.008 3.427 4.129 

4 0.508 -0.016 -3.150 60.868 8.359 13.733 5.612 -0.023 -0.410 73.821 -1.029 -1.394 
5 0.601 0.01 1.664 75.215 2.679 3.562 4.292 -0.004 -0.093 125.16 -0.259 -0.207 

6 0.542 0.003 0.554 64.337 -1.936 -3.009 3.372 -0.007 -0.208 50.945 2.381 4.674 

7 0.632 0.004 0.633 138.793 17.447 12.571 5.275 -0.011 -0.209 50.307 -1.817 -3.612 
8 0.624 0.019 3.045 988.479 0.822 0.083 5.3 -0.014 -0.264 50.165 -1.501 -2.992 

9 0.169 -0.004 -2.367 470.63 56.003 11.900 0.477 -0.125 -26.205 44.461 -0.101 -0.227 

10 0.281 -0.015 -5.338 9.712 0.06 0.618 0.568 -0.143 -25.176 55.318 1.103 1.994 
11 0.391 0.02 5.115 9.724 0.069 0.710 0.676 -0.086 -12.722 46.482 -1.469 -3.160 

12 0.571 0.029 5.079 9.731 0.068 0.699 0.896 -0.035 -3.906 46.018 -1.488 -3.234 

13 0.307 0.015 4.886 9.601 -0.026 -0.271 0.946 -0.255 -26.956 46.642 -1.828 -3.919 
14 0.212 -0.005 -2.358 9.638 -0.027 -0.280 0.829 -0.208 -25.090 47.595 -1.758 -3.694 

15 0.56 -0.007 -1.250 8.389 -0.177 -2.110 1.467 -0.08 -5.453 57.071 1.629 2.854 

16 0.417 -0.033 -7.914 8.413 -0.25 -2.972 1.319 -0.117 -8.870 58.53 0.33 0.564 
17 0.476 -0.023 -4.832 8.38 -0.156 -1.862 1.397 -0.089 -6.371 56.948 1.494 2.623 

18 0.289 0.011 3.806 8.538 0.029 0.340 1.168 -0.086 -7.363 53.76 0.266 0.495 

19 0.358 -0.025 -6.983 8.517 0.023 0.270 1.194 -0.129 -10.804 53.123 0.478 0.900 
20 0.376 0.007 1.862 8.491 0.057 0.671 1.048 -0.138 -13.168 53.44 0.39 0.730 

21 0.398 0.005 1.256 11.783 0.139 1.180 0.992 -0.187 -18.851 48.028 -4.173 -8.689 

22 0.223 0.005 2.242 10.708 1.634 15.260 0.794 -0.164 -20.655 50.116 -3.048 -6.082 
23 0.44 -0.004 -0.909 71.596 -8.866 -12.383 0.963 -0.157 -16.303 47.439 -0.089 -0.188 

24 0.918 0.053 5.773 8.907 -0.029 -0.326 1.8 -0.041 -2.278 47.221 -1.368 -2.897 

25 0.468 0.01 2.137 15.864 2.341 14.757 1.062 -0.151 -14.218 47.286 1.18 2.495 
26 1.272 0.014 1.101 40.15 -1.567 -3.903 2.136 -0.057 -2.669 50.544 2.179 4.311 

27 0.226 -0.022 -9.735 40.655 -0.908 -2.233 1.111 -0.029 -2.610 47.328 -0.577 -1.219 

28 0.206 0.003 1.456 12.815 -0.361 -2.817 1.055 -0.01 -0.948 49.158 1.028 2.091 
29 0.356 -0.039 -10.955 8.447 -0.033 -0.391 1.027 -0.073 -7.108 51.943 -0.766 -1.475 

30 0.244 -0.03 -12.295 8.435 -0.026 -0.308 0.761 -0.036 -4.731 51.768 -0.627 -1.211 

31 0.502 -0.033 -6.574 8.432 -0.141 -1.672 1.744 -0.075 -4.300 51.166 1.102 2.154 
32 0.759 -0.055 -7.246 87.156 1.575 1.807 2.105 -0.087 -4.133 52.815 -0.319 -0.604 

33 0.508 -0.035 -6.890 85.93 1.838 2.139 1.848 -0.122 -6.602 50.32 0.004 0.008 

34 1.012 -0.157 -15.514 86.014 1.84 2.139 2.797 -0.369 -13.193 49.853 -0.279 -0.560 
35 0.92 -0.125 -13.587 85.603 2.031 2.373 2.651 -0.335 -12.637 50.53 -0.226 -0.447 

36 0.901 -0.066 -7.325 85.028 2.482 2.919 2.734 -0.243 -8.888 55.384 0.237 0.428 

37 1.071 -0.066 -6.162 205.518 31.304 15.232 3.077 -0.073 -2.372 48.416 -0.892 -1.842 
38 1.052 -0.034 -3.232 198.714 21.767 10.954 3.409 -0.031 -0.909 47.961 -1.254 -2.615 

39 1.428 -0.127 -8.894 116.828 20.265 17.346 6.942 -0.042 -0.605 57.678 0.367 0.636 

40 0.605 0.028 4.628 9.899 0.009 0.091 2.415 0.025 1.035 74.289 2.143 2.885 
41 0.578 0.038 6.574 98.857 0.123 0.124 1.962 0.019 0.968 69.593 5.625 8.083 
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Supplementary Table 5. 1) but for the nonstationary (linear) dependence parameter. 

Link function 
Copula families for the first 

parameter 

Copula families for the 

second parameter 

τt =
1

1 + e−(a+bt)
 3, 4, 6, 13, 14, 16 

10, 120, 104, 114, 124, 134, 

204, 214, 224, 234 

τt = 2 × (
1

1 + e−(a+bt)
− 0.5) 

 

1, 2, 5  

фt = 2.01 + (100 × (
1

1 + e−(a+bt)
))  2 

τt =
1

1 + e−(a+bt)
 − 1 23, 24, 26, 33, 34, 36 30, 40 

фt = 0.01 + (100 × (
1

1 + e−(a+bt)
)) 7, 17 9, 19 

фt = 1.01 + (100 × (
1

1 + e−(a+bt)
)) 

8, 9, 10, 18, 19, 20, 104, 114, 204, 

214 
7, 8, 17, 18 

фt = −0.01 − (100 × (
1

1 + e−(a+bt)
)) 27, 37 29, 39 

фt = −1.01 + (100 × (
1

1 + e−(a+bt)
)) 

28, 29, 30, 38, 39, 40, 124, 134, 

224, 234 
27, 28, 37, 38 
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Supplementary Table 5. 2) Similar to table 5.1 but for the nonstationary (Quadratic) 

dependence parameter.  

Link function 
Copula families for the first 

parameter 

Copula families for the 

second parameter 

τt =
1

1 + e−(a+bt+ct2)
 3, 4, 6, 13, 14, 16 

10, 120, 104, 114, 124, 134, 

204, 214, 224, 234 

τt = 2 × (
1

1 + e−(a+bt+ct2)
− 0.5) 

 

1, 2, 5  

фt = 2.01 + (100 × (
1

1 + e−(a+bt+ct2)
))  2 

τt =
1

1 + e−(a+bt+ct2)
 − 1 23, 24, 26, 33, 34, 36 30, 40 

фt = 0.01 + (100 × (
1

1 + e−(a+bt+ct2)
)) 7, 17 9, 19 

фt = 1.01 + (100 × (
1

1 + e−(a+bt+ct2)
)) 

8, 9, 10, 18, 19, 20, 104, 114, 

204, 214 
7, 8, 17, 18 

фt = −0.01 − (100 × (
1

1 + e−(a+bt+ct2)
)) 27, 37 29, 39 

фt = −1.01 + (100 × (
1

1 + e−(a+bt+ct2)
)) 

28, 29, 30, 38, 39, 40, 124, 134, 

224, 234 
27, 28, 37, 38 
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Supplementary Table 5. 3) The selected marginal distributions for Pr, Q, and TWL 

at each location along with their AIC and KS test p-values.   

 

 

 

Station 
Distribution 

(Pr) 

AIC 

(Pr) 

KS p-

value 

(Pr) 

Distribution 

(Q) 
AIC (Q) 

KS p-

value 

(Q) 

Distribution 

(TWL) 

AIC 

(TWL) 

KS p-

value 

(TWL) 

1 GPD 5503.62 0.02 GPD 182.33 0.00 Gamma 4333.34 0.05 

2 GPD 5238.61 0.03 Gumbel -166.62 0.00 GPD 7728.43 0.00 

3 GPD 4627.48 0.03 Normal 1095.58 0.04 GPD 7864.04 0.00 

4 GPD 4475.93 0 GEV 1029.30 0.13 GPD 7929.93 0.00 

5 GPD 5070.43 0 Gumbel 1369.70 0.06 Logistic 10074.13 0.00 

6 GPD 4710.81 0.01 Weibull 114.48 0.00 GPD 5672.24 0.00 

7 GPD 4820.84 0 GEV 229.33 0.05 GEV 10180.39 0.02 

8 GPD 4435.98 0.02 GEV 164.84 0.01 GPD 8230.06 0.00 

9 GPD 5192.10 0 Cauchy 1041.26 0.00 Gamma 6312.51 0.01 

10 GPD 5398.56 0 Exponential 2962.52 0.00 GPD 6751.61 0.30 

11 GPD 5383.14 0 GEV 706.46 0.17 GPD 8443.35 0.00 

12 GPD 4412.80 0.04 GEV 1023.76 0.13 GPD 10324.52 0.00 

13 GPD 4402.73 0 GEV 1160.24 0.18 GEV 2017.58 0.04 

14 GPD 4360.03 0 Logistic -22.18 0.02 Normal 10185.42 0.00 

15 GPD 4879.51 0 GEV -103.02 0.01 Weibull 3036.65 0.08 

16 GPD 4669.34 0 Normal -260.82 0.03 Weibull 3147.14 0.04 

17 GPD 4465.04 0 Logistic -104.21 0.03 Weibull 2903.24 0.36 

18 GPD 4441.81 0.03 Cauchy 1265.54 0.00 GPD 2981.94 0.08 

19 GPD 4421.76 0 Cauchy 1190.94 0.00 GPD 2956.70 0.02 

20 GPD 4993.34 0 Cauchy 1147.81 0.00 GEV 4137.62 0.04 

21 GPD 4430.77 0 Cauchy 1126.49 0.00 GPD 5363.58 0.03 

22 GPD 5131.90 0 GPD 1060.68 0.00 GEV 6238.63 0.39 

23 GPD 5293.28 0 GPD 1112.50 0.00 GPD 2229.97 0.02 

24 GPD 5132.25 0.03 Cauchy 1074.73 0.00 Weibull 2225.61 0.04 

25 GPD 5160.88 0 Exponential 1328.24 0.00 Weibull 2302.63 0.09 

26 GPD 5273.40 0 GEV 448.91 0.11 Weibull 2527.03 0.12 

27 GPD 5162.88 0 Exponential 1464.63 0.00 Weibull 1904.00 0.04 

28 GPD 5432.84 0 Exponential 1706.30 0.00 Weibull 2067.15 0.13 

29 GPD 5548.74 0 Exponential 1667.09 0.00 Weibull 2126.93 0.01 

30 GPD 4506.43 0.03 Exponential 1545.39 0.00 GPD 3116.46 0.00 

31 GPD 4756.21 0 Exponential 1748.39 0.00 GPD 5006.49 0.04 

32 GPD 5013.82 0 Exponential 1055.73 0.00 GPD 5239.57 0.01 

33 GPD 5230.62 0.03 GPD 1146.67 0.00 Gamma 3775.56 0.00 

34 GPD 5400.88 0.03 Exponential 1014.14 0.00 GEV 2326.27 0.08 

35 GPD 5304.60 0 Cauchy -1383.51 0.00 GEV 2252.59 0.01 

36 GPD 4721.96 0 Weibull 648.83 0.16 GEV 2037.43 0.04 

37 GPD 5201.40 0 Cauchy 1045.38 0.00 GPD 6375.99 0.00 

38 GPD 5166.74 0.04 GEV 1661.58 0.07 GPD 6315.33 0.00 

39 GPD 4896.70 0 GEV 1525.74 0.04 GPD 5985.24 0.00 

40 GPD 4763.44 0 GEV 1311.09 0.00 GPD 5950.20 0.00 

41 GPD 4579.59 0 Cauchy 1046.42 0.00 GPD 5657.46 0.00 
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Supplementary Table 5. 4) The estimated Mann-Kendall trend test Z statistics for 

three drivers at each location. Z values higher than 1.96 and lower than -1.96 

indicate the significant increasing and decreasing trends, respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Station Pr Q TWL 

1 1.57 1.83 0.19 

2 -1.21 0.22 0.39 

3 0.94 0.11 -1.56 

4 0.77 0.00 -1.64 

5 0.68 -0.22 -1.72 

6 -0.33 2.89 -0.35 

7 0.13 1.95 2.03 

8 -0.03 -0.82 1.25 

9 0.53 1.87 -18.19 

10 -0.86 -0.40 -16.50 

11 0.27 1.22 -12.61 

12 0.44 1.56 -6.92 

13 0.03 0.62 -19.20 

14 0.20 0.16 -15.71 

15 -1.38 2.51 -8.80 

16 -2.51 1.66 -11.20 

17 -1.71 1.82 -9.55 

18 0.54 1.27 -13.43 

19 0.77 1.46 -14.38 

20 0.93 1.85 -16.43 

21 0.21 -1.61 -16.80 

22 -0.43 -0.25 -17.90 

23 -1.75 -0.50 -17.45 

24 0.78 4.41 -7.72 

25 1.75 1.62 -12.51 

26 0.66 3.44 -7.25 

27 0.56 3s.43 -1.51 

28 1.52 1.56 0.79 

29 1.38 5.63 -4.79 

30 1.42 6.25 -1.43 

31 2.37 4.50 -7.13 

32 2.34 0.30 -2.76 

33 0.68 0.20 -9.72 

34 0.28 0.16 -11.42 

35 0.45 0.10 -10.74 

36 1.22 0.96 -10.22 

37 -0.92 -1.33 -4.66 

38 -1.40 -1.54 -2.33 

39 1.59 2.03 -0.38 

40 2.68 1.16 6.07 

41 2.03 0.63 5.89 
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Supplementary Table 5. 5) The best-selected models (stationary, linear and quadratic) for 

three flooding drivers according to their AIC values. The highlighted values in red indicate 

the selected model. 

  Pr   TWL   Q  

Location Stationary Linear Polynomial Stationary Linear Polynomial Stationary Linear Polynomial 

1 5006.2 5006.4 5007.3 1171.9 1173.9 1175.5 4360.2 4362.1 4364.1 

2 5229.7 5230.1 5229.1 1034.2 1035.8 1037.7 10996.7 10998.5 11000.3 

3 6178.0 6179.1 6180.8 716.0 714.9 716.9 9700.7 9702.5 9703.5 

4 5873.5 5875.4 5877.4 756.4 755.4 757.4 6310.6 6312.4 6314.4 

5 6063.2 6064.8 6066.8 347.6 345.7 347.4 7589.2 7591.0 7592.0 

6 5428.5 5430.5 5432.5 -7.0 -5.1 -4.7 6701.0 6701.3 6694.6 

7 5138.8 5140.8 5142.4 179.6 178.5 179.3 9131.9 9131.6 9133.0 

8 5544.2 5546.2 5547.7 242.4 243.2 243.5 11582.1 11583.1 11578.7 

9 5105.2 5105.6 5107.0 -82.2 -463.7 -461.7 10185.4 10187.4 10187.8 

10 5673.1 5675.0 5676.9 -97.5 -404.1 -501.3 3032.9 3034.8 3033.0 

11 5573.2 5574.9 5576.4 -260.5 -437.2 -533.7 3108.1 3107.0 3106.1* 

12 5303.0 5304.9 5305.8 -115.1 -164.3 -278.7 2885.3 2881.7 2878.9 

13 5266.2 5267.5 5269.2 874.8 429.8 248.1 4168.1 4169.2 4171.1 

14 5254.1 5255.7 5257.5 812.5 489.7 265.1 4152.5 4154.3 4155.8 

15 6372.3 6374.1 6373.7 249.9 170.7 138.2 1692.8 1691.8 1690.3 

16 6029.3 6031.0 6028.0 286.2 152.6 95.3 1637.7 1638.6 1637.6 

17 6450.5 6452.5 6452.0 318.2 228.8 152.0 1772.5 1772.9 1771.7 

18 6061.1 6062.9 6062.1 460.5 257.7 82.0 1933.1 1934.6 1931.6 

19 5901.3 5902.8 5901.2 403.0 159.8 -4.2 1922.7 1923.8 1919.9 

20 5898.4 5899.7 5899.7 681.0 364.5 172.3 1854.1 1855.0 1853.0 

21 5761.2 5762.8 5764.8 805.2 448.2 215.8 5562.4 5564.4 5564.6 

22 6131.1 6131.8 6133.8 920.6 542.4 359.9 4915.7 4915.1 4913.9 

23 6037.0 6037.9 6039.0 888.3 538.1 300.2 7371.8 7372.5 7374.1 

24 5202.2 5204.2 5205.3 416.4 361.6 223.5 4109.8 4106.0 4106.7 

25 5219.7 5220.4 5221.2 788.8 608.6 272.4 5772.2 5772.9 5772.4 

26 5561.7 5563.3 5562.1 573.6 533.8 472.6 7085.4 7085.5 7086.5 

27 5871.1 5873.0 5873.5 147.4 142.6 140.9 7515.5 7516.8 7518.8 

28 6017.8 6015.3 6016.6 239.3 240.5 213.5 3830.3 3830.8 3828.5* 

29 6265.5 6266.4 6265.3 -638.9 -654.2 -736.2 4268.2 4265.4 4263.7* 

30 6130.8 6131.7 6131.3 -1603.0 -1601.6 -1702.8 4123.2 4115.4* 4114.3 

31 5448.8 5444.7 5446.1 648.8 603.0 582.4 3796.7 3795.4 3793.7 

32 5302.2 5300.2 5300.8 919.3 914.2 915.5 6968.0 6963.7 6965.7 

33 5886.9 5886.9 5888.2 748.7 672.4 672.8 7897.3 7894.1 7896.0 

34 5858.4 5859.1 5860.2 1723.3 1590.8 1590.2 7833.1 7829.9* 7830.8 

35 5563.7 5564.3 5565.5 1586.8 1468.8 1465.7 7443.4 7439.8 7441.0 

36 5547.5 5548.5 5549.4 1355.8 1261.8 1251.5 7208.6 7205.4 7206.2 

37 5896.1 5897.5 5899.2 1500.8 1483.3 1479.9 10448.0 10449.3* 10451.1 
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38 5218.4 5218.6 5220.6 1097.1 1094.0 1093.7 9195.5 9196.8 9196.0* 

39 5740.4 5741.6 5743.0 1095.6 1097.6 1099.5 9238.1 9238.0 9239.6 

40 6228.8 6225.7 6227.5 -203.4 -241.0 -242.5 4324.4 4325.6 4322.4* 

41 5898.3 5893.6 5894.7 -237.5 -269.0 -267.2 8749.1 8750.3 8751.5 
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Supplementary Table 5. 6) The best-fitted copula functions at each location along 

with their corresponding AIC values, and the p-values. 

 

 

 

 

Station 
Joint, copula 

family 

AIC(Pr, 

TWL) 

p-value 

(Pr,  TWL) 

Joint, copula 

family 
AIC(Pr, Q) 

p-value 

(Pr, Q) 
 

Joint, copula 

family 
AIC(Q, 

TWL) 

p-value (Q, 

TWL) 

1 (Pr, TWL), 5  -0.52 0.97 (Pr, Q|TWL), 4 0.73 0.85  (Q, TWL), 3 -6.88 0.46 

2 (Pr, TWL), 13 -11.14 0.64 (Pr, Q|TWL), 134 -4.96 0.53  (Q, TWL), 134 -35.95 0.03 

3 (Pr, TWL|Q), 24 -0.11 0.26 (Pr, Q), 124 -4.09 0.23  (Q, TWL), 134 -2.68 0.45 

4 (Pr, TWL), 5 -2.27 0.01 (Pr, Q|TWL), 104 1.52 0.77  (Q, TWL), 6 -77.80 0.06 

5 (Pr, TWL), 5 1.15 0.01 (Pr, Q|TWL), 214 -2.52 0.01  (Q, TWL), 6 -110.40 0 

6 (Pr, TWL), 5 -28.70 0.35 (Pr, Q|TWL), 5 -22.7 0.25  (Q, TWL), 5 -33.71 0.12 

7 (Pr, TWL), 214 -12.36 0.60 (Pr, Q|TWL), 224 -5.63 0.42  (Q, TWL), 5 -56.07 0 

8 (Pr, TWL), 214 -9.38 0.51 (Pr, Q|TWL), 5 -1.31 0.87  (Q, TWL), 30 -50.65 0 

9 (Pr, TWL|Q), 5 -3.28 0.15 (Pr, Q), 5 -7.54 0.98  (Q, TWL), 1 -44 0.76 

10 (Pr, TWL|Q), 1 -19.91 0.98 (Pr, Q), 10 -39.25 0.03  (Q, TWL), 1 -26.59 0.56 

11 (Pr, TWL|Q), 124 -1.65 0.82 (Pr, Q), 13 -10.43 0.87  (Q, TWL), 5 -12.16 0.27 

12 (Pr, TWL|Q), 104 -7.08 0.69 (Pr, Q), 5 -1.01 0.96  (Q, TWL), 5 -3.71 0.53 

13 (Pr, TWL), 134 1.22 0.6 (Pr, Q|TWL), 114 0.99 0.93  (Q, TWL|Pr), 5 -0.03 0.84 

14 (Pr, TWL), 14 -1.00 0.91 (Pr, Q), 5 -11.56 0.22  (Q, TWL), 3 -7.53 0.1 

15 (Pr, TWL|Q), 5 -12.24 0.4 (Pr, Q), 5 -18.52 0.57  (Q, TWL), 5 -21.5 0 

16 (Pr, TWL|Q), 1 -8.99 0.22 (Pr, Q), 234 -7.54 0.53  (Q, TWL), 5 -14.6 0 

17 (Pr, TWL|Q), 114 -5.37 0.16 (Pr, Q), 26 -2.37 0.46  (Q, TWL), 5 -15.75 0 

18 (Pr, TWL|Q), 1 -0.42 0.19 (Pr, Q), 134 -7.56 0.04  (Q, TWL), 1 -7.61 0.54 

19 (Pr, TWL|Q), 114 -0.95 0.23 (Pr, Q), 134 -8.15 0.01  (Q, TWL), 5 -6.1 0.29 

20 (Pr, TWL|Q), 16 0.72 0.92 (Pr, Q), 124 -16.44 0.01  (Q, TWL), 134 -1.89 0.27 

21 (Pr, TWL|Q), 6 1.00 0.61 (Pr, Q), 224 -13.72 0.36  (Q, TWL|Pr), 5 -8.32 0.27 

22 (Pr, TWL), 1 -5.17 0.24 (Pr, Q), 24 -2.72 0.28  (Q, TWL), 134 0.54 0.78 

23 (Pr, TWL), 104 -4.90 0.50 (Pr, Q|TWL), 204 -6.33 0.03  (Q, TWL), 1 -25.28 0.17 

24 (Pr, TWL), 1 0.82 0.6 (Pr, Q|TWL), 13 -1.02 0.93  (Q, TWL), 234 -14.54 0 

25 (Pr, TWL|Q), 5 1.60 0.54 (Pr, Q), 13 -2.93 0.78  (Q, TWL), 234 -0.27 0.49 

26 (Pr, TWL), 114 -8.52 0.2 (Pr, Q|TWL), 5 -9.79 0.14  (Q, TWL), 13 -9.34 0.35 

27 (Pr, TWL), 5 -12.10 0.72 (Pr, Q|TWL), 124 -1.89 0.10  (Q, TWL), 6 -7.47 0.36 

28 (Pr, TWL), 5 -8.70 0.66 (Pr, Q|TWL), 6 -11.52 0.07  (Q, TWL), 5 -0.03 0.45 

29 (Pr, TWL), 5 -7.47 0.93 (Pr, Q|TWL), 136 0.55 0.43  (Q, TWL), 234 -7.81 0.39 

30 (Pr, TWL|Q), 104 -1.50 0.25 (Pr, Q) 13 -4.74 0.82  (Q, TWL), 6 -4.39 0.47 

31 (Pr, TWL|Q), 134 -7.16 0.59 (Pr, Q), 33 0.40 0.47  (Q, TWL), 104 -16.32 0.58 

32 (Pr, TWL|Q), 3 -2.25 0.62 (Pr, Q), 26 -14.5 0.12  (Q, TWL|Pr),23 -0.56 0 

33 (Pr, TWL), 114 -1.95 0.25 (Pr, Q), 5 0.95 0.65  (Q, TWL), 13 1.94 0.09 

34 (Pr, TWL), 104 -1.56 0.44 (Pr, Q|TWL), 5 -0.12 0.41  (Q, TWL), 204 -16.12 0.72 

35 (Pr, TWL), 104 -7.76 0.25 (Pr, Q|TWL), 5 -1.56 0.59  (Q, TWL), 19 -32.11 0.11 

36 (Pr, TWL|Q), 13 0.06 0.35 (Pr, Q), 5 0.83 0.44  (Q, TWL), 19 -29.69 0.39 

37 (Pr, TWL), 204 -3.74 0.17 (Pr, Q|TWL), 214 -1.09 0.03  (Q, TWL), 204 -41.24 0.85 

38 (Pr, TWL), 5 -1.19 0.38 (Pr, Q|TWL), 5 1.02 0.64  (Q, TWL), 204 -33.62 0.91 

39 (Pr, TWL), 5 -0.51 0.39 (Pr, Q|TWL), 13 0.91 0.80  (Q, TWL), 204 -31.42 0.9 

40 (Pr, TWL), 104 -1.48 0.43 (Pr, Q|TWL), 214 -4.17 0.72  (Q, TWL), 9 -35.64 0 

41 (Pr, TWL|Q), 16 1.79 0.85 (Pr, Q), 5 0.55 0.34  (Q, TWL), 9 -65.33 0 
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Supplementary Table 5. 7) The p-values associated with the dependence test of three 

joints at each site.   

 

 

 

Station Joint 
Cor (Pr, 

TWL) 

p-value 

(Pr, 

TWL) 

Joint 
Cor 

(Pr, Q) 

p-value 

(Pr, Q) 

Joint 
Cor (Q, 

TWL) 

p-value 

(Q, TWL) 

1 (Pr, TWL) -0.023 0.03 (Pr, Q|TWL) 0.018 0.02 (Q, TWL) -0.055 0.0 

2 (Pr, TWL) 0.025 0.00 (Pr, Q|TWL) -0.067 0.04 (Q, TWL) -0.094 0 

3 (Pr, TWL|Q) -0.014 0.66 (Pr, Q) 0.118 0.01 (Q, TWL) -0.140 0.33 

4 (Pr, TWL) 0.006 0.03 (Pr, Q|TWL) 0.116 0.21 (Q, TWL) 0.244 0 

5 (Pr, TWL) 0.052 0.04 (Pr, Q|TWL) 0.236 0.17 (Q, TWL) 0.193 0 

6 (Pr, TWL) 0.209 0 (Pr, Q|TWL) -0.062 0.01 (Q, TWL) -0.228 0 

7 (Pr, TWL) 0.120 0 (Pr, Q|TWL) 0.024 0.05 (Q, TWL) 0.250 0 

8 (Pr, TWL) 0.124 0 (Pr, Q|TWL) -0.022 0.04 (Q, TWL) -0.277 0 

9 (Pr, TWL|Q) 0.059 0.87 (Pr, Q) 0.142 0 (Q, TWL) 0.013 0 

10 (Pr, TWL|Q) 0.055 0.04 (Pr, Q) -0.160 0 (Q, TWL) -0.178 0 

11 (Pr, TWL|Q) 0.057 0.71 (Pr, Q) -0.075 0 (Q, TWL) -0.143 0 

12 (Pr, TWL|Q) 0.050 0.51 (Pr, Q) -0.069 0.03 (Q, TWL) -0.155 0.01 

13 (Pr, TWL) 0.038 0.01 (Pr, Q|TWL) -0.067 0.06 (Q, TWL) -0.111 0.04 

14 (Pr, TWL) 0.012 0 (Pr, Q) -0.079 0 (Q, TWL|Pr) -0.106 0.14 

15 (Pr, TWL|Q) 0.116 0.03 (Pr, Q) 0.021 0 (Q, TWL) -0.025 0 

16 (Pr, TWL|Q) 0.138 0.03 (Pr, Q) 0.012 0.04 (Q, TWL) -0.047 0 

17 (Pr, TWL|Q) 0.109 0.18 (Pr, Q) 0.010 0.11 (Q, TWL) -0.050 0 

18 (Pr,TWL|Q) 0.081 0.02 (Pr, Q) 0.005 0.05 (Q, TWL) -0.047 0 

19 (Pr,TWL|Q) 0.030 0.04 (Pr, Q) 0.016 0.03 (Q, TWL) -0.054 0 

20 (Pr, TWL|Q) 0.037 0.78 (Pr, Q) 0.014 0 (Q, TWL) -0.107 0.217 

21 (Pr, TWL|Q) 0.011 0.02 (Pr, Q) -0.119 0 (Q, TWL) -0.046 0 

22 (Pr, TWL) 0.080 0.01 (Pr, Q) 0.039 0 (Q, TWL|Pr) 0.168 0.06 

23 (Pr, TWL) 0.083 0.02 (Pr, Q|TWL) -0.071 0 (Q, TWL) -0.003 0 

24 (Pr, TWL) 0.038 0.02 (Pr, Q|TWL) 0.081 0 (Q, TWL) 0.058 0.03 

25 (Pr, TWL|Q) -0.018 0.04 (Pr, Q) -0.114 0 (Q, TWL) -0.122 0.32 

26 (Pr, TWL) -0.013 0.02 (Pr, Q|TWL) -0.039 0 (Q, TWL) 0.097 0.04 

27 (Pr, TWL) 0.032 0 (Pr, Q|TWL) -0.057 0.02 (Q, TWL) -0.049 0.35 

28 (Pr, TWL) 0.019 0 (Pr, Q|TWL) 0.015 0.38 (Q, TWL) -0.020 0.05 

29 (Pr, TWL) 0.046 0 (Pr, Q|TWL) 0.041 0.21 (Q, TWL) 0.105 0.08 

30 (Pr, TWL|Q) 0.084 0 (Pr, Q) 0.038 0.03 (Q, TWL) 0.151 0.03 

31 (Pr, TWL|Q) 0.021 0.74 (Pr, Q) 0.041 0.05 (Q, TWL) 0.177 0.01 

32 (Pr, TWL|Q) -0.017 0.38 (Pr, Q) 0.046 0.01 (Q, TWL) 0.154 0.23 

33 (Pr, TWL) 0.041 0.61 (Pr, Q) 0.017 0.05 (Q, TWL|Pr) 0.147 0.69 

34 (Pr, TWL) 0.065 0 (Pr, Q|TWL) 0.016 0.04 (Q, TWL) 0.096 0 

35 (Pr, TWL) 0.059 0.01 (Pr, Q|TWL) 0.007 0.18 (Q, TWL) 0.089 0 

36 (Pr, TWL|Q) 0.007 0.05 (Pr, Q) 0.004 0.07 (Q, TWL) 0.122 0 

37 (Pr, TWL) 0.033 0.05 (Pr, Q|TWL) -0.015 0.02 (Q, TWL) 0.196 0 

38 (Pr, TWL) 0.078 0.07 (Pr, Q|TWL) -0.019 0.64 (Q, TWL) 0.193 0 

39 (Pr, TWL) -0.015 0.01 (Pr, Q|TWL) -0.057 0.04 (Q, TWL) -0.036 0 

40 (Pr, TWL) 0.059 0.03 (Pr, Q|TWL) -0.024 0.13 (Q, TWL) -0.018 0 

41 (Pr, TWL|Q) 0.102 0.02 (Pr, Q) 0.027 0.02 (Q, TWL) -0.090 0 
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Supplementary Table 5. 8) The WAIC values corresponding to the three models 

(stationary, linear, and polynomial) for three pair copulas at each location. 

 Joint1 (Pr, TWL) Joint2 (Pr, Q) Joint3 (Q, TWL) 

Location Stationary Linear Polynomial Stationary Linear Polynomial Stationary Linear Polynomial 

1 -1384.67 -1221.93 -1395.62 -1386.51 -1131.99 -1052.58 -1386.51 2241.77 9599.48 

2 -1342.75 -195.05 -184.36 -1347.30 -183.09 -186.66 -1344.01 -583.47 -1870.98 

3 -1482.62 -1325.23 -12232.54 -1487.40 -223.10 -249.40 -1460.42 -1667.20 -746.69 

4 -1430.73 -216.73 -178.77 -858.98 -1479.51 -1462.23 -1413.16 -192.28 -204.06 

5 -1376.94 -1213.45 -1246.54 -1457.75 -1330.86 -1340.47 -1457.79 -1298.92 -1300.25 

6 -1427.64 -282.24 -265.95 -1435.20 -256.92 -264.14 -1401.24 -217.56 -222.31 

7 -1398.46 6638.66 6598.68 -1444.51 -646.41 -634.00 -1373.49 -174.51 -171.33 

8 -1521.76 -267.05 4644.09 -1600.22 -292.59 -331.74 -1488.87 -257.69 -1231.40 

9 -1375.85 -1370.31 -1379.50 -1380.23 -164.24 -160.12 -1368.57 3113748.63 -617.07 

10 -1509.79 -221.96 -238.26 -1456.93 -178.06 -209.26 -1471.27 -164.60 -172.00 

11 -1500.01 817.42 -1488.74 6650.75 -238.24 -200.56 -1498.74 -965.36 -1500.99 

12 -1424.03 -1325.32 -1397.89 -1402.87 -1080.12 -230.40 -1429.28 -1468.97 -794.84 

13 -1421.67 -2946.40 -2095.96 -1782.10 -1413.76 -1418.15 -1553.37 -1419.55 -1419.42 

14 -1410.71 -2035.28 -1570.84 -1415.15 -191.41 -212.34 -1408.27 -734.85 -972.52 

15 -1595.29 -212.35 -199.68 -1535.07 5137.94 5356.80 -1586.49 118.07 169.87 

16 -1499.46 -1067.35 -326.42 -1325.39 -260.71 -1469.35 -1490.05 25364.32 24025.25 

17 -1614.71 -204.22 -177.76 -1636.87 -271.03 -238.16 -1606.13 -1631.01 328.61 

18 -1595.58 -450.00 -568.01 -1420.06 -1325.65 -1125.65 -1576.20 -1527.34 -132.94 

19 -1551.82 -1388.09 7586.76 -1526.85 -233.06 -169.78 -1539.72 9343.17 9875.98 

20 -1525.94 -1324.58 -1235.45 -1462.02 -266.18 -1614.83 -1540.24 -179.82 -1536.41 

21 -1571.28 -1317.46 -1123.46 -1547.97 -2526.83 -1966.08 -1548.00 -1132.78 -1123.89 

22 -1635.97 -121.36 -1242.94 -1595.22 -1703.58 -1678.75 -1633.88 147.47 -524.72 

23 -1358.34 -1363.74 7887.34 -1630.26 -1279.55 -285.56 -1623.64 -222.22 -879.12 

24 -1408.65 -1358.48 -1236.65 -1396.04 -1310.98 -1291.15 -1400.45 -1119.04 90.55 

25 -1429.81 -1011.30 -495.43 -1444.68 -255.90 -201.11 -1425.92 -1244.99 -1218.90 

26 -1476.96 -1066.20 -1477.01 -1481.68 -153.98 21946.17 -1476.66 -1721.39 4418.31 

27 -1573.97 -1105.77 -1566.84 -1572.31 -1020.76 2310.16 -1572.26 -314.28 -1606.76 

28 -1587.86 -1398.06 -1062.99 -1591.71 -1542.65 -1566.50 -1585.97 -231.30 -248.84 

29 -1641.94 2046.91 2061.96 -1701.13 640.63 8956.64 -1643.46 -198.40 -192.28 

30 -1613.91 3417.81 -229.35 -1422.72 1188.72 844.31 -1614.67 -225.20 -168.05 

31 -1424.01 -170.14 -164.25 -99.79 -433.73 -319.80 -1425.13 -1325.32 -1226.56 

32 -1373.59 -132.00 -179.09 -1468.46 21013.15 19708.76 -1372.01 -1132.52 -1287.32 

33 -1561.82 -470.68 -1121.24 -1645.35 60980.99 27615.22 -1562.14 -903.05 -1205.51 

34 -1559.80 -165.96 -165.78 -1632.16 18203.71 31714.95 -1555.02 -208.05 -218.50 

35 -1474.85 -195.73 -223.39 -1540.45 6503.02 33413.77 -1473.03 -1235.65 -1398.52 

36 -1419.31 1521.16 638.70 909.29 1933.75 1741.18 -1428.88 -212.33 -1080.32 

37 -1587.86 -149.29 -186.08 -1589.87 -1711.76 -1667.43 -1583.46 -861.14 -947.24 

38 -1415.57 -174.17 -182.04 -1409.02 -1384.32 -1445.55 -1408.96 -696.29 -362.81 



 

187 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

39 -1425.32 -15.41 -1534.48 -1423.95 -3009.78 755.29 -1427.79 -836.74 -1375.57 

40 -1511.17 -1511.17 -128.19 -1552.67 -1519.13 -1513.55 -1511.02 -1471.92 -1465.98 

41 -1032.24 -1491.85 -1010.98 -1539.61 -2713.37 -4702.77 -1461.40 -1428.35 -1131.52 
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Supplementary Table 5. 9) The estimated TWL return levels for 24 locations under 

the nonstationary environment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 TWL-lower bound TWL-median TWL-higher bound 

Location 1960 2015 1960 2015 1960 2015 

1 1.70 1.70 1.73 1.73 1.75 1.75 

2 1.46 1.46 1.49 1.49 1.51 1.51 

3 1.92 1.92 1.95 1.95 1.98 1.98 

4 1.87 1.87 1.91 1.91 1.95 1.95 

6 2.32 2.32 2.36 2.36 2.39 2.39 

7 2.14 2.21 2.32 2.35 2.55 2.61 

9 1.25 1.16 1.28 1.20 1.32 1.25 

12 0.41 0.37 0.43 0.37 0.44 0.39 

15 1.08 1.02 1.09 1.04 1.12 1.07 

17 1.09 0.98 1.10 1.05 1.13 1.09 

22 1.39 1.37 1.40 1.39 1.41 1.41 

23 1.08 1.08 1.11 1.11 1.16 1.16 

24 5.31 5.17 5.35 5.22 5.39 5.29 

26 0.72 0.53 0.73 0.68 0.74 0.69 

27 3.98 3.98 4.06 4.06 4.13 4.13 

29 3.23 3.1 3.44 3.18 3.65 3.55 

30 6.90 6.90 6.93 6.93 6.96 6.96 

32 2.52 2.67 2.42 2.51 2.36 2.26 

36 0.56 0.72 0.58 0.72 0.59 0.72 

37 1.39 1.35 1.45 1.44 1.50 1.48 

38 1.13 1.12 1.14 1.13 1.16 1.14 

39 0.77 0.77 0.82 0.82 0.87 0.87 

40 2.73 2.88 2.80 2.92 2.85 3.05 

41 3.29 6.68 3.35 6.91 3.52 6.99 
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Supplementary Table 5. 10) The time-varying Q return levels, estimated for 24 

locations.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Q-lower bound Q-median Q-higher bound 

Location 1960 2015 1960 2015 1960 2015 

1 190.24 190.24 190.30 190.30 190.36 190.36 

2 31.25 32.37 32.11 32.54 32.98 33.10 

3 13.52 13.52 19.48 19.48 26.37 26.37 

4 15.24 15.24 21.23 21.23 29.21 29.21 

6 536.68 541.81 538.06 543.26 539.45 549.68 

7 18.69 20.26 19.48 21.04 20.26 21.83 

9 20.89 23.42 24.02 24.98 27.63 28.69 

12 1561.68 1561.68 1632.08 1632.08 1702.48 1702.48 

15 777.35 785.35 782.44 791.08 789.53 795.65 

17 190.94 190.94 196.98 196.98 203.24 203.24 

22 3479.02 3479.02 3293.72 3293.72 3108.43 3108.43 

23 14.67 14.67 14.73 14.73 14.79 14.79 

24 774.30 779.30 778.38 785.38 783.46 793.46 

26 154.47 158 162.22 168.61 167.76 174.54 

27 2139.80 2139.80 2139.80 2139.80 2139.80 2139.80 

29 742.85 742.85 764.16 764.16 785.47 78.47 

30 971.11 971.11 988.06 988.06 1005.01 1005.01 

32 27.79 28.00 29.39 30.00 31.07 33.00 

36 418.18 418.18 403.57 403.57 388.96 388.96 

37 634.55 634.55 633.02 633.02 631.49 631.49 

38 67.11 67.11 67.14 67.14 67.17 67.17 

39 62.25 63.26 64.28 65.32 66.31 67.39 

40 258.23 258.23 260.78 260.78 263.34 263.34 

41 261.31 261.31 264.15 264.15 266.98 266.98 
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Appendix B: List of supplementary Figures 
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Supplementary Figure 2. 1) The best-fitted marginal distributions corresponding to 

the eight bivariate scenarios and the associated P-values for the Kolmogorov-

Smirnov tests across different locations. For example, the subfigures entitled 

Pr(extreme)/Pre_0.95, Pr(extreme)/S show the marginal distributions for extreme Pr 

and the associated surge data. As some Pr data corresponding to the scenarios 

(TWLe_0.95, Pr) and (Se_0.95, Pr) is zero and excluded from the analysis, there are two 

marginals for the extreme variable of each scenario. For instance, TWL(extreme)/ 

Pre_0.95(Pr) and TWL(extreme)/ Pre_0.95(Q) subfigures respectively, denote the 

marginal distributions of extreme TWL data when jointed with Pr and Q.  
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Supplementary Figure 2. 2) The estimated OR, AND, and Kendall JRPs in 

comparison with univariate RP and independence OR and AND JRPs for a) 

scenario (Qe_0.95, TWL) and b) scenario (Qe_0.95, S).    
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Supplementary Figure 2. 3) Similar to Figure S2 but for a) scenario (TWLe_0.95, Q) 

and b) scenario (TWLe_0.95, Pr). 
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Supplementary Figure 2. 4) Similar to Table S2 but for scenario a) scenario (Se_0.95, 

Q) and b) scenario (Se_0.95, Pr). 
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Supplementary Figure 2. 5) The CHR index values obtained for different locations 

regarding the scenario (TWLe_0.95, Q). 
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Supplementary Figure 2. 6) The measured conditional RPs across different locations 

for the (Pre_0.95, S) bivariate scenario. 

 

 

 



 

198 

 

 

Supplementary Figure 2. 7) Similar to Figure S2.6 but for scenario (Qe_0.95, TWL). 
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Supplementary Figure 2. 8) Similar to Figure S2.6 but for scenario (Qe_0.95, S). 
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Supplementary Figure 2. 9) Similar to Figure S2.6 but for scenario (TWLe_0.95, Q). 
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Supplementary Figure 2. 10) Similar to Figure S2.6 but for scenario (TWLe_0.95, Pr). 
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Supplementary Figure 2. 11) Similar to Figure S2.6 but for scenario (Se_0.95, Q).  
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Supplementary Figure 2. 12) Similar to Figure S2.6 but for scenario (Se_0.95, Pr).  
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Supplementary Figure 2. 13) The estimated FPs pertaining to locations 5, and 41 for 

100 and 10 years OR RP considering scenario (TWLe_0.95, Pr). 
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Supplementary Figure 2. 14) The estimated FPs for 100-year bivariate event of 

different scenarios for location # 41.  

 



 

206 

 

 

Supplementary Figure 3. 1) a) An illustration of four-dimensional C-vine copula, b) 

Four-dimensional D-vine copula. 
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Supplementary Figure 3. 2) The locations highlighted in red show positive 

dependency in (Pr, TWL) which is higher than (Q, TWL), and the ones highlighted 

in blue show areas with larger positive dependencies in (Q, TWL) compared to (Pr, 

TWL). 
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Supplementary Figure 4. 1) A graphical illustration of skew surge, which is the 

difference between high tide and maximum total water level over a 24-hour period 

regardless of their timing.  
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Supplementary Figure 4. 2) The streamflow time series for site # 40 before and after 

Block Bootstrap Sampling (block size is 1 year): a) The original and its shuffled time 

series (for one sample) using BBS for three years, b) The original time series 

highlighted in black and 500/1000 shuffled time series for three years. c) The 

distribution of test stats and where the observed test stat lies.  

 

   

(c) 

The test statistic of real 

data  
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Supplementary Figure 4. 3) The autocorrelation functions of streamflow time series 

for site #40. a) Original time series and b) its one shuffled time series after using 

BBS. The time lag is one year.  
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Supplementary Figure 4. 4) Different forms of the joint bivariate trends: a) both 

variables have increasing trends.  b) both variables have decreasing trends (negative 

joint trend), c) the variables have increasing and decreasing trends, d) both 

variables are stationary.  
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Supplementary Figure 4. 5) Daily time series of four variables for site# 40. a) 

Precipitation and streamflow and b) Total water level and skew surge.  
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Supplementary Figure 4. 6) The number of locations with increasing, decreasing or 

no statistically significant trends based on the results of three non-parametric 

multivariate trend analysis methods (i.e. CIT, CST and CET) for (Qd, Sd), (Qd, Td), 

(Pd, Sd) and (Td, Pd)  scenarios. 
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Supplementary Figure 4. 7) The Kendall’s correlation coefficients of four scenarios 

for each gauge in daily time scale.  Blue circles denote significant correlations (95% 

confidence).  
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Supplementary Figure 4. 8) Trivariate daily trends of streamflow, precipitation and 

skew surge over the Atlantic, Pacific and the Great Lakes coasts.  

 

 

Supplementary Figure 4. 9) The trend of PS values for different quantities of gauge 

40 related to the scenario (Te, Q1). 
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Supplementary Figure 4. 10) The trend of PS values for different Q0.95 and Q0.975 

related to scenarios (Qe, T1) and (Te, Q1).  
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Supplementary Figure 4. 11) The Kendall’s correlation coefficients of extremes 

(Q0.95 and Q0.99) of (Q, T1) and (T, Q1) scenarios for each gauge.  Blue circles denote 

significant correlations (95% confidence). 



 

219 

 

 



 

220 

 

Supplementary Figure 4. 12) The bivariate trends of two extreme scenarios of 

(Qe_0.99, S1) (Q values above the 99th percentile threshold and maximum S values one 

day before or after) and (Se_0.99, Q1) for 41 locations using CIT, CST, CET and PS.  

 

 

Supplementary Figure 4. 13) The Kendall’s correlation coefficients of extremes 

(Q0.95 and Q0.99) of (Q, S1) and (S, Q1) scenarios for each gauge.  Blue circles denote 

significant correlations (95 % confidence). 
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Supplementary Figure 4. 14) The bivariate trends of two extreme scenarios of 

(Qe_0.99, P1) (F values above the Q0.99 threshold and maximum P values one day 

before or after) and (Pe_0.99, Q1) for 41 locations using CIT, CST, CET and PS.  

 

 

Supplementary Figure 4. 15) The Kendall’s correlation coefficients of extremes 

(Q0.95 and Q0.99) of (Q, P1) and (P, Q1) scenarios for each gauge.  Blue circles denote 

significant correlations (95 % confidence). 
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Supplementary Figure 4. 16) The bivariate trends of two extreme scenarios of 

(Te_0.99, P1) (T values above the Q0.99 threshold and maximum P values one day 

before or after) and (Pe_0.99, T1) for 41 locations using CIT, CST, CET and PS.  

 

 

Supplementary Figure 4. 17) The Kendall’s correlation coefficients of extremes 

(Q0.95 and Q0.99) of (P, T1) and (T, P1) scenarios for each gauge. Blue circles denote 

significant correlations (95 % confidence).  
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Supplementary Figure 4. 18) The bivariate trends of two extreme scenarios of 

(Pe_0.99, S1) (P values above the Q0.99 threshold and maximum S values one day 

before or after) and (Se_0.99, P1) for 41 locations using CIT, CST, CET and PS.  

 

 

Supplementary Figure 4. 19) The Kendall’s correlation coefficients of extremes 

(Q0.95 and Q0.99) of (P, S1) and (S, P1) scenarios for each gauge. Blue circles denote 

significant correlations (95 % confidence). 
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Supplementary Figure 4. 20) The trend of PS values for Q0.95 and Q0.975 related to 

scenarios (Qe, T1, P1), (Te, Q1, P1) and (Pe, Q1, T1).  
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Supplementary Figure 4. 21) Regional trends of the average extremes over the 

Pacific, Atlantic and the Great Lakes coasts based on the PS index. Qr indicates 

regional Q. The size of the triangles is proportional to the magnitude of the trends.  
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