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I. INTRODUCTION

The issue of how incentive compatibility problems affect the structure of compensation profiles in long-term employment contracts has received considerable attention in recent years, in a number of important pieces like Lazear (1979, 1981), Hashimoto and Yu (1980), Harris and Holmstrom (1981), Hall and Lazear (1984), and Malcolmson (1984). Unfortunately, it remains difficult to draw a set of general conclusions from these models for at least two reasons. First, they differ considerably in their formulation and can produce different predictions regarding wage and productivity profiles, for reasons that are sometimes hard to discover. Second, existing models tend to either severely limit the possible range of contract structures by assuming only two periods (Hall and Lazear, Hashimoto and Yu), or to not be able to characterize contract structure very precisely (Lazear).

This paper presents a simple model of employment contracting in a continuous-time context that allows for a fairly explicit characterization of contract structure to be made. It also shows how many of the differences in the conclusions of the above models stem from differences in the kinds of malfeasant, "contract-breaking" behavior that are allowed, and shows that unfortunately none of those models allows for a fully general and symmetric menu of such behavior to exist. When the malfeasance issue is treated symmetrically in the present context, two main results emerge: First, the fairly widely-accepted conclusion that incentive-compatibility requires wages to rise faster than marginal productivity (e.g., Lazear 1979, 1981) no longer holds in general. Second, it is in fact easy to generate realistic cases in which wages can rise faster, slower, and even at exactly the same rate as productivity during different finite segments of the same contract—so contract structure may in fact be considerably more complex than is usually assumed.
The paper begins in Section II with a brief review of the enforceability issue and of the employment contracting literature, showing how the existing literature can be classified according to what kinds of malfeasant behavior are taken into account. The structure of a more comprehensive model is set out in Section III. Section IV draws out some basic implications of this model and shows how some earlier models can be seen as special cases of it. The new model is solved out and analyzed in Section V, which considers some of its comparative statics as well.

II. REVIEW: INCENTIVE COMPATIBILITY IN EMPLOYMENT CONTRACTS

In general, any contract between a firm and a worker over a period of time $T$, involves an agreement on both what the firm supplies to a worker—a complex bundle of wages, fringes, and working conditions which we assume is summarized by the measure $w(t)$—and what the worker supplies in return, which we might loosely term "effort", or $h(t)$. Two major sets of influences determine the structure this contract will take. First, there may be a set of factors determining an optimal contract structure in the absence of any enforceability constraints. These include the possible desire for risk-sharing between workers and firms, the fact that progressive taxation or imperfect capital markets may induce an optimal distribution of earnings over time, or the fact that acquisition and depreciation of human capital and variations in disutility of work may dictate an optimal intensity of effort over time.

Second are the costs or constraints imposed by the fact that incentives exist, ex post, for the parties to break contractual commitments made ex ante. In principle, there are at least four different ways this can occur: First, workers may quit the firm in order to avoid their contractual obligations to the firm if they can do better elsewhere. Second, firms may dismiss workers to whom they owe more than they expect to receive for the same reason. We shall refer to these two activities henceforth as "unilateral withdrawal" from the contract, or "Type 1" malfeasance. Third, workers
at some point during the contract may "shirk", i.e., decide to supply less
effort than was initially agreed upon, or to raise their wages by stealing
or other means. Finally, the firm at any point might "exploit" workers,
i.e., begin to let working conditions deteriorate, fail to increase wages
at the agreed-upon rate, or demand speed-ups or stretch-outs not expected
when the "contract" was made. These last two activities might be called
"malfeasance by trying to alter the terms of the contract," or simply
"Type 2" malfeasance.

Unfortunately, even though all of the above problems can at least
potentially impose serious constraints on the structure of contracts,
they are rarely if ever all considered together in the literature.
Early formal implicit contracts models (e.g. Baily (1974), Azariadis (1975))
implicitly assumed full enforceability, thus ignoring the incentive-compatibility
issue entirely. These were followed by models which allowed workers but
not firms to withdraw from contracts, such as Grossman (1978), Holmstrom
(1980) and Harris and Holmstrom (1981). There have also existed a number
of models which allow workers and firms both to withdraw, including Becker's
original argument about specific human capital (1964, pp.21-22), as well
as Hashimoto and Yu (1980) and Hall and Lazear (1982). Finally, a large
number of recent models have dealt with the issue of shirking, or Type-2
malfeasance by workers. These include Eaton and Rosen (1981), Lazear (1979,
1981), Lazear and Rosen (1981), and Stiglitz and Weiss (1983). None of these
models allows for any kind of malfeasance by firms, except for the interesting
case of Lazear (1979, 1981) which allows firms to withdraw from contracts
only, but never to "exploit" workers. Apparently, the possibility of Type-2
malfeasance by firms has never been considered in any model of life-cycle
employment contracting.
The present paper explores the consequences of treating malfeasance symmetrically in the context of a simple, well-known model of employment contracting--that of Lazear (1979, 1981). The focus is thus on contracts in which the compensation profile, coupled with a policy of disciplinary dismissals, is used as an incentive device. This device, also modeled in Stiglitz and Weiss (1983), is used rather than for example, a system of piece rates or "ex post settling up" because it is cheaper to determine whether malfeasance has occurred than to measure the precise amount and adjust the contract terms accordingly, or because the ex post settling up process is itself not incentive-compatible. The main alterations to Lazear's model, aside from the broader treatment of malfeasance, are the fact that the effort levels specified for workers in the contract--and hence workers' productivity--are endogenized here, and that the solution to the model is much more explicitly characterized. The model is solved only for the case of complete certainty, and while the need for this abstraction is unfortunate, it does allow us to increase the generality of the model in these other directions, and even helps to make the basic intuition regarding how malfeasance affects contract structure more apparent.

III. MODEL STRUCTURE

We assume a world of complete certainty where workers are identical. Workers join a firm for a fixed period of time T which may include a retirement period and in doing so implicitly agree on a contract stipulating the path of total compensation paid to workers, w(t), and total labor supply, including "effort", h(t). The labor market is competitive, with a large number of (potential) firms willing to offer an "optimal" contract to a worker of any age, which pays the worker the present value of his or her marginal product, but immobilities of factors are allowed to exist due to hiring costs, search costs for new jobs, or specific human capital.
The structure of the model is outlined below in two stages. First, the maximand for the optimal contract and the zero-profit constraint are introduced. Second, the constraints that malfeasance places on the structure of the optimal contract are developed. For simplicity throughout the presentation, all magnitudes will be expressed in terms of their present value as of the reference point, t=0.

1. Utility and Profits in the Optimal Contract

Workers' instantaneous utility at time t in our model is assumed to be given by

\[ W(t) = \left\{ U(w(t)) - \frac{1}{a(t)} V(h(t)) \right\} e^{-\delta t} \]

\[ U' > 0, \; V' > 0, \; \delta > 0, \; Q'' > 0 \]

where \( \delta \) is the workers' subjective discount rate, \( U \) is utility of compensation and can be thought of as embodying the effects of both imperfect capital markets and progressive taxation on the desire to smooth income, \( V \) is disutility of effort, and \( a(t) \) is a function allowing workers' preferences for leisure to vary over the life cycle (e.g., \( a' < 0 \) would imply that older workers are more averse to effort than younger workers).

The firm's instantaneous profits are given by:

\[ \Pi(t) = \left\{ \frac{1}{b(t)} Q(h(t)) - w(t) \right\} e^{-rt} \]

\[ Q' > 0, \; Q'' < 0 \]

where \( Q \) is the production function, \( r \) is the market interest rate available to firms, and \( b(t) \) allows the worker's productivity to vary over the life cycle due to both the accumulation and depreciation of human capital.
Given this simple apparatus, we can now define the optimal long-term labor contract as follows. In a competitive labor market with identical firms, contracts offered by a firm must maximize the expected present value of utility of entering workers (otherwise the firm will attract no new workers) subject to three types of constraints. First, the present value of profits must equal zero. Second, we require that the equilibrium contract not be cheated on in any way by either party, that is, it is incentive-compatible. This is because neither workers nor firms will agree to a \((w(t), h(t))\) path that they know cannot be realized. Finally, while it is at least conceptually possible to have \(w(t)\) negative, we must impose a non-negativity constraint on \(h(t)\). Thus, when \(H\) is a hiring cost incurred at \(t=0\) by the firm, the optimal contract satisfies:

\[
\begin{align*}
\text{Max} & \quad \int_{t=0}^{T} \left[ U(w(t)) - \frac{1}{a(t)} V(h(t)) \right] e^{-\delta t} dt \\
\text{subject to} & \quad \int_{t=0}^{T} \left[ \frac{1}{b(t)} Q(h(t)) - w(t) \right] e^{-\delta t} dt - H \geq 0
\end{align*}
\]

and both to \(h \geq 0\) and the set of incentive-compatibility constraints we develop below. In equations (3) and (4), if disutility of effort, \(\frac{1}{a(t)}\), rises with \(t\) and productivity, \(\frac{1}{b(t)}\), declines after a certain age, contracts will tend to include a period near their end where the non-negativity constraint on \(h\) is binding. This will have \(h=0\) but possibly \(w > 0\) and is of course the "retirement period" whose length can thus, in principle, be endogenized in the model.
2. The Effect of Malfeasance on Contracts

We begin here by presenting the constraints imposed by "type-2" malfeasance on contract structure, and then show that type-1 constraints can easily be seen as special cases which are never binding. To do so, we assume, as Lazear (1979, 1981) does for firms, that both parties to the employment contract adopt a policy of terminating the contract if the other cheats. Conditions needed to prevent worker and firm malfeasance of this type are then respectively:

\[
\text{to prevent worker malfeasance: } \int_{T=t}^{T} \left[ U(w(\tau)) - \frac{1}{a(\tau)} V(h(\tau)) \right] e^{-\delta \tau} d\tau \geq \frac{F_F}{W_t}(H^{\text{rt}}) + [\theta - S] e^{-\delta t}, \forall t
\]

\[
\text{to prevent firm malfeasance: } \int_{T=t}^{T} \left[ \frac{1}{b(\tau)} Q(h(\tau)) - w(\tau) \right] e^{-\tau \tau} d\tau \geq \beta e^{-\tau t}, \forall t
\]

where the left-hand side of both conditions gives the benefits of staying in the firm and not cheating, whereas the right-hand side gives the benefits of cheating and being "terminated" by the other party. The parameter \( S \) is a fixed job changing cost (such as search and travel expenses) borne directly and immediately by the worker, while the direct benefits from malfeasance are \( \theta \) for workers and \( \beta \) for firms, which again follows the treatment of worker malfeasance in Lazear (1979, 1981). The quantity \( \theta \), for example, might thus be thought of as the amount (in utility units) of money a bank employee can extort, or on-the-job leisure a factory worker can appropriate, before being discovered and terminated by the company. It will be useful in dealing with \( \theta \) and \( \beta \) to introduce the function \( A(\cdot) \) which allows us to convert units of worker malfeasance [measured in utility units] into their cost in terms of profits. Thus \( A(\theta e^{-\tau t}) \) is just the cost to the employer of \( \theta \) units of worker malfeasance. Another interpretation of this is
that \( A(\theta e^{-rt}) \) is the amount of profits that must be foregone (which may be negative if \( S \) is high enough) in order to give the worker the utility increment inside the brackets.

Finally, \( \text{PVW}_t(\cdot) \) is a kind of indirect utility function which arises from the competitive market context of the model. It gives the best present value of utility obtainable from a contract designed over the period from \( t \) to \( T \), subject to the constraint that the present value of profits as of \( t = 0 \) over that period equals \( (\cdot) \), and subject to all the relevant malfeasance problems during that period. Thus \( \text{PVW}_t(He^{-rt}) \) represents the best the worker can do if he leaves his present firm at time \( t \), re-incurs a hiring cost, and works for another firm that earns zero profits counting the initial hiring cost for the rest of his working life.\(^5\) It can be shown to have the following properties: First, in solving for the optimal contract it can be properly treated as exogenous for \( t = 0 \) to \( T \), and second, \( \text{PVW}_t(\cdot) \) is strictly decreasing in its argument. Third, it is important to note that the function \( b_t(\tau) \) is indexed by \( t \), meaning that a worker's productivity at date \( \tau \) in an alternative firm can depend on when he left the original firm. This allows for the existence of specific human capital; it is shown in an earlier version of this paper that specific human capital is equivalent to an increasing separation cost, \( S \), with time of separation from the original firm.

To see how type-1 malfeasance conditions are special cases of type-2 in this situation, consider the conditions that must hold to prevent "quits", or "unilateral withdrawal" from the contract by both parties:

\[
\text{to prevent worker withdrawal} \quad \int_{\tau=t}^{T} \left[ U(w(\tau)) - \frac{1}{a(\tau)} V(h(\tau)) \right] e^{-\delta \tau} d\tau \geq \text{PVW}_t(He^{-rt})
- S e^{-\delta \tau}, \quad \forall t \tag{7}
\]

\[
\text{to prevent firm withdrawal} \quad \int_{\tau=t}^{T} \left[ \frac{1}{b(\tau)} Q(h(\tau)) - w(\tau) \right] e^{-r \tau} d\tau \geq 0 \quad \forall t \tag{8}
\]
and note that these are identical to (5) and (6) with the direct benefits to malfeasance, \( \beta \) and \( \theta \), both equal to zero. In other words, as long as "shirking" and "exploiting" the other party are just like quitting (in the sense that they result in immediate termination of the contract), except that they also confer an immediate benefit due to shirking itself, both parties will prefer shirking over quitting if they intend to cheat. It is easy to see then that type-1 malfeasance constraints are never binding when the full range of behaviors is allowed both parties, and that failing to include a symmetrical treatment of type-2 malfeasance might have serious consequences for contracts models, some of which are noted in Section IV below.

IV. WILL WAGES RISE FASTER THAN MARGINAL PRODUCTS?

This section interprets two earlier types of contracts models—the first represented by Becker (1964), Hashimoto and Yu (1980), and Hall and Lazear (1984); the second by Becker and Stigler (1974) and Lazear (1979, 1981)—as special cases of the present one. The reasons why the conclusions of these models differ from each other and from the present one then become very clear. The analysis consists simply of examining the feasible sets of contracts in a highly simplified version of the present model.

For present purposes, consider a version of our model that keeps effort, \( h(t) \), exogenous as in earlier literature. In particular, imagine \( h(t) \) and \( a(t) \) are both constant and exogenous over the entire life of the contract, but that productivity in the present firm, \( \frac{1}{b(t)} \), is monotonically increasing. Denote the (now exogenous) spot marginal product of the worker as \( MP(t) \). Suppose also that \( b(t) \) is such that an individual's productivity in alternative employment is constant over time and the same in all alternative firms. This yields a well-defined alternative spot marginal product (which
usually does not exist in this world—see footnote 5) equal to \( \tilde{w} \) for all \( t \). The curves \( MP(t) \) and \( \tilde{w}(t) \) are shown in Figure 1(a). They are deliberately chosen to represent Becker's specific human capital problem. Finally, for simplicity in graphing the models imagine workers care only about the present value of earnings, not their distribution over time, and set \( r = \delta = 0 \). We consider what each of the types of models above indicate about the feasible set of wage profiles in turn.

Becker, Hashimoto and Yu, and Hall and Lazear all present models in which a wage profile is designed so as to prevent wasteful quits and dismissals in a specific human capital setting. Thus, only type-1 malfeasance is allowed, but it is treated symmetrically. In terms of our model, the contract must satisfy (5) and (6) with \( \theta = \beta = 0 \) or:

\[
\text{to prevent quits: } \int_{t}^{T} (w(\tau) - \tilde{w}(\tau)) \equiv PVW - \text{PVW} \geq 0
\]

and

\[
\text{to prevent dismissals: } \int_{t}^{T} (MP(\tau) - w(\tau)) \equiv PVMP - PVW \geq 0
\]

In Figure 1(a), what this means is that for any candidate wage profile, say \( w_1 \), areas A and B (the areas between it and \( \tilde{w} \) and \( w_1 \), and \( w_1 \) and MP, respectively from any \( t \), say \( t_1 \), up to \( T \) must both be non-negative for all \( t \). Profile \( w_1 \), the sharing arrangement proposed by Becker, clearly satisfies this criterion. In Figure 1(b), the same requirement can be expressed by the condition that the time path of the remaining present value of wages, PVW, fall between the curves \( \text{PVW} \) and \( PVMP \).
In sum, when the only possible kind of malfeasance is to leave the contract, wage profiles will be constructed such that \textit{ex post} rents to both workers and firms are always non-negative. This does not necessarily imply that wages rise more slowly than productivity at all times during the contract, but does imply something like it in an "average" sense, which is clearly what Becker meant.

Lazear, drawing on Becker and Stigler (1974), presents a model in which a wage profile is designed to prevent worker shirking without incurring excessive withdrawals by firms. Thus, in his case $\theta > 0$ because workers derive benefits from shirking. At the same time, firms can cheat only by withdrawing from the contract, and by assumption this is assumed not to yield positive benefits but in fact to cause "reputation costs". This is equivalent to setting $\beta < 0$ in (6). Thus, the incentive-compatibility conditions in Lazear's model are:

\begin{align*}
\text{to prevent shirking:} & \quad \int_{\tau=t}^{T} [w(\tau) - \tilde{w}(\tau)] \equiv PVW - PVW \geq \theta \tag{11} \\
\text{to prevent dismissals:} & \quad \int_{\tau=t}^{T} [MP(\tau) - w(\tau)] \equiv PVMP - PVW \geq \beta \tag{12}
\end{align*}

with $\theta > 0$ and $\beta < 0$. In other words, \textit{ex post} rents to workers now must be strictly positive to prevent shirking, but \textit{ex post} rents to firms may now be negative, since firms face "reputation costs". This shifts the entire feasible area for contracts in Figure 1(b) upwards, where it becomes the entire shaded area, and allows for the possibility of wage profiles such as $w_2$. Indeed, if $\theta$ and $-\beta$ are both positive random variables as in Lazear, so some malfeasance does occur in equilibrium, it is easy to see that equilibrium contracts will never have \textit{ex post} rents to firms positive, since one could then reduce worker malfeasance without increasing firm malfeasance by lowering those rents.
In sum, when firms face exogenously imposed "reputation costs" and are allowed to cheat workers only by terminating them, wage profiles will be constructed so that \textit{ex post} rents to workers are always strictly positive and \textit{ex post} rents to firms are non-positive. This is Lazear's result, which he refers to loosely as having wages "below marginal product at the beginning of the contract and above it at the end".

Finally, consider the implications in this context of the present model, which treats malfeasance symmetrically and allows for a full range of malfeasant behavior, so $\beta > 0$ in (12). \textit{Ex post} rents to workers and firms now must both be strictly positive, and the range of feasible contracts is thus restricted to the darkly shaded area in Figure 1(b). \textit{There is no longer any reason to expect wages to rise faster or more slowly than marginal products}, and the set of feasible contracts is smaller and entirely inside the sets considered earlier. In fact, the set of feasible contracts can easily be empty, and will in general preclude the existence of pensions. Thus the inclusion of type-2 malfeasance by firms can in fact have serious consequences for contract structure in this simple world, some of which are explored below.

V. \textbf{SOLVING FOR THE OPTIMAL CONTRACT}

This section attempts to demonstrate the usefulness of a more general model of incentive compatibility in labor contracting by solving out the model outlined in Section III. It is able to show, among other things, how optimal wage profiles can be steeper than marginal product profiles in some portions of the contract and less steep in others. It also endogenizes
the life-cycle effort profile, is able to show exactly how enforceability problems compromise contract structure, and provides some interesting comparative statics and suggestive examples concerning the applicability of the model to empirical issues.

We proceed by first deriving optimality conditions in the general model, then considering an example where the life-cycle productivity profile has an inverted U-shape, and finally considering some simple comparative statics within this example.

1. **First-Order Conditions in the General Model**

The optimal contract problem as represented so far is not amenable to standard dynamic optimization techniques, but can be rewritten in a way that is. We shall do two things. First, to be able to incorporate the constraints on remaining present values or utility and profits we define the variables:

\[ \omega(t) = \int_{\tau=t}^{T} W(\tau) e^{-r\tau} \]  
\[ q(t) = \int_{\tau=t}^{T} \frac{1}{b(\tau)} Q(h(\tau)) e^{-r\tau} \]  

which are, respectively, the remaining present values (at the firm's discount rate) of output and wages. These shall serve as state variables, with their rates of change,

\[ c = \dot{\omega} = -\omega(t) e^{-rt} \]  
\[ d = \dot{q} = -\frac{1}{b(t)} Q(h(t)) e^{-rt} \]

as controls. Second, in order to keep the dimensionality of the problem, which is to maximize (3) subject to (4), (5) and (6), as limited as possible and to make it easily presentable in graphical form, we note that only (5) cannot be easily written in terms of \( q, \omega, c \) and \( d \). To
do this, note that (5) states that the remaining present value (as of 
t = 0) of the objective function must exceed some minimum level, \( PVW(He^{-rt}) + [\theta - S]e^{-\delta t} \) at all \( t \), and that by the principle of optimality the solution path \([q(t), w(t)]\) must maximize the remaining value of the objective function at any \( t \), given that it starts on the optimal path.

This implies that in order for the remaining present value of utility to exceed \( PVW(He^{-rt}) + [\theta - S]e^{-\delta t} \) it is both necessary and sufficient that the remaining present value of profits over that interval be less than the minimum needed to achieve that level of discounted utility. The whole problem can now be written:

\[
\text{Max} \quad \int \left[ U(-c^{rt}) - \frac{1}{a(t)} V(-db(t)e^{rt}) \right] e^{-\delta t} dt \\
\text{subject to} \\
\dot{w} = c \\
\dot{q} = d \\
q(0) - w(0) - H = 0 \\
q - w \leq He^{-rt} - A[(\theta - S)e^{-\delta t}]e^{-rt} \\
q - w \geq (\beta)e^{-rt}
\]

where (20) is the zero profit constraint (2) which has now become an initial condition on the state variables at \( t = 0 \). Conditions (21) and (22) are the worker and firm malfaisance constraints (5) and (6), which have become inequality constraints on the state variables in a optimal control problem with \( c \) and \( d \) as controls. Condition (21) uses the function \( A(\cdot) \) and the equivalence \( PVW_t [PVW_t(H)] = He^{-rt} \) to stipulate the critical level of profits above which worker malfaisance will occur.
Associating the multipliers \( \lambda_w \) and \( \lambda_q \) with (18) and (19) respectively, \( \eta_w \) and \( \eta_f \) with (21) and (22) respectively, and setting up the Hamiltonian, we can derive necessary conditions for an optimum of the form:

\[
U'(w)e^{(r-\delta)t} = \lambda_w
\]  
(23)

\[
\frac{b(t)}{a(t)} \frac{V'(h)}{Q'(h)} e^{(r-\delta)t} = -\lambda_q
\]  
(24)

\[
\dot{\lambda}_w = \eta_f - \eta_w
\]  
(25)

\[
\dot{\lambda}_q = \eta_w - \eta_f
\]  
(26)

\[
\eta_w [q - w - H e^{-rt} + A \{ \frac{\theta}{F_f} - S \} e^{-\delta t} e^{-nt}] = 0
\]  
(27)

\[
\eta_f [q - w - \beta e^{-rt}] = 0
\]  
(28)

The general solution to the contracting problem has two interesting properties which are most easily seen by differentiating (23) and (24) and examining the resulting equations for \( \dot{w} \) and \( \dot{h} \):

\[
\dot{w} = (-\frac{U'}{U}) (r-\delta) + \lambda_w \frac{e^{(\delta-r)t}}{U'}
\]  
(29)

\[
\dot{h} = \frac{1}{V - Q'} \left( \frac{\dot{a}}{b} - \frac{\dot{a}}{b} + \delta - \alpha \right) + (-\lambda_q) \frac{a}{b} \frac{e^{(\delta-r)t}}{Q'} \left( \frac{V'Q' - V'Q''}{Q'^2} \right)
\]  
(30)

First, consider what the solutions would look like if for some reason—for example, extremely high \( H \) and \( S \)—malfeasance constraints were never binding on the contract. We call this the "first-best" contract, and note from (25) and (26) that it will have \( \dot{\lambda}_w = \dot{\lambda}_q = 0 \).

Equations (29) and (30) then indicate a key result: In first-best contracts, where malfeasance constraints do not impinge on contract structure, the rates of change of wages and effort are totally independent of each other, each being determined by a different set of influences. In particular,
whether or not the compensation profile is rising depends only on whether
the firm's discount rate exceeds workers' and has nothing to do with
productivity or value-of-leisure trends $\frac{\dot{a}}{a}$ and $\frac{\dot{b}}{b}$. On the other hand,
effort profiles allocate $h$ independently of $w$ and will tend to utilize
workers more intensively when their productivity is increasing ($\frac{\dot{b}}{b}$ falling)
and when their valuation of effort is decreasing ($\frac{\dot{a}}{a}$ rising). The degree
of variability in $w$ and $h$ over time is reduced by greater "concavity"
of $U(w)$ and by greater "convexity" of $V(h)$ and "concavity" of $Q(h)$
respectively, where these degrees of curvature are measured by the
coefficients of absolute risk aversion of these functions.

Second, we can characterize actual "second best" solutions to the
contracting problem as consisting in general of sections where (21) and
(22) are binding and sections where they are not. Thus, the introduction
of malfeasance into contracts, through the $\Upsilon$'s and $\lambda$'s of the problem,
will make $w$ and $h$ profiles interdependent and will mean there are
portions of the contract where one of the parties to the contract is just
indifferent between cheating and not doing so. The actual way in which
second-best contracts deviate from first-best ones depends significantly
on the cycle of life-cycle productivity patterns, and this is examined
in the following section.

It should be clear from the analysis thus far, however, that not
only can the optimal contract have wages rising either more or less
quickly than marginal productivity, but that both these trends can occur
in different parts of the contract, depending on the shapes of $a(t)$
and $b(t)$, $r$ and $\delta$, and on where the malfeasance constraints are binding.
2. An Example

To say more about the shape of life cycle wage and effort profiles, we need to know where the incentive-compatibility constraints (21) and (22) are binding. To know that, we need to stipulate more about the shape of the life cycle productivity and value of leisure profiles as well as about discount rates. We consider the case of no discounting ($\delta = r = 0$) and of constant disutility of effort over the life cycle ($a = 0$). Productivity $[1/b(t)]$ is assumed to have an inverted U shape—i.e., workers' productivity at first rises during a "learning" period to a high level at mid-life, and then falls again as workers approach retirement, as is predicted, for example, in Ben Porath's (1967) model of human capital with depreciation. Finally, for simplicity, we shall, where convenient, assume the utility, disutility-of-effort, and production functions have the "constant absolute risk aversion" form $y = a^k$, which makes the solutions of (29) and (30) particularly easy to describe.

The shape of first-best wage and effort profiles in our example is easily derived from either (23) and (24) with constant $\lambda$'s or from (29) and (30) with both $\lambda$'s equal to zero. Because $\delta = r$, first-best wage profiles are completely flat (the standard result in pure intertemporal income allocation problems of this kind) whereas first-best effort profiles, like productivity, have an inverted U shape—since it pays to use the worker more intensively at times when he is more productive. This is shown in parts (a) and (b) of Figure (2).

The spot profit profile associated with the first-best contract is shown in Figure (2.c) and the path of remaining present value of profits this implies is shown in Figure (2.d). For the case of a hump-shaped life cycle productivity path, Figure (2.d) shows that if the first-best contract
violates the malfeasance constraints (shown as minimum and maximum q,ω levels) at all, it will tend to violate the worker malfeasance constraint first--near the start of the contract--and the firm malfeasance constraint later, as shown. In other words, because imperfect capital markets and/or progressive income taxes make it desirable to keep wages constant over the life cycle, but the worker's productivity is concentrated in mid-life, the employment contract we would most like to achieve is vulnerable to opportunistic behavior in two ways: Near the end of the worker's employment, at a point like (d), firms have already collected most of the effort due them by the worker but still owe the worker a constant wage. Firms will be tempted to cheat on the older workers since they have little to lose by doing so. Near the start of the contract (at a point like b), young workers have just completed what we might call a "training period" during which their productivity was low, but at the same time their wages were high. They now face a period of increasing effort but constant wages during which they must "repay" the "wage advance" received earlier. Since they have little to lose from being dismissed at that point, workers will be tempted to cheat here. We shall concern ourselves henceforth with cases in which both malfeasance constraints are violated by the first-best contract, since this is the most interesting of the possible cases and it is always easy to see what happens in the absence of constraints by looking at unconstrained paths.

Intuitively, it is fairly easy at this point to see what actual second-best contracts will look like relative to first-best ones, simply by noting that any such contract must lie within the constraints of Figure (2.d). In order to eliminate the firm malfeasance problem, second-best contracts must
FIGURE 2

Graphical depiction of first- and second-best contracts when lifecycle productivity is hump-shaped.
have higher discounted profits—i.e., lower wages and higher effort—near the end. In order to eliminate the worker malfeasance problem, these contracts must "pay for a smaller amount of workers' training"—i.e., not provide such high wages and low effort up front, and not demand as much effort at such a low wage at mid-life. All this means is that in general we would expect second-best wage profiles to be more "peaked" towards mid-life, and second-best effort profiles to be less peaked, than first-best ones. Examples of such contracts are shown in Figures 2.a and b; the fact that the solution to our problem will in general look like this is shown more formally in the Appendix. Interestingly, the actual wage profile in our example has five distinct segments: one (between 0 and $t_1$) where wages are above productivity and rising less rapidly, one (between $t_1$ and $t_2$) where wages equal output exactly and both are rising, one (between $t_2$ and $t_3$) where wages are below productivity and rising less rapidly, one (between $t_3$ and $t_4$) where wages are below productivity and falling less rapidly, and finally one where wages again equal productivity and both are falling ($t_4$ to T). Thus it appears that any of the conclusions of earlier contracting models can be generated in different segments of the same contract when a general treatment of malfeasance is allowed and the model is solved out more fully.

3. Comparative Statics and Extensions

In this section we briefly comment on the effects of changing various parameters and assumptions of the model. Since the effects of doing so are complex and depend on the functional forms of $a(t)$ and $b(t)$, the discussion is largely informal, focusing on the effects of parameters on the first-best paths, the constraints, and on where those constraints are likely to bind.
We consider the effect of changing $\theta$, $\beta$, $S$, $H$, $r$, $\delta$, the shapes of $U(h)$, $V(h)$, and $Q(h)$, and the assumption of credible policies of dismissal in response to cheating in turn.

Increasing both $\theta$ and $\beta$---the benefits from cheating---affects the contract only by moving the constraints in Figure 2.d close together. This restricts the scope of admissible contracts, making wage profiles more peaked, and forcing the wage and output profiles to correspond more closely to one another. Increasing the mobility cost $S$ relaxes the worker malfeasance constraint and means wages need not rise so rapidly near the start of contracts. Increasing $H$ has a more complex effect: it both relaxes the worker malfeasance constraint and raises the entire first-best $q-w$ profile, so its effects on the worker malfeasance problem are ambiguous, but it relaxes the firm malfeasance constraint. (Thus we might expect firms with higher hiring costs to pay their older workers more, and to be more likely to provide pensions.) Increasing $r$ or lowering $\delta$ increases the slope of the first-best wage profile and reduces the slope of the first-best wage profile. Higher $r$ thus means the worker-malfeasance constraint is less likely to be violated, and higher $\delta$ means the same for the firm-malfeasance constraint. Their effects on whether the other constraints are violated are unclear, since the constraint in question is altered by $r$ and $\delta$ as well. In general, greater "curvature" of the $U$, $Q$ and $V$ functions (in the sense of their absolute risk aversion coefficients) will imply flatter wage and effort profiles; in our case this makes it less likely the first-best contract violates the malfeasance constraints since it will entail less variation in spot profits over time, but it also increases the cost of satisfying those constraints should they in fact be violated. 7
Finally, it is interesting to speculate on the validity of the assumption, made for example throughout Lazear (1979, 1981), Stiglitz and Weiss (1983) and the present piece, that the policies pursued by agents of terminating the contract should the other agent cheat are themselves effective and credible. While a formal, repeated-game analysis such as Kreps and Wilson (1982) is required to give a definitive answer to that question, it is apparent from the present model that the absence of such credible threats can pose serious problems for the life-cycle contracting process. In fact, it can easily make the set of feasible contracts empty.\textsuperscript{8} Analysis of factors which may affect the credibility of threats (such as firm size or unionism, which are in some sense related to the number of repetitions of the contracting game) might thus generate some interesting implications for cross-sectional variation in contract structure. While these seem promising avenues for further research, they are unfortunately beyond the scope of the present paper.
APPENDIX

We proceed in two stages. First, we state Proposition 1, and show that it generates the types of profiles shown in Figure 2. Second, we prove Proposition 1.

AI. Proposition 1 and its Effects:

**Proposition 1** states that: The second-best present value of profits \((q - \omega)\) path must coincide with the worker-malfeasance constraint for one continuous period of time only. When point \(h\) is defined as the inflection point of the first-best \((q - \omega)\) path (see Figure 2(d)), this segment must begin between points \(b\) and \(c\), and end before \(h\). Similarly, second-best \((q - \omega)\) must coincide with the firm-malfeasance constraint for one continuous period only, which starts after \(h\) and ends \(e\).

Proposition 1 is sufficient for us to be able to conclude that the multipliers \(\eta_w\) and \(\eta_f\) attached to the malfeasance constraints have paths of the form shown in Figure (2.e): each has one non-zero segment, and that for \(\eta_w\) occurs before that for \(\eta_f\). The consequences of this for \(\dot{w}\) and \(\dot{h}\) can then be easily seen by substituting (25) and (26) into (29) and (30), which for our simple example gives:

\[
\dot{w} = (\eta_w - \eta_f)\left[-\frac{1}{U'(\omega)}\right] \tag{A1}
\]

\[
\dot{h} = \frac{\dot{v}}{\sqrt{v} - \frac{Q'}{Q}} \left(-\frac{b}{b}\right) + (\eta_f - \eta_w) \frac{1}{b} \left[\frac{v'Q' - v'Q''}{Q'^2}\right] \tag{A2}
\]

The terms in square brackets in (A1) and (A2) are both positive. Equations (A1) and (A2) indicate the following: Second-best wage and effort paths in our example will be parallel to first-best paths \((\dot{w} = 0, \dot{h} = \frac{1}{\sqrt{v} - \frac{Q'}{Q}}(-\frac{b}{b}))\)
over all intervals except for two. Somewhere near the start of the contract, the worker malfeasance constraint is binding on contract structure \((\eta_w > 0)\) which means that wages must rise more quickly, and effort must rise more slowly than in first-best contracts at that time. And somewhere near the end of the contract, the opposite is true, because the firm malfeasance constraint is binding: wages must fall and effort must drop less slowly than in first-best contracts. This is shown by the wage and effort paths in Figure (2.a) and (b), which we have already justified intuitively.

AII. **PROOF OF PROPOSITION 1:**

We shall begin by establishing two simple results.

**Result 1:** On junction points where the second-best present value of profits path (henceforth 2B) joins or leaves the malfeasance constraints, 2B will be tangent to the constraints.

**Proof:** This follows directly from the continuity of \(\lambda_w\) and \(\lambda_f\) in (23)-(26), and incidentally implies (from (23) and (24)) that w and h are continuous paths—i.e., there are no sudden "promotions" with jumps in wages and duties. This continuity in the controls is in fact a general result for any state-variable inequality-constrained problem which, like the present one, is strictly and globally concave in the controls (see, for example, McIntyre and Paiewonsky, 1967, p. 408, or Kamien and Schwartz, 1981, pp. 216-219).

**Result 2:** The second derivative of the second-best path (2B) has the same sign as that of the first-best (1B) on any unconstrained segment.
Proof: From the definition of \( q - \omega \), the second derivative of the present value of profits, with \( r = \delta = 0 \), is simply \(-\dot{\pi}(t)\), which can be written:

\[
-\dot{\pi}(t) = \frac{\dot{B}}{B} Q(h) - \frac{1}{B} Q'(h)h + \dot{w}
\]  
(A3)

But on unconstrained segments of 2B, \( \dot{w} = 0 \) (from (29)), and \( \dot{h} \) is the same as it is in 1B (from (30), with \( \frac{V'}{V} \) and \( \frac{Q''}{Q} \) both constants). Now, when productivity is rising \( \frac{\dot{b}}{b} < 0 \) we know this means \( \dot{h} \) is positive, so from (A3), \(-\dot{\pi}(t) < 0\), or \((q - \omega)\) is concave in both 1B and 2B. The opposite applies when \( \frac{\dot{b}}{b} > 0 \).

We can now demonstrate the following different points in turn:

1. The second-best \((q - \omega)\) path cannot touch the worker malfeasance constraint \((WM)\) after \( h \), nor can it touch the firm-malfeasance constraint \((FM)\) before \( h \).

2. If 2B touches WM before \( h \), it can only do so over one continuous period, and similarly for FM after \( h \).

3. 2B must touch WM before \( h \), and FM after \( h \).

4. The periods of coincidence with the constraints can further be narrowed down, such that 2B must join WM between \( b \) and \( c \), and may not leave FM before \( e \).

1. In our example, both WM and FM are horizontal straight lines. After \( h \), 2B must be convex by Result (2), but must also be tangent to WM at junction points by Result (1). But this is impossible if the path is to remain feasible. Thus 2B can neither join nor leave WM after \( h \).
Finally, note that 2B cannot stay on WM for the entire period after h, because it must end at q = w = 0. A similar argument rules out coincidence of 2B with FM before h.

2. Now consider the area before h, where 1B and unconstrained sections of 2B must be concave. By concavity, it is impossible for 2B to leave WM and then return again, so it can only coincide with WM once. The same applies to FM after h.

3. We shall establish the result for WM, before h, by considering the nature of the 2B path from a to a point g, which is defined as the point on cd where 2B crosses 1B. (It is easy to show this point must exist and is unique.)

(i) Imagine for the moment that 2B went from a to g without touching any constraints. Both $\eta_f$ and $\eta_w$ would then be zero over that range in (25) and (26), which means that the optimal paths for w and h will be the same as in the first-best solution (1B), since the Euler equations are the same and so are the initial and terminal conditions.¹ But this path violates WM, so it is not a feasible solution. Therefore, 2B must touch some constraint between a and g. Now if g occurs before h, this establishes our result. To cover the possibility that g is after h, we need to make the following argument:

(ii) Imagine now that the only constraint 2B hit in the period ag was FM and denote this path A. Consider the effects of removing FM. By (i) above, the solution must now change drastically enough to hit WM. Call this

¹ These include two transversality conditions which essentially give optimal combinations of w and h for a given u at the beginning and end points of the paths.
path B. Now, before we removed FM, both A and B were feasible, but A was chosen. After FM was removed, both A and B are still feasible, but now B is chosen. Since we cannot be indifferent between two different paths, A and B, when the Hamiltonian is strictly and globally concave in the controls, as it is here, this is a contradiction. Thus 2B must hit WM in the period ag, and our third point is completely established since the segment fg was ruled out in point (1).

4. Suppose that 2B hit WM before b. This means 2B must touch 1B at some other point besides a along ab (for example, point b). But this means there are two different optimal paths from a to this new point, both of which are feasible whether or not WM is imposed, which is again a contradiction. Suppose that 2B did not hit WM until after c. This means it must cross ed at some point before h. If we label this point g, then the same argument as in 3(i) above applies to the path ag. But since 2B can hit WM only once in ah, this is impossible.

The proof that 2B cannot leave FM before e is entirely parallel.
NOTES

For example, Lazear's model predicts wages to be rising more rapidly than the worker's actual in-firm productivity, while Hashimoto and Yu's (which is essentially a formalization of Becker's (1964, pp. 21-22) discussion of specific human capital) has wages rising more rapidly than alternative wages but less rapidly than actual, in-firm productivity.

Type-1 malfeasance by firms in risk-sharing models with state-contingent layoffs such as Grossman, Baily and Azariadis should be thought of as firms dismissing more workers in a given state than promised--which they have an incentive to do since the wage exceeds the marginal product in "bad" states. This is typically never allowed in those models.

More to the point, doing so under full information implies that one is implicitly agreeing to a different contract--one in which w(t) and h(t) are stipulated as lower than in the original contract.

The effects of relaxing this assumption are examined in Section V.

We develop the alternative present value of utility stream, $\bar{PVW}$, explicitly here, rather than assuming a fixed alternative wage path, not only because it puts the model into a general-equilibrium context, but because when a worker's productivity (or value of leisure) varies over the life cycle and all firms offer optimal long term contracts, the concept of a single alternative wage or utility level at time t no longer exists as a well-defined entity.

Except in the sense that, were the parameters of the problem to be changed, the initial conditions for the two separate first-order differential equations (29) and (30), i.e., $w(0)$ and $h(0)$, would change.
If we consider decreasing the curvature of these functions, an interesting special case of the model occurs when we let \( U \) be linear and set \( r = \delta \), i.e., the case of perfect capital markets and proportional income taxation. In this situation, it can be shown that, so long as an incentive compatible contract exists at all, then a first-best contract can always be achieved by setting \( h(t) \) at the preferred level and manipulating \( w(t) \) to satisfy the incentive-compatibility conditions. The same of course is true if any good (besides \( w \)) which enters the utility function of both parties in the same linear fashion is introduced in the model, but is not true when other types of goods are introduced that may be exchanged between firms and workers.

To see this, simply note that constraints (5) and (6), when cheaters are never dismissed, reduce to \( 0 \geq (\theta - S) e^{-\delta t} \) and \( 0 > \beta e^{-rt} \) respectively, of which the second is impossible to satisfy in our model. When cheaters are dismissed with some positive probability, the set of feasible contracts can be non-empty, but is smaller than the set considered in this paper. A more formal analysis of this issue is provided in an earlier version of this paper, available on request.
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