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Abstract 

With the rapid growth of scientific documents over the years, researchers must examine large 

collections of documents to keep up with their research fields. Over the past years, numerous 

tools have been developed to support researchers in making sense of the documents 

collection; however, due to the high load and complexity of scientific information, many of 

these tools have only covered basic tasks or restricted information items. This thesis 

describes a visual analytics system (i.e., a tool that integrates data visualization, human-data 

interaction, and machine learning) that helps researchers explore and examine scientific 

documents thoroughly and rapidly with an especial focus on the textual content of scientific 

documents. Through a usage and comparative scenario, we illustrated the efficiency and 

advantages of our system over similar tools. Finally, we discussed possible future extensions 

and upgrades thanks to the modular architecture of the system. 

Keywords 

Visual Analytics Systems, Sensemaking, Scientific Documents, Interactive Visualizations, 

Human-Information Interaction 
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Summary for Lay Audience 

With the rapid growth of scientific documents and interdisciplinary studies conducted in the 

past years, researchers have found it challenging to remain up to date with their research 

fields. Search and exploration, filtering, reading, and extracting information items, and 

comparison are common tasks that researchers perform to make sense of the collection of 

documents they are working with. Many computational tools have been developed over the 

years to support researchers in performing these tasks; however, they often support some of 

these tasks or just specific information items of scientific documents (e.g., exploration of 

bibliographic information of document collections). On the other hand, due to the complex 

structure and high load of scientific information, the visualization techniques used in the 

visual interface of the existing tools require researchers to perform extra interactions with the 

tool to access their desired information.  

This thesis describes a visual analytics system (i.e., a tool that integrates machine learning 

algorithms with data visualization and human-data interaction) with an innovative visual 

interface design to afford rapid sensemaking of scientific documents for researchers. By 

combining an integrated visualization component and advanced text analytical approaches, 

we have managed to design a system that not only encodes a broad spectrum of scientific 

information items (ranging from bibliographic information to derived attributes of textual 

content of scientific documents) but also supports a wide range of activities during 

sensemaking process (e.g., rapid exploration, skimming, comparison). As a proof of concept, 

we have provided a scenario in which we examine the efficiency of different components of 

our system compared to the existing tools. Last but not least, we analyzed the limitations and 

future extensions of our system.  
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Chapter 1  

1 Introduction 

Scientific documents are a specialized type of literature considering their topics, intended 

audience, content and presentation methods [1]. They contain original research results or 

reviews of current results, and the primary reason for their publication is to share 

knowledge and results with peer scholars to make research and development progress. 

Scientific documents can be referred to with different titles such as academic/scientific 

articles, academic/scientific publications, academic/scientific papers, etc. To avoid any 

ambiguity, we will refer to them only with “scientific documents.” 

One of the most common types of scientific documents is “research papers,” which 

describe significant advancements in a field of research. Originality, novelty, quality of 

scientific content and contribution to the existing body of knowledge are the critical 

aspects of a research paper and assessed by peer reviewers. Review articles are another 

type of scientific documents which provides synthesized summaries of existing research 

in a specific research domain. Other than these two common types, [2] mentions several 

other forms of scientific publications. 

Academic search engines and bibliographic databases are the familiar places from which 

we can access scientific documents [3]. We can refer to Google Scholar and Microsoft 

Academic as examples of large crawler-based search engines which allow academic users 

to access a significant resource of publicly available documents. It is important to 

mention that the number of publications has increased exponentially over the last decades 

[4]. Therefore, it is challenging for researchers to keep up to date with a field of research 

or find relevant works among the increasing number of topics and documents. 

Researchers might need to carry out various activities in order to find their desired 

scientific documents and conduct their studies. Direct search-based approaches or 

exploratory searches are considered as one of the initial steps. When researchers are 

unfamiliar with a research domain or have not planned out their search strategies, their 

initial step is exploratory searches rather than direct document retrieval [5]. During the 
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process of searching, some implicit minor tasks such as comparison, knowledge 

acquisition, aggregation, navigation, analysis or evaluation of search results might be 

performed. 

Finding related works and scientific documents is not limited to searching in academic 

databases. Each of the retrieved and selected search results should be analyzed further by 

the researchers. To conduct a complete literature study, find a theoretical basis to support 

a topic, judge the relevancy of certain scientific documents to a specific topic, or aim for 

other goals, researchers need to drill into the content of each selected scientific document 

to be able to extract the required information. 

To explain the overall interactions between researchers and scientific documents in more 

detail, we can refer to the process of conducting research synthesis. Research synthesis is 

a general term defined as the process of combining multiple primary research results 

aimed at one topic or scope of study [6]. There are numerous types and methodologies to 

conduct such studies; however, we will only mention the common framework used to 

conduct scoping reviews. Scoping review is a relatively new review type that tries to map 

literature, key concepts, gaps in the research, and types of evidence related to a defined 

area or field [7], to elaborate on the required interactions with scientific documents. This 

framework [8] proposes a six-stage process consisting of 1) identifying the research 

question, 2) searching for relevant studies, 3) selecting studies, 4) charting the data, 5) 

collating, summarizing and reporting the results, and 6) consultations. It is apparent from 

the title of each stage that researchers are required to make sense of the content and the 

results proposed in each study to decide on the inclusion/exclusion of them, extract their 

data and generate reports in order to conduct such studies. In the next section, we will 

focus on the general process of sensemaking and sensemaking of scientific documents. 

1.1  Sensemaking and Scientific Documents 

Sensemaking is a general term that suggests the active processing of information to 

achieve understanding. Sensemaking activities happen whenever we confront a new, 

complex problem, and they involve finding information about the problem and require 
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learning about new domains, exchanging knowledge, acquiring situation awareness, and 

solving ill-structured problems [9], [10]. 

Sensemaking can be considered as a continuous effort to understand connections among 

entities such as people, places, or events in order to anticipate their direction and act 

accordingly. Sensemaking activities do not have a clear beginning and ending all the 

time; instead, they are usually characterized as ill-structured and open-ended problems 

where potentially conflicting pieces of information should be gathered and understood. 

Therefore, sensemaking does not follow the waterfall model of data to understanding 

(data – information – knowledge – wisdom), nor is it a function of the amount of 

information where more information could guarantee a better sensemaking process. 

To understand the process of sensemaking in more depth, we can refer to the definition 

proposed by [11], where sensemaking is considered as a process of searching for a 

representation and answering task-specific questions by encoding data in that 

representation. This definition consists of two essential components, representations and 

task-specific questions. Considering the first component, it considers two types of 

resources involved in the process of sensemaking, internal cognitive resources and 

external resources for information processing and storage; and it mentions representation 

as tools by which we can reduce the cost of using these resources during different 

operations of sensemaking. Regarding the second component, this definition is concerned 

with problems involving large amounts of information and sensemaking is involved in 

their information retrieval and processing tasks and subtasks to answer potential 

questions. In conclusion, sensemaking activities involve establishing some goals, 

discovering the structure and type of involved information items, generating required 

questions, and organizing corresponding answers to the raised questions. 

Since many academic goals such as conducting a review study also involve large 

amounts of information, the perspective expressed in the above definition can help 

analyze the sensemaking of scientific documents in more depth. In a broad 

conceptualization, the sensemaking process consists of 4 main sub-processes: 1) 

information gathering, 2) encoding the information in a new representation, 3) gaining 
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insight through manipulation of the new representation, and 4) creation of some 

knowledge based on the resulted insight. Consequently, we can infer two key features of 

sensemaking processes: 1) the dynamic flow of data in a sensemaking process in a sense 

that the initial external data items might potentially be removed or reformed during the 

process, and 2) iterative nature of the sensemaking process in which the sub-processes 

can come with many back loops and occur one after the other to guarantee the 

appropriateness of examined information and the developed mental model. Considering 

the abovementioned features, we should examine the sensemaking sub-processes in the 

context of scientific documents thoroughly. 

Initially, researchers search through external data sources, filter relevant documents, and 

store them for further processing to gather the required information. Next, they read the 

stored documents and extract desired information items to find relevant evidence to draw 

inferences, support, or reject a theory. Depending on the size and complexity of extracted 

evidence, in the next step, researchers re-represent the information in their mental space 

or using an external tool (e.g., computational tools). Generating hypotheses, considering 

biases, and presenting the resulted theory are the follow-up activities. 

According to the above examination of sensemaking sub-processes, it can be concluded 

that through the process of sensemaking, researchers seek information. However, 

sensemaking activities are different from information-seeking activities in which the goal 

is to find a specific body of information. In a sensemaking process, desired information 

items are distributed among documents and data sources, and researchers have to extract 

the information items, find their relationships and make sense of these information pieces 

[12]. 

As shown above, the sensemaking of scientific documents consists of various sub-

activities that can be analyzed to better understand this process. Searching and filtering 

retrieved scientific documents from external data resources, reading scientific documents 

and extracting desired information, discovering the relations between extracted 

information items and their corresponding documents, and collating and synthesizing 
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extracted information scattered in a corpus of documents are the major sub-activities 

carried out during the process of sensemaking. 

As mentioned earlier, academic databases and search engines are the familiar data 

sources through which researchers search for their desired scientific documents. Many 

exploration systems provide an interface to a specific repository or an integration of 

multiple sources of scientific documents, provide rankings for authors, publications, or 

other aspects of the documents, or categorize the documents into research topics by 

extracting keywords. However, supporting researchers in searching and navigating 

through different dimensions (e.g., topic, co-author, etc.), discovering research trends, 

and relating authors and scientific documents semantically have remained a challenge for 

many of these systems [13]. By using these databases, researchers can retrieve scientific 

documents by searching for specific keywords, research domains, publications, authors, 

etc. Afterwards, they should drill into each retrieved document to judge its relevancy, 

decide its inclusion/exclusion for further analysis, and extract key information. 

The process of making an initial judgement of a document’s relevancy to the researcher’s 

information needs is referred to as “document triage” [14]. During document triage, 

researchers examine a document and determine its relevancy. However, multiple 

revisions might occur during the process, and the perceived relevancy of one document 

might rise or fall as the researcher comprehends more pieces of the document. Previous 

studies indicate that abstracts and titles of scientific documents play an important role in 

the relevance judgement of researchers during document triage. It is also reported that 

section headings, emphasized text (e.g., italicized paragraphs, bullet points, figure 

captions), images and figures are the other document elements that researchers focus on 

during the triage [15]. In conclusion, document triage can be seen as a form of visual 

search where documents are explored and assessed in short timespans and commonly 

read linearly. Therefore, in the case of long documents, researchers tend to read only the 

overview sections at the top, which results in neglecting possible matching content with 

lower visibilities. 
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Depending on the information needs and research objectives (e.g., looking for the 

definition of a concept, finding supporting and testing data of an idea, or comparison of 

scientific conclusions of several documents), researchers might perform visual searching 

tasks to find essential features of a scientific document such as its title, section headings, 

and abstract, skim a document in a quick fashion, or read it more thoroughly to look for 

inner textual information. It is also important to mention that researchers often work on 

different scientific documents simultaneously to search, compare, arrange, link, annotate 

and analyze their content [16]. Furthermore, they are generally looking for specific 

sections of a scientific document (e.g., definitions, hypothesis, algorithms, 

measurements) that can be found in any part of the document’s text instead of its entire 

content. 

Once a collection of scientific documents is retrieved and filtered and the required 

information items are extracted, researchers can discover the relationships within the 

corpus. The relationships between two scientific documents can be categorized into two 

major groups: 1) bibliographic and 2) content-based semantical relationships. If two 

documents are connected bibliographically, they are likely semantically close to each 

other; however, the semantic closeness of two documents cannot guarantee their citation-

based relationships. Current academic databases provide bibliographic information of 

scientific documents; in addition, citation-based recommendation and analytics systems 

(e.g., [17], [18]) support researchers to drill into the citation patterns, discover trends, and 

track the development of a research domain. On the other hand, extracting semantical 

relationships are more difficult for several reasons: 

1. The information needs of one researcher vary from the other depending on the 

researchers' academic tasks or experience. 

2. Any part of the content of scientific documents can potentially answer a 

researcher's information requirements, unlike bibliographic information located in 

a specific section of documents. 

3. Covering all the content of a scientific document, extracting key information and 

matching it with another document is much more time-consuming than extracting 

bibliographic information. 
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Summarization, keyword extraction, sentence extraction and other NLP techniques are 

examples of proposed solutions to support researchers in making sense of documents' 

content and discovering inter-document links. 

In conclusion, as mentioned before, the subprocesses during the sensemaking activities 

are iterative. To cite an example, a researcher can search for a different key term, extract 

a new set of scientific documents, and add to the existing corpus after triaging the initial 

set of documents and figuring out the need for more supporting documents for a subtopic. 

Furthermore, it is important to mention that external representations play an important 

role in sensemaking activities. As working memory has some limitations which restrict 

researchers from processing a large number of information items, the relationships among 

them and hypotheses derived from them simultaneously, offloading some of the 

information onto external representations can expand the capacity of working memory 

[19]. However, in the case of scientific documents, they might contain implicit and 

internal layers of meaning, patterns and structures that cannot be encoded in these 

external representations easily [12]. Therefore, we will study the role of external 

representation and their interactivity during the sensemaking process of scientific 

documents in more depth in the next section. 

1.2 Sensemaking and External Representations 

During the process of sensemaking, external representations can enhance cognitive power 

in various ways. They are considered as sharable objects of thought which enable re-

representation of information and construction of complex structures. In addition, they 

facilitate the computation of explicit encoding of information and consequently reduce 

the cost of controlling thought [20]. Depending on a specific task, sensemaking can be 

considered as a process of developing more sophisticated representations to organize 

information, and if the information does not fit into one representation, a search is 

undertaken to find a better representation for encoding the information. From this 

perspective, sensemaking involves a constant exploration of new representations [11], 

[21]. Although external representations enhance the process of sensemaking and their 

coupling with internal representations from an integrated cognitive system [22]; however, 

it is through interactions that they are able to support sensemaking. 
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Interactions with external representations can be categorized into two major groups: 1) 

the set of operations performed when using external representations (e.g., rearranging 

retrieved scientific documents), and 2) the set of operations performed to prepare for 

using external representations (e.g., retrieving a set of scientific documents). Interactions 

can be seen as means to reduce the cost of projection and imagining by creating external 

structures and supporting more complex projection and more advanced computation, 

leading to deeper and broader sensemaking [20]. In conclusion, external representations 

and interactions are two important pillars of the sensemaking process. 

Visualizations are one of the most common means of representing and interacting with 

information. In general, visualization is the process of transformation of data D, 

according to the specifications S, into a time-varying image I(t) [23]. Each element of the 

above definition should be considered in its broadest sense. Therefore, a spectrum 

ranging from a blinking LED to a complex virtual-reality setup can be referred to as 

visualizations. Visualization can be categorized into two major groups of static and 

interactive visualization; however, static visualizations can support simple tasks including 

a limited amount of information, as perceptual analysis of visual attributes within a static 

visualization does not guarantee complete sensemaking of information [24]. Since most 

academic tasks and their corresponding sensemaking processes involve complex and 

large amounts of scientific data and documents, interactive visualization systems are the 

potentially suitable external representations to support sensemaking activities. 

The combination of automated analysis techniques with interactive visualizations 

constructs "visual analytics systems," which enable effective understanding, reasoning, 

and decision making based on complex large data sets [25]. In the context of scientific 

documents, there has been an increase in the development of visual analytics systems in 

recent years that support the search and analysis of documents. Various data types can be 

extracted from a corpus of scientific documents ranging from the textual content, which 

is the central component and encodes the main scientific contribution in natural language, 

to the metadata of each document and citation-based inter-document connections. Many 

of the current visual analytics systems only focus on a subset of these data types or 

activities during the sensemaking process. To cite an example, [26] only visualizes each 
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document's derived topics and concepts in a 2-D visualization canvas. Therefore, textual 

content, figures and tables, bibliographic information and other important information of 

the documents should be extracted from other sources. This lack of ability to penetrate 

the inner layers of information may result in gaps between inner mental processes and 

external representations [27]. 

On the other hand, encoding a large subset of information derived from a corpus of 

scientific documents may result in researchers’ inability to navigate properly through the 

visualization(s) and answer the information needs during the sensemaking process. 

Reading textual content of documents, discovering semantical relationships within a 

corpus, comparing several documents and articulating a hypothesis about the studied 

scientific documents are time-consuming activities and challenging to be supported by 

visual analytics systems in this domain. Visual analytics systems (VASes) should remove 

distracting information and provide precise and clear visualizations with low latency to 

enable researchers to explore inter-document relationships and drill into each document 

within the corpus. However, overload of scientific information, the closeness of scientific 

literature and complex semantic analysis, and limitations of the devices supporting 

VASes are the main challenges for providing such experience for researchers [28]. 

Developing a citation network of a corpus, single document and multi-document textual 

summarization, topic extraction, and document clustering are examples of techniques 

used to support the analysis of scientific document collections by VASes. Depending on 

the visualization(s) representing this processed information, researchers can conduct their 

academic studies and make sense of the involved scientific documents in a quicker way.  

1.3 Research questions 

Many VASes provide multiple coordinated visualizations in separate windows or tabs to 

cover different tasks with their system and link different information items within a 

corpus to each other. Therefore, there is a possibility that researchers forget about the 

context of the corpus when they try to focus on the provided information about a single 

document or perform any other required navigation to discover detailed information. The 

gap between multiple visualizations may cause a disconnection between researchers’ 
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internal representation and external representations provided by a VAS and delays the 

process of sensemaking. The abovementioned challenges were the main motivations to 

examine the possibility of developing a VAS that can support rapid sensemaking of 

scientific documents by covering a large subset of sensemaking sub-activities based upon 

the scientific information provided in a corpus encoded in an innovative integrated 

visualization. 

The research questions that this thesis examines are as follows: 

1. Is it feasible to integrate machine learning and natural language processing 

techniques, data visualizations, human-data interactions and web API 

infrastructures to develop an online VAS that supports the sensemaking of 

scientific documents? 

2. Can such a VAS cover a large subset of scientific information and sensemaking 

sub-activities within a corpus in a rapid fashion and still avoid researchers’ 

confusion during their interaction with the system? 

3. Can such a VAS be scalable in the sense that different machine learning 

techniques approaches be plugged in to support a specific functionality? 

4. What are the essential design considerations to develop such a system? 
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Chapter 2  

2 Background 

In the previous chapter, we examined scientific documents and their importance in 

conducting academic research. We also analyzed the sensemaking process of scientific 

documents and the corresponding sub-activities during the process. Finally, we 

elaborated on the role of external representations and visualizations in supporting the 

process of sensemaking and explained some of the challenges in developing suitable 

visual analytics systems (VASes) in the domain of scientific documents.  

There has been a significant increase in the number of scientific publications recently. 

This rapid growth can be observed in the large amounts of information that scientific 

databases and online libraries hold. To exemplify, Elsevier and Scopus offer more than 

16 million documents from 2,500 journals. In addition, more and more scientific 

documents are published online as “open-access” content [28], [29]. The emergence of 

cross-disciplinary sources and the growing number of scientific documents results in a 

challenging situation for researchers to follow the research trends and recognize the key 

documents. Therefore, adopting traditional methods like reading numerous documents is 

time-consuming and subjective and causes researchers’ inability to address their research 

questions and information needs. As mentioned earlier, encoding large amounts of 

scientific information using visualizations can enhance researchers’ cognitive power 

during the sensemaking process. Thus, this thesis examines the possibility of developing 

a VAS that supports the rapid sensemaking of scientific document collections and tackles 

the previous challenges of similar systems. 

Since our proposed VAS focuses on the rapidity of the sensemaking process, in section 

2.1, we will study researchers’ reading behaviors which is the most time-consuming 

activity during sensemaking and helps researchers extract key information, link, and 

compare scientific documents. In section 2.2, we will dissect VASes, cognitive activities, 

and human-data interaction basics. Visual approaches used in visualizing scientific 
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information will be reviewed in section 2.3. In the last section of this chapter, we will 

analyze some of the related works in this domain. 

2.1 Reading behavior during sensemaking process 

Researchers spend an important proportion of their working time on reading scientific 

documents, and studies show that the number of documents a researcher reads annually 

has increased impressively [30]. The methods adopted for reading scientific documents 

vary depending on researchers' career stage, familiarity with scientific language, the 

medium by which the documents are read (paper-based or digital), area of research, and 

other factors. To define the reading behavior of researchers in a domain, it is important to 

rely on surveys; therefore, we will review the result of surveys conducted in previous 

studies. Although printed documents are still commonly used by researchers for direct 

annotation, portability, tangibility, navigation, and comprehension [31], we will focus on 

reading behavior and needs in digital environments as our proposed VAS will also 

provide scientific information in a digital environment. Furthermore, relying on 

electronic sources has increased thanks to easier access and interactive possibilities 

recently. 

In terms of the motivations, researchers read scientific documents to discover other 

studies in their domain, find additional sources of references for their work, remain 

informed, compare different studies, figure out different research methodologies, and find 

additional ideas for their research [16]. By breaking down scientific documents into their 

fragments (e.g., introduction, methodology, result, conclusion, etc.), we can analyze 

researchers’ reading behavior more thoroughly. When researchers try to answer a specific 

question related to a concept, they will have to find all the definitions and descriptions of 

that concept across different fragments in different documents, read them, classify them, 

compare them, and make implicit links between them. It is also studied that perception of 

scientific documents shifts throughout academic careers. While early-career researchers 

find fragments related to methodology and results challenging to understand, senior 

researchers focus more on those fragments [16], [32].   
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Focusing on specific fragments of a scientific document leads to a non-linear type of 

reading which is the typical academic reading workflow. As scientific documents often 

have similar structures, researchers expect to find their information needs in specific 

fragments and navigate to them directly [31]. This strict structural order of text allows 

researchers to adopt their own reading plans, jump, skim, read in a discontinuous fashion, 

and still make sense of the text [33]. In general, digital environments support this type of 

reading more than linear and concentrated type as the links in web and hypertext 

literature provide multiple options to navigate in text. Thus, screen-based reading is often 

centered around browsing and scanning, locating keywords, and one-time, selective, and 

non-linear reading rather than in-depth and concentrated reading [34]. 

Based on the previous surveys, it is important to mention some design and development 

considerations of scientific document digital reading applications to enhance researchers’ 

experience. Besides non-linear reading, which can be supported by content indexing, 

hyperlinking, and hierarchal navigation, annotation is also a fundamental component of 

the academic reading process.  Annotations are goal-oriented activities that occur within 

the context of a document without the need of switching to other tools and enable 

researchers to scan for them by visual searching [35]. Automatic annotation and affording 

proper interactions to annotate scientific documents can enhance researchers’ reading 

experience effectively. Furthermore, reflowable adaptive layout using a different 

presentation than the original one (e.g., a single-column scrollable text stream) and 

contextual literature where researchers can interact with a collection of documents are 

other demands mentioned in the survey conducted by [31].  

Parallel reading, active reading, and skimming are specific terms used to refer to different 

reading behaviors when working with scientific documents and need further inspection 

here. Parallel reading refers to the strategy where researchers work with different 

documents in parallel. On the other hand, active reading refers to reading with a critical 

thinking and learning approach, which is an important aspect of education [36]. Finding 

related resources and navigating through them is vital for active reading; however, in 

many digital reading applications, researchers have to pause their reading activity to 

navigate through other documents within the corpus, which results in either losing focus 
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on the document under examination or losing the context of the corpus [35], [36]. At last, 

skimming is a rapid form of reading that is selective and non-sequential and helps 

researchers get a gist of a scientific document, discover its structure and look for specific 

information in a quick fashion. Although skimming is commonly used to support 

covering the increasing amount of scientific information, its efficiency is heavily 

dependent on researchers’ visual interactions with text to spot keywords, navigate 

appropriately through the document and find relevant sentences [37]. 

In conclusion, we reviewed some of the reading strategies and skills, the importance of 

fragments of scientific documents, general reading behaviors, and shortcomings of 

existing digital reading applications in this section. In the next section, we will examine 

visualization patterns and techniques, typology of scientific information, and visual 

approaches for encoding this information in more depth. 

2.2 Visual approaches for encoding scientific 
information 

Information encoding is defined as the process of converting information from one state 

to another. However, in the context of information visualization, mapping information 

items from an information space to a representation space (i.e., the space of perceptual 

visual forms of information items) refers to information encoding [38]. In order to review 

the existing visual approaches for encoding scientific information, it is important to 

clarify the differences and definitions of some overlapping concepts like visualization 

techniques and patterns. For this purpose, we will refer to the framework proposed by 

[38] in which visualization techniques are considered as “methods or templates that can 

be used in specific visualization design contexts” such as node-link diagrams, which are 

used to encode the connections within a network of entities in most cases. In contrast, 

visualization patterns are not confined to specific contexts of use as they exist in a 

consistent level of abstraction independent of any particular technology, platform, 

medium, or domain. In other words, visualization patterns are abstractions rather than 

visualizations (e.g., the concept of branches that can be used to represent diverging and 

converging features of information).   
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The scientific information space contains various entity types, including scientific 

documents, authors, venues, institutions, events, and fields of study [39] and the goal of 

visualization is to represent the relations between these entities [40]. Prior to encoding 

scientific information, it is important to make sure corresponding data items are correctly 

extracted. The first set of data extracted from academic data sources is the raw data 

containing the information about authors, title, abstract, keywords, venue, publisher and 

other metadata about the scientific documents, which is important for supporting their 

management and developing related system [40]. In the next stage, the extracted raw data 

should be filtered, processed, and transformed into clean and structural data to meet the 

requirements for visual encoding [41].  

Processing raw data of a scientific document, constructing its derived attributes, and 

encoding them give researchers insights that require a lot more cognitive load to gain 

without the help of visualizations. To cite an example, by performing text processing and 

mining techniques such as tagging, text clustering, dimension reduction, and topic 

modeling and representing the extracted topics from scientific documents, visual 

analytics systems can help researchers gain insight into the evolution trend of a topic in a 

research domain [41]. Other than the bibliographic information of scientific documents, 

which help researchers discover the relationships within a corpus, follow research trends, 

and identify important documents, the textual content is the central component of a 

scientific document and is usually stored in PDF, XML, or HTML formats in scientific 

databases. Since making sense of the textual content of documents and extracting 

information from them are time-consuming and affect the rapidity of the sensemaking 

process the most, we will focus more on the visual approaches adopted for encoding 

textual content or related derived attributes. 

It is studied that approaches toward text analysis and visualization have increased 

recently, unlike the previous decade where visualizations were more focused on the 

authors and bibliographic information [42]. Many approaches for encoding scientific 

information integrate visualization techniques with natural language processing 

techniques, which will be studied thoroughly in the next chapters. Encoding textual 

content of scientific documents can be used to support different activities ranging from 
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finding and comparing documents to extracting patterns and relations. We will refer to 

some existing visualizations and study the techniques they used below: 

• CyBis [43] is a 3D analytical interface for a bibliographic visualization tool with 

the objective of enhancing the scientific document searching experience. It uses 

metaphors for representing both documents and terms, where relevant documents 

to a search query are scattered as circles in a 3D cylinder based on their 

publishing year and closeness to a specific term. It also supports standard 3D 

interactions to deal with possible occlusions.  

• Rexplore [13] is a tool for exploring scientific data which supports visualizing 

trends, finding the semantic relationships between authors, and multi-dimensional 

search. Node-link graph is the primary technique used in this tool to encode the 

connection between authors, and the interactivity of the system allows its users to 

change the type of links, ranking criteria, and filters. 

• ParallelTopic [44] is another tool that integrates Latent Dirichlet Allocation 

(LDA) topic modeling with interactive visualization to support the sensemaking 

of large text corpora. Other than the scatterplots, which show the number of 

topics each document contains, parallel coordinate metaphor is also utilized in 

this tool to present the probabilistic distribution of a document across topics. 

Furthermore, word clouds corresponding to each topic and streamgraphs for 

depicting the topic evolution over time are the techniques used in this tool. 

• The visualization method proposed in [45] is based on a hierarchal topic model 

which extracts topics of three different domains and their correlation. It utilizes a 

Sankey diagram for presenting the topics, a scatter plot for showing the topics 

in 2D space, word clouds to show the corresponding terms of selected topics and 

subtopics, and a stream diagram to illustrate the topic trend. 

• The visual exploration approach proposed in [46] uses maps, a popular 

visualization metaphor for scientific information, to encode the scientific 

documents in the computer science domain. It encodes the words and phrases 
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extracted from titles to cities in the map; therefore, countries are created based on 

their similarity. It also uses the heatmap technique to visualize the profile of 

researchers, research institutions, or conferences over the base map. 

• TileBars [47] is a visualization that utilizes term distribution information for 

Boolean search results. In the first place, it uses the text tiling technique to 

partition text into coherent thematic segments. In the next step, it represents a list 

of documents encoded into rectangular bars consisting of several squares that 

correspond to text segments. While the length of a bar shows a document’s 

length, the darkness of a square indicates the frequency of search terms in a 

segment. 

• The visualization proposed by [48] displays search results in a matrix view such 

that each document in the results set belongs to a single cell and is represented by 

an icon. Through interaction, the axis of the matrix view can be set based on 

different aspects of the document (e.g., author, year of publication, or relevancy). 

• Sparkler[49] is a prototype system that visualizes the relevancy of multiple 

queries to a collection of documents. It uses a circular spatialization scheme to 

afford the comparison of multiple queries where resulted documents are 

distributed on a circle split into one segment per query. Documents are encoded 

by colored glyphs according to the query, and queries are encoded with triangle 

icons positioned in the center of the visualization. Furthermore, distance from the 

center encodes the relevancy to a query and documents with similar relevance 

values are positioned the same distance from the query icon but spread along an 

arc, resulting in the formation of a simple histogram. 

• PaperVis[50] is a visualization that affords quick grasping of complex citation-

reference structures among a scientific document collection. Radial Space 

Filling, Bullseye View, and node-link graphs are used in this visualization to 

depict the relationships between documents. 
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Aside from the abovementioned techniques, it is important to mention the visualization 

techniques and approaches that researchers adopt to address the challenges regarding 

complex datasets. Due to the complexity and high load of scientific data, visualization 

designers might utilize concepts such as overview+detail, focus+context[51], or multiple 

coordinated views[52] aiming to help users interactively change the perspective on the 

data. Interactive lenses, tools that solve a localized visualization problem by temporarily 

altering a part of the visual representation of data[53], are an important visualization 

approach to support interactive complex data exploration. Interactive lenses can be 

conceptualized as functions, which determine what is to be processed by them and how 

the result should be integrated with the visualization. The key characteristic of interactive 

lenses is their transient effect, which means that the visualization can return to its original 

state once the lens is dismissed. 

Designing visualizations to encode scientific information and documents is not limited to 

the techniques utilized in the abovementioned examples. Based on the sensemaking sub-

activities and academic tasks a visualization aims to support, different visualization 

techniques and patterns can be blended to encode required information items. Many other 

existing visualization techniques applied to encode textual content are mentioned in a 

web-based interactive visual survey1 proposed by [54]. This survey has provided around 

440 visualization techniques and samples spanning from 1976 to 2019 and categorized 

them according to different criteria such as supported analytics tasks, supported visual 

tasks, types of encoded data, and utilized visualization techniques. 

To summarize, we had an overview of the basic concepts of visualizations (e.g., 

visualization techniques, patterns, representation space, etc.) and described different 

entities of scientific information and the importance of preprocessing before mapping 

them into representation space. At last, we provided some examples of the common 

visualization techniques used in this domain. In the next section, we will study the role of 

 

1
 The online survey browser is available at: http://textvis.lnu.se/  

http://textvis.lnu.se/
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interactions and interactivity of a VAS in supporting cognitive activities in more depth 

and conceptualize the structure of a VAS. 

2.3 Interactions, Interactivity, and VAS structure 

Although adopting suitable visualization techniques to encode specific scientific 

information of VAS impacts its efficiency and usability; however, it is through 

interactions that researchers can adjust visualization and address their contextual and 

cognitive challenges. It is also important to clarify the distinction between the concepts of 

interaction and interactivity as interaction refers to actions and reactions between a VAS 

and its user while interactivity refers to the quality or condition of interaction; therefore, 

if the quality of the interactions within a VAS is bad, it will not support cognitive 

activities of researchers effectively in consequence[55], [56]. The interactivity of a VAS 

can be analyzed with regards to structural elements of each interaction or the combination 

of interactions together. Diversity of interactions, harmonious relationships among 

interactions, appropriateness of interactions to support cognitive activities, and flexibility 

are some of the interactivity factors that VAS designers should take into 

consideration[57]. While researchers interact with a VAS, some of the information 

processing occurs in the internal mental space of researchers, some is offloaded onto the 

computational processing units of the VAS, and some occur through interactions with the 

VAS. Therefore, the interaction within a VAS creates a coupling between the VAS and 

the researchers using it to reduce their cognitive effort and allow them to develop a 

mental model of the scientific information they are working with [38], [55].  

In conclusion, as the design of a VAS, its interaction, and the quality of its interactions 

determine the distribution of processing load between researchers and the VAS and its 

efficiency to support researchers’ cognitive activities, interaction design and interactivity 

should be considered central components of design and development of a VAS. [58] 

provides a hierarchal perspective of the complex cognitive activities supported by VASes 

and breaks them down into their constructing sub-activities, tasks, sub-tasks, actions, and 

events in its proposed framework, EDIFICE-AP. It also provides a catalogue of action 

patterns in the level of actions and reactions with a VAS, with each pattern characterized 
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in terms of its utility in supporting complex cognitive activities, which can aid VAS 

designers and developers in the process of designing their VAS’s intractability. 

Considering the previously mentioned characteristics of scientific information items, the 

need for processing them before visualization, visual approaches to encode them, the role 

of interactions and interactivity in developing a VAS, and the analysis of sensemaking 

process as a complex cognitive activity which researchers carry out to conduct their 

academic research, we can divide the conceptual structure of VASes into five spaces 

(based on the conceptual visual analytics structure proposed by [55]): 

• Information space which contains concrete or abstract sources of scientific 

information (e.g., available scientific documents on academic databases) 

• Computing space, which is concerned with storing, processing, and encoding the 

items from information space (e.g., extracting keywords of a scientific document) 

• Representation space is an interface that connects the human mind to the 

information space and contains visualizations of the VAS  

• Interaction space where users of a VAS can perform actions and receive its 

reactions 

• Mental space where internal mental events and operations occur (e.g., memory 

encoding, induction, deduction, etc.). 

Although we referred to some of the existing visualizations and visual analytics systems 

within the domain of scientific information and documents in 2.2; however, in the next 

section, we will analyze some related works in this domain which try to cover more sub-

activities during the sensemaking process of scientific documents in more depth. 

2.4 Related works 

As mentioned before, the sensemaking of scientific documents is a complex cognitive 

activity that requires researchers to analyze both the collection of documents and the 

inner content of each document to be able to develop a mental model of the involved 

information. Therefore, a suitable VAS should be able to allow researchers to drill into 

each scientific document in addition to encoding the whole corpus, inter-document 

relationships, documents’ arrangement, and other collective features to support 
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sensemaking and related sub-activities effectively. In this section, we will review some of 

the VASes in this domain that meet these criteria: 

• Action Science Explorer (ASE) [59] is a prototype system2 that utilizes reference 

management, statistics, citation text extraction, single and multiple documents 

summarizations, document clustering, interactive filtering, and network 

visualizations. In order to afford rapidity of exploration and sensemaking 

processes, it relies on Natural Language Processing techniques such as textual 

summarization and network visualizations; in addition, it provides multiple 

coordinated windows (e.g., reference management, citation text, multi-document 

summary, and citation networks window) that researchers can use to adjust the 

visualizations. Concerning the textual content of each document, it provides a 

full-text view in addition to the citation context feature using colored highlighting 

technique. Occlusion and possible high density of document nodes in the network 

visualization and distributed attention on different windows are some of the 

factors that might affect researchers’ sensemaking process and interacting 

experience. 

• Jigsaw [60] is a VAS that integrates multiple text analysis algorithms (e.g., 

document summarization, document similarity calculation, document clustering, 

sentiment analysis, entity extraction, and related entities recommendation) with 

interactive visualizations to allow researchers to explore scientific documents 

while sensemaking [61]. It provides scientific information of documents and their 

entities through multiple distinct visualizations such as 1) a List View including 

lists of entities and color-encoded relationships between them; 2) a Graph View, 

which uses a node-link diagram to display the connections between entities and 

documents; 3) a Document View which displays the textual content of a 

document with highlighted entities, and 4) a Document Cluster View that 

represents all the documents within the collection along with the partitions 

 

2
 Further information is available at: http://www.cs.umd.edu/hcil/ase/  

http://www.cs.umd.edu/hcil/ase/
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generated by manual or automatic document clustering. Scrolling the list views 

and switching between different views to develop a mental model about the 

scientific information within the system are some of the factors affecting 

researchers’ sensemaking process. 

• Paper Forager [62] is a web-based system that allows researchers to explore 

scientific documents rapidly. Its visual interface is composed of two main 

components, interface controls, including some controlling options such as search 

field or authors’ list and main display area, which provides single and multiple 

documents views. The tooltip technique utilized in this system allows researchers 

to focus on one scientific document and still be aware of the whole collection. 

The inner content of the documents has remained in its original format and used 

both as thumbnails to represent documents within the corpus and “page view” to 

encode documents’ content. Although this technique allows researchers to access 

detailed content rapidly, resized small thumbnails cannot provide such rapidity 

when the number of documents increases. Furthermore, text processing 

techniques and encoding key sections of documents could have played an 

important role in this system which are currently missing. 

• The visual analysis prototype developed by [63] supports the exploration of 

suspected plagiarism cases. Its visualization is based on bipartite graphs and 

Sankey diagrams, and it uses a three-tiered approach for exploring cases: 1) an 

overview that represents the distribution of finding spots across the document, 

their length, categorization, and their relation to the source document, 2) a glyph-

based visualization which demonstrates the relation between the source document 

and the finding spot, and 3) a side-by-side view that represents the actual text 

fragments of the source and reviewed documents for required comparisons. 

Although enabling users to drill into latent information in case of requirement 

enhances this system's efficiency, using NLP approaches for automatic detection 

and categorization of plagiarism cases could have significantly impacted the 

system. 
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• Literature Explorer[64] is a visual analytics suite that supports interactive 

document retrieval. It uses a topic mining method to uncover “thematic topics” 

from a corpus and integrates this underlying topic detection with a set of visual 

components. It uses a graph view to display the connection between topic 

keywords, a list view to display relevant documents, a theme river view that uses 

a stacked area graph to display the evolution of topics over time, and a paper view 

that shows the metadata of a selected document. Although the simplicity and 

clarity of the visual components afford easy access and reading of information, 

lacking textual content of documents to show the context of topics and scrolling 

structure of documents list are some of the limitations of this system. 

• PatViz[65] is a VAS that supports interactive search, exploration, and analysis of 

patents information. PatViz provides various visual windows (11 views) for 

encoding the patent information (e.g., world map to encode the distribution of 

patents, text view to encode the textual content of the patents, term cloud to 

encode the most frequent terms, etc.). Switching between different views and 

activating all the views in the system leads to complexity of the system and might 

affect users’ experience. 

CiteSpace II[66], CiteRivers[17], UTOPIAN[67], VOSviewer[68], Citeology[69], and 

CitNetExplorer[70] are some of the other notable works in the literature, and we have 

considered their advantages and limitations before designing our VAS. By reviewing the 

literature of the related VASes, it can be concluded that node-link diagrams are a 

common visualization technique used to encode scientific documents, their relationships, 

and citation networks. However, the occlusion of nodes and a high number of documents 

force researchers to perform additional navigational actions to be able to scan the 

documents or discover specific information they are looking for. Therefore, they might 

lose the context of documents or focus on a document while navigating through the 

network of document nodes.  

In the next chapters, we will conceptualize the architecture of our VAS, analyze the 

information space, computing space, representation space, interaction space, and mental 
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space thoroughly. The data sources, data preprocessing, applied statistical and Machine 

learning approaches will be studied in the next chapter. Furthermore, to address the 

visualization challenges mentioned in this chapter, we will go through our proposed 

visualization design in chapter 4.   
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Chapter 3  

3 System Architecture and Data Processing 

By having an overview of the literature, it was demonstrated in the previous chapters that 

since sensemaking is an open-ended activity and scientific information has complex inner 

structures and patterns, many existing VASes in this domain do not cover all the sub-

activities and corresponding required information items during the process of 

sensemaking of scientific documents. Numerous systems were focused on the initial 

document exploration and filtering activities or representing bibliographic information, 

authors’ information, and inter-document relationships of a corpus of scientific 

documents. These VASes can support researchers in developing an initial mental model 

about the documents they are interacting with. However, they pay less attention to tasks 

such as drilling into each scientific document, reading its textual content, and extracting 

key information items to address specific information needs, which play important roles 

in taking the sensemaking process into its next steps and adjusting researchers’ internal 

representation. 

In this chapter, we will examine the architecture of a VAS that integrates Machine 

Learning and Natural Language Processing techniques with visual approaches to support 

researchers to not only have an initial exploration through their corpus of scientific 

documents, but also drill into scientific documents, read their textual content in different 

modes (e.g., skimming, non-linear, or linear reading), discover key sections of each 

document, and find semantical relationships among different documents in rapidly. 

Furthermore, we will analyze the pipeline designed to process incoming scientific 

documents, the technologies used for its implementation, and the developed modules in 

detail. 

3.1 Data Flow Design  

Over the past few decades, most scientific documents have been stored in Portable 

Document Format (PDF) [71], and most academic databases provide PDF documents in 

response to researchers’ queries. Therefore, we decided to design our data flow pipeline 
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in a way that the PDF version of scientific documents counts as its initial external data 

source.  

We have developed a RESTful web API[72] using Python programming language [73] 

and Flask framework[74] to process uploaded scientific PDF documents, perform 

preprocessing tasks, apply ML or NLP techniques, and provide endpoints to send 

required processed data items. Our VAS uses JavaScript Object Notation (JSON) 

representation for handling requests and responses. Figure 1 depicts an overview of all 

our VAS architecture, the stages, and modules within the pipeline, starting from the 

external data source and its corresponding parsing unit to all the provided endpoints.

 

Figure 1 - overview of VAS structure, pipeline stages, and its sub-modules 

3.1.1 PDF Processing unit 

Through the form provided in the interface of our VAS, researchers can upload their 

desired collection of scientific PDF documents to examine further. Therefore, processing 
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the content of the uploaded documents and extracting their contributing information is the 

first stage of our pipeline. 

Due to the flexibility of PDF typesetting, scientific PDF documents come with numerous 

layouts in which the position of headings, footings, texts on side margins, tables, figures, 

and other components of a document are determined arbitrarily. Therefore, extracting the 

main textual content of a scientific document cleared from any noisy data (e.g., page 

headings or publisher’s title) is a challenging task. Some studies have addressed this 

problem by adopting solutions such as rule-based methods, machine-learning models, or 

heuristics. To exemplify, pdftotext3, PDFMiner4, PDFBox5, and xpdf6 are some of the 

widely used tools to convert pdf documents into text or structured XML/HTML formats; 

however, they often fail to make a clear distinction between contributing and redundant 

texts in scientific PDF documents. 

Among the existing tools, we decided to use Grobid[75], which uses machine learning 

approaches to extract, parse, and re-structure PDF documents (focusing on scientific PDF 

documents) into structured XML/TEI encoded documents. Grobid contains several 

models to analyze scientific documents’ content, such as the “full-text” model that 

attempts to identify and structure appearing items (e.g., paragraphs, section titles, figures, 

tables, etc.) in the body text of a scientific document. To facilitate our web API with 

Grobid service, we used Grobid docker container7 alongside its Python client library8. 

When researchers upload their desired collection of scientific PDF documents to the 

VAS, several API requests, as many as the number of uploaded documents, will be sent 

 

3
 Available at: https://github.com/jalan/pdftotext  

4
 Available at: https://github.com/euske/pdfminer  

5
 Available at: https://pdfbox.apache.org/  

6
 Available at: https://www.xpdfreader.com/  

7
 Further information is available at: https://grobid.readthedocs.io/en/latest/Grobid-docker/  

8
 Available at: https://github.com/kermitt2/grobid_client_python  

https://github.com/jalan/pdftotext
https://github.com/euske/pdfminer
https://pdfbox.apache.org/
https://www.xpdfreader.com/
https://grobid.readthedocs.io/en/latest/Grobid-docker/
https://github.com/kermitt2/grobid_client_python
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to the web API containing each PDF document. Grobid service will generate an XML file 

containing the parsed and structured content of the document for each uploaded PDF file. 

These XML documents are used in other modules of the web API to process the textual 

content of the uploaded scientific documents. 

3.1.2 Text Cleaning and Preprocessing unit 

The preprocessing and cleaning of textual data of scientific documents is an essential step 

in our pipeline as it can guarantee the consistency and quality of analytics results. There 

is no specific endpoint for requesting text cleaning or preprocessing; instead, the module 

is used to prepare extracted textual data for other modules in the API, such as PDF 

information extraction or document summarization modules.  

This module provides two major methods: 1) text cleaning and 2) word frequency 

normalization methods. The first method removes all the line breaks, special characters, 

single characters, reference indicators, and stop words9 from the input text and returns it 

in lower case. It is important to mention that this method is only applied upon request and 

on specific sections of the textual content (e.g., paragraphs or titles) as formulas or some 

other sections of a scientific document may contain special/single characters that provide 

important information in the document. The second method tokenizes the input textual 

content into its constructing words, counts each word’s appearance within the text, and 

normalizes the frequency of each word based on the frequency of the most frequent word 

afterward. This method is a statistical approach for extracting keywords of a scientific 

document and can be used in other modules such as document summarization. 

 

9
 Stop words are a set of commonly used words in a language that carry out very little information and do 

not contribute to scientific documents semantically (e.g., “a”, “the”, “is”, “are”, etc.). 
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3.1.3 PDF Information Extraction unit 

As mentioned in 3.1.1, the Grobid service generates an XML file10 per each uploaded 

document containing structured extracted information of the original PDF file wrapped in 

specific XML tags. To cite an example, we can refer to Figure 2, which shows a segment 

of an XML file generated for the uploaded PDF version of [58] containing the extracted 

information of its first author structured using specific tags: 

 

Figure 2 - A segment of a sample XML file generated by Grobid 

Provided the information in an original scientific PDF document, Grobid can recognize 

its title, authors, keywords, publishing data, publisher name, and other metadata. 

Therefore, our PDF information extraction module uses these generated XML files to 

provide requested information in JSON format and store it for further usage in other 

modules. 

This module uses the Beautiful Soup Python library11 for parsing XML files and pulling 

out desired information. It generates a JSON object containing the title, publishing date, 

authors, publisher name, keywords, abstract, and references of a scientific document 

 

10
 Online demo is available at: https://cloud.science-miner.com/grobid/  

11
 Further information and documentations are available at: 

https://www.crummy.com/software/BeautifulSoup/bs4/doc/  

https://cloud.science-miner.com/grobid/
https://www.crummy.com/software/BeautifulSoup/bs4/doc/
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alongside a unique ID based on the order of documents in the uploading process. It is 

important to mention that not all the methods in this module rely solely on the tags 

relevant to their functionality. As an example, the keywords extraction method not only 

extracts the keywords declared in the “keywords” tag in the XML file that is based on the 

keywords authors define at the beginning of their document, but also processes the body 

of the document and identifies the most frequent words and merges both sets to be more 

precise. 

Other than the abovementioned information items, this module provides another method 

that processes the document's body in more depth. It recognizes the section titles, 

paragraphs, formulas, and lists in the body of a document. Furthermore, it parses each 

paragraph into its constructing sentences and calculates the score of each sentence based 

on the frequency of its words in the whole document. These sentence scores provide 

helpful information for document summarization or specific visual encodings that will be 

explained later. 

As seen in Figure 1, there is an overall JSON document that holds the uploaded 

documents' general information. After parsing an XML file and extracting relevant 

information, this module adds the abovementioned generated JSON object to the array of 

existing objects in the overall document. In conclusion, our pipeline generates a JSON 

document file in response to the collection of uploaded scientific documents, which holds 

all their information except for the processed body of documents. 

3.1.4 Document Clustering unit 

Clustering is the process of separating a set of data objects into subsets (clusters) where 

data objects belonging to one cluster are similar to one another yet dissimilar to the object 

in other clusters[76]. Separating a collection of scientific documents into multiple clusters 

based on their textual content is an important step in discovering the relationships 

between different documents within a corpus. There are various clustering methods and 

algorithms such as hierarchal, partitioning relocation, density-based partitioning, grid-

based, or constraint-based methods [77]. 
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Experimenting with different clustering algorithms and reviewing the literature, we 

adopted the k-means algorithm for clustering the uploaded scientific documents. K-

means[78] groups data objects into k clusters, relocates cluster centers, and re-assigns 

objects to clusters based on the minimum distance to cluster centroids iteratively. The 

document clustering method proposed in this module uses silhouette score alongside k-

means algorithm provided by scikit-learn Python library[79] to find the optimal number 

of clusters and assign each scientific document to its relevant cluster. 

Before applying the k-means algorithm on scientific documents, we concatenate each 

scientific document’s title and abstract together as these entities determine the semantic 

direction of documents with a high probability. In the next step, we apply a custom text 

cleaning method on the concatenated strings in which a custom set of scholarly stop 

words (e.g., “doi”, “et”, “al”, “figure”, “fig”, etc.) removal alongside word lemmatization 

are added to the basic text cleaning method to improve the clustering results. Vectorizing 

the preprocessed strings using sentence embeddings[80] and applying dimensionality 

reduction on the vectors are the following steps in this method. 

The k-means algorithm is applied on the vectors using different values of k, and the 

corresponding silhouette scores are calculated to find the optimal number of clusters, and 

then documents are re-clustered using the optimal k. Afterwards, the most frequent 

unigrams, bigrams, and trigrams of the documents’ titles belonging to a cluster are 

calculated to find a label for the cluster. When clusters are determined and labeled, the 

cluster Id, label, and keywords are assigned to the JSON object of the scientific 

documents belonging to each cluster, and the overall JSON document gets updated in 

consequence. 

3.1.5 Document summarization unit  

By reviewing the existing similar tools in the literature, it can be concluded that 

document summarization is an essential component to support researchers in mitigating 

the issue of the high load of scientific documents and cover an adequate amount of 

information to remain up to date in their research domain. Automatic text summarization 

methods can be broadly classified into two major categories: 1) extractive and 2) 
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abstractive text summarization. Extractive approaches crop out portions of a document 

and stitch them together to produce a condensed representation of the document[81]. 

Extractive summaries do not guarantee good narrative coherence; however, they can 

provide an approximate representation of the content of the text for relevancy 

judgement[82]. On the other hand, abstractive summarizations generate summaries from 

scratch and might rephrase or use words that were not in the original text[83]. Since 

abstractive summarizations require extensive natural language processing and heavy 

supervision and are limited to short documents[84], [85], we will focus on extractive 

methods to summarize the uploaded scientific documents in the pipeline. 

Our document summarization unit adopts an extractive method that takes a single 

document and a size variable as inputs and generates the corresponding summary. This 

method parses the content of the input document into its constructing sentences and 

calculates the score of each sentence by the frequency of its constructing words in the 

whole document. According to the size variable, which is a fractional number ranging 

from 0 to 1 and determines the number of sentences of the output summary, the top-

ranked sentences are selected and sorted based on their position in the original text (e.g., 

when the size variable is equal to 0.5, the method selects the top 50% of the sentences of 

the original text).   

3.1.6 Semantic Jumping unit 

As mentioned in the previous chapters, researchers do not read scientific documents in a 

linear fashion. They might focus on specific sections of a document more than others and 

jump to another section based on their information needs and research tasks; however, 

with the rapid growth of scientific information, it is challenging for researchers to 

discover their desired sections across one document or the whole corpus they are 

interacting with. 

By computing the semantic similarity of different sections of scientific documents and 

based upon the idea of hypertext links, we can support researchers to carry out these 

activities automatically. Due to linguistic factors such as synonymy and polysomy, we 

cannot rely on the frequency or uniformity of words in different sections to discover their 
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semantic closeness [86]. Therefore, we have adopted a modern method, Sentence-BERT 

(SBERT)[80], which is a modification of BERT[87] networks and manages to derive 

semantically meaningful sentence embeddings in a way where semantically similar 

sentences are close in the vector space12. SBERT can be used for semantic similarity 

search or clustering by performing a similarity measure like Manhattan / Euclidean 

distance on the derived sentence vectors. 

Our semantic jump module includes two main methods that find semantically similar 

sentences in one document and semantically close documents, respectively. The first 

method takes one sentence, the document it belongs to, and a size variable. After 

vectorizing the input sentence and the parsed sentences of the input document, the cosine 

similarity of the pair of the input sentence and each sentence of the document is 

calculated to find the most similar sentences within the document. According to the input 

size variable, the top-ranked sentences and their position in the document will be returned 

as output. The second method functions in the same fashion; however, it vectorizes the 

abstracts of the documents stored in the overall JSON document to find similar 

documents to the concept carried by the input sentence. 

3.1.7 Document Comparison unit 

Discovering supporting evidence across scientific documents, tracing the results of 

similar experiments in a domain, and generally comparing scientific documents is an 

important activity during the sensemaking process for researchers. To support such 

activities, we have provided a module that can automate the comparison process to an 

extent. This module contains three major methods which take two documents as inputs 

and perform analytical processes on them.  

The first method calculates the semantic similarity of two input documents by simply 

computing the cosine similarity of their vectorized abstracts of the documents and 

generating a fractional number between -1 to 1. On the other hand, the second method 

 

12
 Further information and the corresponding Python framework is available at: https://www.sbert.net/  

https://www.sbert.net/
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parses the body content of the input documents into their constructing sentences and 

ranks each sentence based on the appearance of a set of keywords which is a combination 

of the keywords of both documents. Therefore, similar sentences from the document will 

get higher scores than unique sentences. Finally, the third method provides semantic 

jumping functionality for both documents simultaneously. To explain further, it retrieves 

similar sentences alongside their position in each document to a concept given as the 

input; therefore, researchers can compare the documents’ approach towards one concept 

at the same time. 

In this chapter, we examined the Web API, implemented pipeline, and its sub-modules in 

depth. It is important to mention that various Machine Learning and NLP approaches 

other than the ones adopted in the abovementioned modules can be plugged into the 

modules without affecting the general structure of our API that shows the scalability of 

our VAS. In the next chapter, we will analyze the visualization component of the VAS in 

detail. 
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Chapter 4 

4 Visualization and Interface Design 

Based on the abstract design for data flow in the previous chapter, the interface of our 

VAS can access the processed information extracted from an uploaded collection of 

documents. Furthermore, the visualization component is reactive to the incoming data, 

updates dynamically, sends required requests to the Web API, and updates according to 

the received responses again in an interaction loop between representation and computing 

spaces. As discussed in 2.4, encoding large amounts of scientific information, using 

node-link diagrams as a common visualization technique, and numerous navigational 

interactions to drill into documents are some of the main limitations which prevent 

researchers from overcoming their cognitive challenges and carrying out the process of 

sensemaking properly. In this chapter, we will examine the integrated visualization 

component of our VAS that attempts to minimize the number of navigations and address 

the abovementioned issues to afford rapidity of the sensemaking process for researchers. 

In section 4.1, we will study the technologies used to implement the interface. In section 

4.2, we will examine the visual approaches and the visual components of our VAS’s 

interface. Finally, we will go through a usage and comparative scenario as a proof of 

concept in 4.3. 

4.1 Integration of React JS and D3.JS  

Data Driven Documents (D3)[88] is a JavaScript library that supports simple to very 

complex web-based interactive data visualizations. Unlike many other visualization 

libraries, D3 enables direct inspection and manipulation of Document Object Model 

(DOM13), allowing designers to map arbitrary data to DOM elements and design a wide 

variety of data-driven visualizations.  

 

13
 DOM is the data representation of the objects which the structure and content of a document on the web 

is based upon, and enables programming languages to interact with a page to change its document 
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D3 also provides specific operators called “event handlers” that respond to user input, act 

on a selected set of elements, and potentially involve animated transitions to enable 

interactions in a visualization. In order to update visualizations according to data changes 

and keep them dynamic, basic visualizations use JavaScript setInterval14 method to run 

their code in short time intervals. However, this method of handling data changes can be 

computationally intensive when the number of data and visual variables increases 

significantly. To address this problem, we have integrated D3.JS with React JS15 library 

and one of its features, React Hooks. 

React JS is a component-based JavaScript library created for building web-based user 

interfaces. In general, it uses Virtual DOM, which compares components’ previous states 

and updates only the changed items in the real DOM instead of updating all the 

components; therefore, it can significantly improve our VAS’s performance. 

Furthermore, it offers various extensions to support complete application architecture, 

such as Redux16, a state container library that supports the consistency of stored data in 

the application. React Hooks are a set of functions that benefits from React state and life 

cycle features. One of these functions, useEffect17,  enables the application to run a 

specific body of code when a specific set of data variables changes. Thus, using React 

Hooks, we can develop dynamic complex visualization without running a large body of 

code in short time spans iteratively. 

 

 

structure, style, and content (Further information is available at: https://developer.mozilla.org/en-

US/docs/Web/API/Document_Object_Model/Introduction )  

14
 Further information is available at: https://developer.mozilla.org/docs/Web/API/setInterval  

15
 Further information is available at: https://reactjs.org/  

16
 Further information is available at: https://redux.js.org/  

17
 Further information is available at: https://reactjs.org/docs/hooks-effect.html  

https://developer.mozilla.org/en-US/docs/Web/API/Document_Object_Model/Introduction
https://developer.mozilla.org/en-US/docs/Web/API/Document_Object_Model/Introduction
https://developer.mozilla.org/docs/Web/API/setInterval
https://reactjs.org/
https://redux.js.org/
https://reactjs.org/docs/hooks-effect.html
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4.2 Integrated Visualization Component  

Although visualization of scientific information mainly faces the challenge of a large 

number of scientific documents and information overload[28], to afford rapidity of 

information exploration and sensemaking process in general, we have decided to 

visualize all the processed scientific information in one visualization canvas. Performing 

numerous sub-tasks in one scrolling window to make sense of a collection of scientific 

documents might also be challenging and lead to potential loss of context[59]. Therefore, 

we adopted the fisheye view[89] visualization technique and interactive lenses to design a 

non-scrollable visualization canvas, enlarge specific regions of interest, suppress other 

regions, and maintain the global structure of the visual marks to avoid losing context. 

 

Figure 3 - An overview of the visualization canvas 

As represented in Figure 3, the uploaded documents are encoded to rectangular colored 

elements and positioned in different columns. It is studied that basic shapes can be 

perceived pre-attentively and should be used to convey the most important information 

[90]; therefore, we used rectangular glyphs (hereinafter referred to as “document 

rectangles”) to represent the position of each uploaded scientific document in the 

arranged canvas. 
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Furthermore, we have implemented a sliding lens that provides the fisheye view in our 

visualization. This lens uses the following formulas to dilate specific documents in the 

canvas: 

# 𝑜𝑓 𝐸𝑛𝑙𝑎𝑟𝑔𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 =  (
𝑆𝑙𝑖𝑑𝑖𝑛𝑔 𝑊𝑖𝑛𝑑𝑜𝑤 𝐻𝑒𝑖𝑔ℎ𝑡

𝐶𝑎𝑛𝑣𝑎𝑠 𝐻𝑒𝑖𝑔ℎ𝑡
)

2

× # 𝑜𝑓 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 

𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑅𝑒𝑐𝑡𝑎𝑛𝑔𝑙𝑒 𝐻𝑒𝑖𝑔ℎ𝑡 =  
(𝐶𝑎𝑛𝑣𝑎𝑠 𝐻𝑒𝑖𝑔ℎ𝑡 − (# 𝑜𝑓 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 × 𝑚𝑎𝑟𝑔𝑖𝑛𝑠18))

(2 × # 𝑜𝑓 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 − # 𝑜𝑓 𝐸𝑛𝑙𝑎𝑟𝑔𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠)
 

𝐸𝑛𝑙𝑎𝑟𝑔𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑅𝑒𝑐𝑡𝑎𝑛𝑔𝑙𝑒 𝐻𝑒𝑖𝑔ℎ𝑡

=  (
𝐶𝑎𝑛𝑣𝑎𝑠 𝐻𝑒𝑖𝑔ℎ𝑡

𝑆𝑙𝑖𝑑𝑖𝑛𝑔 𝑊𝑖𝑛𝑑𝑜𝑤 𝐻𝑒𝑖𝑔ℎ𝑡
)2 × 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑅𝑒𝑐𝑡𝑎𝑛𝑔𝑙𝑒𝑠 𝐻𝑒𝑖𝑔ℎ𝑡 

Researchers can use the controller bar on the left side of the sliding lens to drag it over all 

the canvas in vertical directions and change its height to cover more or fewer document 

rectangles in the lens. An indicator on the controller bar also displays the proportion of 

documents covered by the sliding lens. 

Various arrangements and orderings of encoded information items can affect cognitive 

activities in different ways[91], and adjusting the information items in representation 

space can directly affect the ordering of information items in mental space[92]. Thus, we 

have devised our visualization with different document arrangements (e.g., based on 

publication dates, alphabetical order of document titles, or the number of out-link 

references mentioned in documents) that researchers can choose from. The canvas also 

contains several horizontal dashed axes as reference information to map document 

rectangles against their arrangement criteria values. However, as the height and position 

of document rectangles depend on the sliding lens, the positions of these axes float 

accordingly. 

 

18
 Margins refers to the white space between two consecutive documents in one column  
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It is important to mention that document rectangles are positioned in different columns 

representing clusters of documents and using distinct colors to help researchers identify 

each cluster (see Figure 4). Studies show that the accuracy of perception different 

graphical attributes varies significantly[93], and some attributes are superior to the others 

in this sense; thus, we decided to use colors for encoding different clusters as they have 

proven to have serious effects on our perception and judgment of visual entities. The 

cluster bar at the top of the visualization canvas displays each cluster’s label and enables 

researchers to toggle to the word clouds view by clicking on it (see Figure 5). Each word 

cloud can support researchers to get familiar with the context and the domain of the 

included documents in a rapid fashion. 

 

Figure 4 - Encoding clustered documents with distinct colors and horizontal position 
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Figure 5 – Word cloud view of the document clusters 

 

Figure 6 - List of proposed lenses 

Due to the complexity and inner layers of scientific information, it is challenging to 

design visualizations in such a way as to afford perception by the human mind, and the 

effectiveness of such visualizations is a function of both data type and visualization 

goal[94]. Since our goal is to encode a large subset of scientific information items 

extracted from scientific documents and support researchers in making sense of the 
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encoded data rapidly, we must mitigate researchers’ perceptual and cognitive overload 

when interacting with the VAS. To address this problem, we have adopted an approach 

by which researchers can adjust the level of the interiority of the visualization and 

investigate latent information when required. Thanks to this feature, researchers can 

perceive the macrostructure of the encoded scientific documents, inquire about it, and 

drill into the latent information to answer the inquiries[95]. 

We used magic lenses to implement the abovementioned functionality. Magic lenses can 

be considered as visual filters that alter the presentation of visual elements to “reveal 

hidden information, enhance data of interest, or suppress distracting information”[96]. As 

mentioned before, interactive lenses can be considered as functions with two major 

stages: 1) the Selection stage, which captures what is to be affected by a lens, and 2) the 

Join stage, which joins the results obtained from the lens with the base visualization. 

Although the sliding lens can act as a visual filter and reveal some inner information 

items of the focused scientific documents, the area of each document rectangle cannot 

afford enough space to encode required information items. Therefore, aside from 

selecting the sliding lens to enlarge desired documents, researchers can select a single 

document within the sliding lens, expand the lens, and drill into its resulting information. 

In conclusion, concerning the single document selection, it can be said that the 

visualization shows the lens selection and the generated lens results separately. 

Concerning the geometric properties of expanded lenses, we designed rectangular lenses 

compatible with the aspect ratio of the base visualization canvas and positioned them on 

top of the selected document rectangle (see Figure 7).  

In this way, we managed to reduce the density and complexity of our visualization, allow 

researchers to focus on specific documents, and access the macrostructure of the corpus 

simultaneously. As represented in Figure 6, we have provided six lenses to cover 

different information items of scientific documents and properly support the rapid 

sensemaking process of researchers. In the rest of this section, we will analyze each of 

these lenses thoroughly. 
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4.2.1 Map Lens  

 

Figure 7 - A sample expanded map lens snapshot 

Map lens is the default lens of our VAS that attempts to provide an overview of the 

metadata about scientific documents. When the map lens is selected, the enlarged 

document rectangles covered by the sliding lens will display their corresponding 

scientific document's title, publication year, and publisher (see Figures 3 and 4). 

Researchers can click on their desired document rectangle to expand the map lens (see 

Figure 7) and access further information about the document. In addition to the title, 

publisher, and publication year, this lens provides the list of authors, keywords, and the 

number of out-link references mentioned in the document. To represent the publication 

year, we used a bar that encodes the range of publication years of the uploaded 

documents in the corpus and contains a base shape positioned relatively and displaying 

the publication year of the selected document. The same technique is used for 

representing the number of out link references where two centric circles are used to 

provide the relative perception of the number of references used in the selected document 

compared to the highest number of references mentioned in a document within the 

corpus. 
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4.2.2 Summarization Lens 

The summarization lens aims to provide a condensed representation of a scientific 

document to support researchers in comprehending the content of that document rapidly. 

As mentioned in 3.1.5, a summarization module is provided in the Web API of our VAS 

that can be accessed by a specific endpoint. Therefore, when researchers select 

summarization lens from the lens menu (see Figure 6) and click on an enlarged document 

rectangle, the corresponding summarization lens expands and sends a request to the API 

alongside the selected document ID and the size of the summary (0.5 in the default state) 

and displays the returned response as the documents’ summary. 

 

Figure 8 - A sample expanded summarization lens snapshot 

As represented in Figure 8, the summarization lens provides some options on the left side 

to enable researchers to change its representation and extract further information. It 

would afford the original abstract and the PDF view of the selected document if specific 

figures, tables, or other information items were required to enhance the rapid 

comprehension process. Furthermore, it affords different summarization size values (e.g., 

a summarization size of 0.1 extracts the most important 10% of the sentences of the 

selected document) so that researchers can balance the reading time and the depth of 

details for each document. 
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4.2.3 Skim Lens 

Since skimming is one of the common activities that researchers carry out during the 

document triage and sensemaking process, we decided to provide a lens that supports 

rapid document scanning and skimming by integrating text analysis and visualization 

approaches. As mentioned in 3.1.3, the PDF information extraction module includes a 

specific function that parses a given document's content into its constructing sentences 

and assigns an importance score to each sentence based on the frequency of the words 

that appeared in it. Therefore, when researchers select the skim lens from the lens menu 

and click on an enlarged document rectangle, the corresponding skim lens expands and 

sends a request to the API alongside the selected document ID to receive its textual 

content (e.g., headings, paragraphs, lists, and formulas).  

 

Figure 9 - A sample expanded skim lens snapshot 

In order to enhance researchers’ experience during the skimming process, we used pre-

attentive visual attributes (e.g., size, hue, speed, direction) as they are difficult to ignore 

and unaffected by the high load of information[97], [98]. Therefore, we encoded each 

sentence with a specific font size according to the score calculated in the API, as size is 

considered highly pre-attentive and can be perceived rapidly[98].  We have considered a 

variable called Compression Ratio, which determines the font size ratio of the most 

important sentence to the least important one (equal to 2 by default). However, as size 
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variations might interrupt readability for long passages of scientific documents[99], we 

afforded the compression ratio option (see Figure 9), enabling researchers to change 

the Compression Ratio value to 1.5, 2, or 3 relevant to their reading needs. 

Furthermore, we encoded the keywords of the selected document in a different color 

(same as the color of the cluster that the selected document belongs to) to help 

researchers scan important sentences quicker (this functionality can be toggled in the 

options menu). In addition to the PDF view that covers any other information item 

required by a researcher, this lens affords auto skimming functionality where researchers 

can set the duration of the skimming process (e.g., 60, 120, 180 seconds) and let the 

content of the lens scroll automatically and in a top to bottom direction accordingly. 

4.2.4 Semantic Jump Lens   

This lens supports researchers in reading scientific documents in a non-linear fashion and 

rapidly accessing the sections that carry their information needs. As mentioned in 3.1.6, 

the semantic jump module provides semantically close sentences or documents given an 

input sentence or a search term and the selected document ID. Therefore, when 

researchers select the semantic jump lens from the lens menu and expand it, the textual 

content of the selected document will be displayed in the left pane of the lens (see Figure 

10), and researchers can select a sentence to find its semantically similar sentences across 

the document. When the API discovers similar sentences and sends them back to the 

interface, they will be displayed on the right pane of the lens, and researchers can click on 

them to navigate to the corresponding section. Alongside each similar sentence, the 

section header and the position of that sentence within the selected document are 

displayed to help researchers choose which section they want to jump to. 
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Figure 10 - A sample semantic jump lens snapshot 

The other options provided in this lens enable researchers to search for a specific concept 

instead of selecting an existing sentence in the document to retrieve semantically close 

sentences or document to the search term, toggle to the PDF view, and toggle to inter-

document jump mode where similar other documents are retrieved instead of similar 

sentences within the document. It is also important to mention that the first items, both in 

similar sentences and documents list, allow researchers to navigate back to the original 

sentence or the document they were reading in the first place. 

4.2.5 Bibliographic Connection Lens  

Citation networks and bibliographic information of scientific documents have always 

been an important data source for researchers to follow research trends, discover similar 

works in one domain, and examine the relationships among a collection of scientific 

documents. Although our VAS mainly focuses on supporting researchers to make sense 

of the document's textual content rapidly, we designed a specific lens that uses a graph-

based visualization technique to encode bibliographic connections among the uploaded 

documents.  
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Figure 11 - A sample bibliographic connection lens snapshot 

 

Figure 12 - Inspecting in-links and out-links of one document by bibliographic 

connection lens 

By using the extracted titles and bibliographic references of the uploaded scientific 

documents, our bibliographic connection lens computes the in-links and out-links of each 

document and encodes the connections by using curved directional lines between related 

documents. Thanks to the unique vertical position of each document rectangle and 
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specified margins between document cluster columns, no document rectangle could block 

a connection between two other documents in the canvas and interrupt researchers’ visual 

tasks to discover the connected documents (see Figure 11). However, the high number of 

connections can lead to the occlusion of curved connector lines and only allow 

researchers to locate the most and the least references documents. Therefore, as 

represented in Figure 12, we used the opacity visual attribute to fade extra connector lines 

when researchers click on one specific enlarged document rectangle to investigate its in-

links or out-links and locate the connected documents. 

4.2.6 Comparison Lens 

As mentioned before, comparing scientific documents is a common activity among 

researchers to discover desired information items across similar studies during the 

sensemaking process. Therefore, we designed a comparison lens in our VAS, 

representing a similarity score, similar sentences, and similar concepts of the selected 

documents to support researchers in rapidly comparing their desired documents. 

 

Figure 13 - selecting two documents to start comparison 
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Figure 14 - A sample comparison lens snapshot 

When researchers select the comparison lens from the lens menu, they can choose two 

documents from the canvas to start their comparison process (see Figure 13); and the 

comparison lens provides two adjacent panes to address the challenge of navigation from 

one document to the other and afford parallel reading for researchers. Unlike the 

abovementioned lenses, the comparison lens covers the whole canvas to represent the 

textual content of both documents properly. 

As seen in Figure 14, similar to the skim lens, we encoded constructing sentences of each 

document with different font sizes. However, as mentioned in 3.1.7, the scores calculated 

for each sentence depend on the keywords of both documents. Thus, similar sentences 

would be displayed in bigger fonts than the other sentences to support researchers in 

discovering similarities of the selected documents quickly. Furthermore, the comparison 

lens provides a PDF view, and a map view in case researchers desire to compare some 

information items outside the textual content of the selected document. 

Finally, aside from the similarity score of the two documents, which is displayed in the 

top right corner of the lens, the comparison lens also provides functionality like the 

semantic jump lens. Researchers can search for a specific concept and directly navigate to 
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the sentences semantically similar to the search term in both documents, which helps 

them locate their desired sections of both documents rapidly (see Figure 15). 

 

Figure 15 - semantic jump functionality in comparison lens 

In conclusion, using interactive lenses helped us design an integrated visualization to 

represent scientific information from a collection of documents and reduce the 

navigational interactions with VAS to afford the rapidity of the sensemaking process. It is 

also important to mention that the visualization techniques used in this VAS allow us to 

implement other lenses and cover more scientific information items without adding extra 

windows or navigational interactions. In the next section, we will examine our VAS in a 

scenario and compare its functionality with similar tools in the literature. 

4.3 A usage and comparative scenario 

In this section, we describe a scenario to demonstrate how our VAS can assist researchers 

in handling their research tasks involving a high number of scientific documents, and we 

also assess the strengths and shortcomings of our VAS compared to the related existing 

tools. For the purpose of this scenario, we introduce a hypothetical junior researcher, 

John, who is new to the field of Conversational AI and aims to write a report on the 

evolution of NLP-based chatbots over the past years. 
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In the first step, John aims to collect an adequate number of publications related to his 

research task; therefore, he runs a search on IEEE Xplore digital library19 for conference 

and journal articles containing “chatbot” in their document title and related to natural 

language processing topic which returns 112 scientific document and their corresponding 

PDF files. In the next step, he must address the raised research questions by reviewing 

the collected scientific documents to carry out his research task. Questions such as the 

following possibly arise when conducting such a study: 

• What are the existing definitions proposed for chatbots? 

• What are the typologies, taxonomies, or domains for chatbots? 

• What are the strategies and NLP techniques used to design different chatbots? 

• Who are the notable researchers in this domain, and how different their 

perspectives towards chatbots are? 

• What are the limitations of the existing chatbots? 

To answer these questions, John cannot rely solely on the citation networks, extracted 

topics, or document clusters; instead, he should spot the key documents, drill into their 

textual content, and extract the information items related to his research question. 

Therefore, John starts his thorough study by uploading the collection of scientific 

documents onto the VAS. After uploading 112 scientific PDF documents, the VAS 

running on a Windows machine with a Core i7-6700HQ CPU and 16GB RAM took 5 

minutes and 48 seconds to process all the documents and run a clustering algorithm on 88 

documents which were properly parsed. In the next step, the canvas depicted in Figure 16 

shows John an overview of the uploaded documents arranged by their publication date 

and clustered into two major groups.  

 

19
 https://ieeexplore.ieee.org/  

https://ieeexplore.ieee.org/
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Figure 16 - Initial state of the canvas after uploading John's collected documents 

Before any interaction with the VAS, John can discover that a higher number of 

documents were published between 2019 and 2021 than the period of 2008-2016, which 

shows the increase of attention towards this domain in the past years. Concerning similar 

tools, Paper Forager[62], which provides a histogram filter displaying the number of 

publications in each year, can also support John to infer such hidden patterns of the 

corpus in one view; however, the list view technique used by Jigsaw[61] and ASE[59] 

might require additional scrolling to provide such information. 

As all the uploaded documents are approximately similar with regards to their content, 

the clustering module has only generated a minimum number of clusters: 1)“chatbot 

using” that contains most publications concerning the implementation of a chatbot in a 

specific language or an area; and 2) “chatbot” that contains mainly publications about the 

design considerations, challenges, methodologies, analysis, and reviews of chatbots; 

however, there can be publications from other categories in another cluster due to the 

similarity of all publications. John can modify the height of the sliding lens to scan 

document rectangles in more detail and drag the sliding lens from top to the bottom of the 

canvas to have a quick overview of the title, publication year, and cluster of each 

document. 
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Figure 17 - Overview of the canvas when bibliographic connection lens is selected 

There are several ways to identify key scientific documents and authors. One common 

approach is to rely on the bibliographic connections between the documents and the 

number of citations each document or its corresponding authors received. To support this 

approach, ASE enables researchers to rank document nodes based on their received 

citations and filter top desired documents for further analysis. One other approach is to 

find the most occurring topics and find the related documents and authors within the 

corpus. To exemplify, Jigsaw enables researchers to re-order its list views based 

on frequency-of-occurrence, connect the entities of different list views, and filter desired 

entities from each list. 

The bibliographic connection lens provided in our VAS supports researchers to discover 

citation-based connections between scientific documents and locate documents with a 

higher density of connections around them as the most citing or cited documents (see 

Figure 17). However, in a research task like John’s, where approximately similar 

concepts are covered in all the documents and most of the documents are published in a 

recent short period, relying on the abovementioned approaches would not properly help 

John locate key documents and authors. Rather, he should look for documents that 

provide important information, such as survey reviews of existing chatbots, the novelty of 
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implementation, and usage in different areas (e.g., education, healthcare, or customer 

service). Furthermore, as John’s primary research task is to examine the evolution of 

chatbot systems, he must analyze documents published in different years to trace the 

approaches adopted in different years. 

By ordering documents based on their publication date and scanning the document 

rectangles using the map and bibliographic connection lenses, John perceived that the 

majority of the documents are concerned with implementing a chatbot system related to 

education, health care, human resource management, tourism and visiting guidance, 

recommendation system, and customer service. Furthermore, in case he encountered 

some documents whose titles were not informative enough, he could use the 

summarization lens to read the abstract section and condensed representation of the body 

of those documents to discover their research concerns and goals. Meanwhile, John also 

managed to locate several comparative surveys and review studies that could help him 

gain an overall insight into chatbots' definitions, taxonomies, and design challenges; 

therefore, he selected the skim lens from the lens menu drill into the content of these 

review studies. It is also important to mention that our VAS affords to switch lenses via 

the mouse scroll wheel to accelerate the process of lens selection and avoid any potential 

distraction from focusing on a specific document rectangle. 

For the sake of conciseness of this scenario, we will describe the skimming process of 

only one of the survey documents that John aimed to examine, A Survey on Chatbot 

Implementation in Customer Service Industry through Deep Neural Networks[100]. 

Using the skim lens, John can have a quick view over the headings of this document 

by headings view option of the lens and discover that this document provides definition, 

taxonomy, analysis, and comparison of chatbots. 
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Figure 18 - A snapshot of the skim lens representing the textual content of [100] 

Therefore, as represented in Figure 18, when John scrolls through the document and gets 

to the Definition section, the skim lens encodes the important sentences with bigger font 

size to support John focus on the main definition, functionalities, and terminologies of 

chatbots rather than the provided examples in the section. In this way, John can skim 

survey documents effectively, gain an insight into several chatbots and their 

implementation and usability details, and update his internal representation of the 

document collection he is examining rapidly. 

Concerning the skim lens, although our VAS manages to discover key sentences and 

gains researchers’ attention by encoding techniques in an automated fashion; however, 

this lens can be enhanced by automatic auditory skimming and automatic navigation to 

referred figures or tables in the text similar to the application designed by [37]. 

After skimming the first set of key documents and getting familiar with fundamental 

concepts of chatbots, John can use the semantic jump lens to locate the documents related 

to each design strategy, methodology, or use case he has examined in the survey 

documents. To cite an example, when John gets familiar with generative based chatbots, 

chatbots without any knowledge base that generate new text in every response, in [101] 
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and wants to find semantically similar documents in the corpus for further analysis or 

supporting evidence, he can select the inter-document jump option from the semantic 

jump lens and select on the sentence: “Therefore, it generates new text in every response” 

or any other similar sentence in that section.  

 

Figure 19 - A snapshot of the semantic jump lens while performing an inter-

document jump from [101] to relevant documents based on a specific sentence 

As represented in Figure 19, the semantic lens has retrieved five closest documents to the 

selected sentence, and by clicking on each of them, the current lens closes, and the lens 

corresponding to the selected document would open. As an example, when John clicks on 

the second document, Question Answering based University Chatbot using Sequence to 

Sequence Model[102], its lens would open, and he can drill into its textual content to 

discover the Seq2Seq and RNN encoder-decoder models used in the implementation of 

this chatbot to generate answers based on the input questions.  

Concerning the semantical connection of documents, it is also important to mention that 

the Document View proposed by Jigsaw[61] enables researchers to select similar 

documents based on specific topic entities and drill into their textual content to trace 

concepts across different documents. Furthermore, ParallelTopic[44] also enables 

researchers to select documents based on a specific topic and drill into their details. 

However, the semantic jump lens provided in our VAS enables researchers to trace a 
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custom concept rather than a topic extracted from the document across one or more 

documents based on the sentence embeddings. 

After finding related documents to each design methodology, usage area, or 

implementation technique and limitation, John can pick pairs of documents to compare 

and address his research questions with a strong knowledge basis. However, as 

mentioned before, sensemaking is an iterative process; therefore, John might add some 

other scientific documents to his collection and examine the updated set of documents in 

the VAS. 

In conclusion, this scenario shows that the non-scrollable canvas and its integration with 

interactive lenses can effectively support researchers to gain an overview over all the 

documents, discover bibliographic connections, locate key documents, drill into textual 

content of documents, trace specific concepts across the corpus to discover semantic 

connections, and rapidly compare desired documents during the sensemaking process. 

However, our VAS comes with several limitations as well that might undermine its 

advantages. The need for large screen displays for more effectiveness, lack of ability to 

annotate and create custom groups of scientific documents, and the inability to display 

document figures and tables in the lenses are some of the shortcomings of our VAS 

which can be addressed in the future. 
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Chapter 5 

5 Conclusion 

In this thesis, we examined ontological attributes of scientific documents and elaborated 

on potential sub-activities researchers might carry out during the sensemaking process of 

scientific documents. We also investigated the role of external representations and 

particularly interactive visual analytics systems in supporting researchers and enhancing 

their cognitive power to make sense of a collection of scientific documents.  

However, due to the complexity and high load of information items extracted from 

scientific documents, many VASes try to cover a limited subset of information items 

(e.g., bibliographic information) and support researchers in basic sub-activities (e.g., 

initial search and exploration of scientific documents). In addition, the visualization 

techniques (e.g., node-link graphs, scatter plots, coordinated windows, etc.) used in the 

existing VASes to encode scientific information require researchers to have additional 

interactions with the tools to focus on a specific document. 

The abovementioned challenges were our main motivations to design our VAS based on 

an innovative visualization that can support researchers in drilling into different 

information items of their desired scientific documents and remain aware of the other 

documents in the corpus. As mentioned before, the interactivity of a VAS can directly 

affect its efficiency in supporting its users; therefore, we aimed to provide optimized 

interactions both within the internal components of the system as well as the interactions 

related to the researchers and the system.  

As shown in the usage scenario, displaying all the documents in one view equipped with 

a fisheye view sliding lens would support researchers to discover specific patterns within 

the corpus with minimum interactions. Furthermore, using interactive expanded lenses 

enabled researchers to access latent information layers of scientific documents when 

required. In this way, not only we managed to avoid high density in our visualization, but 

also, we developed a mechanism by which we could extend our visualization to encode 

more information items extracted from scientific documents. Therefore, by integrating 
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machine learning and NLP techniques, Grobid PDF processing system, and visualization 

techniques, we managed to focus on the textual contents of scientific documents. 

5.1 Discussion 

Although rigorous and real-world evaluations of our system would be beneficial, the 

thorough examination and comparison conducted in 4.3 provided a basis to gain insight 

into the effectiveness, advantages, and shortcomings of our VAS. Aside from the holistic 

visualization canvas of our VAS, which mitigates the initial learning curve for 

researchers, it also supports researchers in multiple layers of abstraction. The VAS allows 

researchers to unwrap detailed information of each scientific document, address their 

broad set of initial questions and develop new questions throughout their investigation 

process, which is compatible with the iterative nature of the sensemaking process. 

Since programming languages, frameworks, and technologies used in developing a VAS 

can directly affect the overall quality of its interactions on both internal and external 

levels, and meanwhile, the architecture of the system must be designed in such a level of 

abstraction to support the extensibility of the system, we designed a modular API using 

Python language to be able to plug the state-of-the-art machine learning algorithms and 

techniques into a module without affecting the overall structure of the API. Furthermore, 

the component-based design of lenses enables us to develop new analytical modules and 

insert their respective resulting data into the visualization by designing new lens 

components. Last but not least, implementing our visualization on a web-based platform 

using D3.js facilitated easier accessibility to the system. 

Although our VAS has managed to address many challenges and shortcomings of 

previous similar tools; however, it comes with several limitations which could deteriorate 

its usability. Other than the need for large screen displays to be more beneficial and the 

restriction of using only PDF documents, our VAS has some other limitations which, we 

will examine in the next section. 
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5.2 Future Work 

Firstly, although the textual content of scientific documents contains their main 

contributions and helps researchers extract their required information items, figures and 

tables of these documents might also be key sources of information. Due to the particular 

challenges related to the extraction of figures and tables, such as widely differing spacing 

conventions of scientific documents, avoiding false positives and still extracting various 

captions, and extracting vector graphics [103] which required thorough independent 

research, we decided to rely only on the textual content and provide PDF view option in 

our lenses in cases of requirement. However, navigating back and forth between PDF 

view and the main view of lenses could result in disconnection between researchers’ 

mental process and lens representation. Therefore, efficient extraction of figures and 

tables of scientific documents and encoding them directly in the lenses could be a future 

enhancement of our VAS. 

Secondly, to support the iterative nature of the sensemaking process more effectively, we 

could afford dynamic insert or removal of scientific documents. Furthermore, the 

columnar representation of clusters in our visualization could be utilized to enable 

researchers to create new clusters and group their desired set of documents in a separate 

cluster. In addition to grouping documents, we can add annotation-based interactions to 

our VAS to support researchers in organizing their discoveries throughout their 

investigation process.   
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