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ABSTRACT

This paper evaluates two popular regression methods of testing the unbiasedness hypothesis in the forward foreign exchange market. For the thirty-day Canada/United States forward foreign exchange market, the evidence overwhelmingly indicates that it is inappropriate to treat the structure of the systematic and stochastic components of the test relations as constant over time. Hence, conclusions inferred from parameter significance testing based upon full-sample estimation can be very misleading. Accordingly, we argue for a specification analysis of the test relations, and more explicit modelling of market fundamentals.
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1. **Introduction**

The widespread adoption of flexible exchange rates in the early 1970s has led to an intensive examination of the efficiency of foreign exchange markets. According to Fama (1970), a market is efficient if prices always 'fully reflect' available information so that they provide accurate signals for resource allocation. The extent to which a price aggregates structural information is particularly important for economy-wide markets such as that for foreign exchange. In the case of the forward foreign exchange market, the forward rate should 'summarize' all the current information which is relevant for predicting the equilibrium future spot rate. Thus the efficiency of the forward market is important not only from an allocative perspective, but also in evaluating the usefulness of forward rates as proxies for spot rate expectations.

While there is general agreement regarding the importance of testing foreign exchange market efficiency (the large volume of research would seem to confirm this), there appears to be no widely accepted consensus as to what the appropriate tests are. The absence of a generally agreed upon formulation of the problem has given rise to an assortment of tests which relate to the issue of market efficiency. Most of these tests involve regression analysis. Although the regression framework has provided a convenient structure from which hypothesis tests may be entertained, there are several requirements for valid hypothesis testing that have often been overlooked in application.

The primary purpose of this paper is to illustrate the need for a specification analysis of the test relation. The applied research into market efficiency has concentrated almost exclusively upon parameter significance testing, and very little attention has been given to the statistical adequacy of the test relation itself. This neglect seems to run counter to good
econometric practice. That is, before undertaking specific parameter tests, it is important to establish that the postulated test relation is in some sense statistically appropriate. Otherwise, misleading or incorrect conclusions can always occur. In this light, several diagnostic tests, as well as subsample estimation, are especially useful for such specification evaluation (see Pagan and Hall, 1983).

In the present study, Canadian/United States data are used to evaluate the empirical specification of two alternative regression equations which have been extensively used to test the composite null hypothesis of rational expectations and no risk premium in the thirty-day forward foreign exchange market. This composite hypothesis, which implies that the forward rate is an optimal predictor of the corresponding future spot exchange rate, is referred to as the unbiasedness hypothesis. 3

For this data set, specification tests and subsample estimation display a variety of econometric deficiencies. For example, investigation of the robustness of conclusions to subsampling indicates that the results are extremely sensitive to the time period used in estimation. This, of course, implies that hypothesis tests from full-sample estimation can be unreliable. Diagnostic tests reveal that the 'ills' associated with the test relation are not the same over time. For one period there may be one type of specification error and for another period a different one. Although there are many possible explanations for this (such as an omitted variable), our results suggest that more than a 'quick' remedy will be required. In this regard, the current trend towards modelling the underlying market fundamentals would appear worthwhile. Nevertheless, the evidence presented here implies that a careful reassessment of the regression-based tests of the unbiasedness hypothesis is warranted.
In Section 2, two alternative methods of testing the unbiasedness hypothesis are compared, particularly with respect to the implications of potential misspecification. In addition, the relationship between the unbiasedness hypothesis and the issue of market efficiency is briefly reviewed. Section 3 discusses the econometric issues and reports the empirical results. Concluding remarks are given in Section 4.

2. Forward Rates as Optimal Predictors of Future Spot Rates

Typically, the optimality of the forward rate as a predictor of the corresponding future spot rate has been tested in the context of regression analysis. It is useful to discuss two regression specifications which have been commonly applied: (i) tests of the unbiasedness of the forward premium (or discount) as a linear predictor of the change in the spot rate; and (ii) orthogonality tests of the forecast errors to various information sets.

2.1 Forward Rates as Unbiased Linear Predictors

Consider the regression equation:

\[ DS_{t+1} = \alpha + \beta FP_t + u_{t+1} \]  \hspace{1cm} (1)

in which

\[ DS_{t+1} = \frac{S_{t+1} - S_t}{S_t} \quad \text{and} \quad FP_t = \frac{F_t - S_t}{S_t} \]

where \( S_{t+1} \) is the spot exchange rate at time \( t+1 \), \( F_t \) is the forward rate established at time \( t \) for period \( t+1 \), and \( u_{t+1} \) is an error term. The hypothesis that the normalized forward premium is an unbiased linear predictor of the rate of change of the corresponding spot rate implies that \( \alpha = 0 \) and \( \beta = 1 \).
The unbiasedness hypothesis could be derived from a model of a competitive market which has no transactions costs, risk-neutral speculators and market expectations which are rational. In that case:

\[ E_t[DS_{t+1}] = FP_t, \]  

(2)

where \( E_t \) is the mathematical expectation operator conditional upon current information \( I_t \) (which includes the hypothesized structural model). The relationship between the test equation (1) and the joint null hypothesis of rational expectations and no risk premium implied by (2) can be seen by decomposing the actual change in the spot rate into two orthogonal components:

\[ DS_{t+1} = E_t[DS_{t+1}] + (DS_{t+1} - E_t[DS_{t+1}]). \]  

(3)

Then, using (2), (3) yields (1) under the null. Hence, the interest in the applied literature has focussed upon estimating equation (1) and testing whether the estimated coefficients of \( \alpha \) and \( \beta \) are significantly different from zero and one respectively.

As is well known, since (2) implies that there is no risk premium or significant transactions costs, a rejection of the unbiasedness hypothesis using (1) does not necessarily imply rejection of the rational expectations hypothesis (REH) or consequently of the efficient markets hypothesis (EMH). The omission of transactions costs is common to all regression-based tests. 4

However, there has been considerable effort recently to investigate the alternative hypothesis that there is a risk premium associated with forward contracts for foreign exchange. While there is an extensive theoretical literature concerning the existence of a risk premium which may be time varying, estimation has typically proceeded under the assumption that it is time invariant. 5 In contrast, Domowitz and Hakkio (1983a), Frankel (1982), Hansen and Hodrick (1981), and Hodrick and Srivastava (1984) have attempted
to relax this assumption. However, if the analysis is to be conducted on the basis of the estimated coefficients of equation (1), then some indication should be provided that the test relation is in fact stable. For the most part, the applied literature has neglected these considerations.

If we assume that \( I_t \supset I_{t-1} \supset \ldots \), then, under the REH and the EMH, the residual in (1) should be serially independent. Of course, any mis-specification such as parameter instability or omitted variables (say due to a time-varying risk premium) may itself cause the error term to be correlated. Earlier studies, which were preoccupied with parameter significance testing, generally failed to give sufficient attention to the error structure. Estimation proceeded on the assumption that the errors were serially independent with very little evidence given to support such a claim. A further shortcoming that characterized these earlier studies was the assumption that the variance of \( u_{t+1} \) was constant. As observed by several authors (see, for example, Cumby and Obstfeld, 1982; Domowitz and Hakkio, 1983a; Hodrick and Srivastava, 1984; and Hsieh, 1982), this is not implied by the unbiasedness hypothesis. Certainly, any auxiliary assumptions such as homoscedastic errors should also be tested. A critical part in evaluating any econometric specification is an examination of the properties of the underlying error terms.

These arguments suggest that a comprehensive investigation of both the systematic and stochastic structure of equation (1) is required. In Section 3 we outline the econometric strategy followed to evaluate test relation (1).

2.2 Orthogonality Tests

The orthogonality tests of \( F_t \) as an optimal predictor of \( S_{t+1} \) examine whether information available at time \( t \) can be 'used to explain'
the forecast error (see, for example, Fama, 1970; Frankel, 1980; Geweke and Feige, 1979; and Hansen and Hodrick, 1980). For this approach, the (normalized) forecast error is regressed upon some subset of the current information set \( I_t \), for example, the \((1 \times k)\) row vector \( X_t \):

\[
\frac{S_{t+1} - F_t}{S_t} = X_t \phi + w_{t+1},
\]

(4)

in which \( \phi \) is a \((k \times 1)\) vector of unknown parameters and \( w_{t+1} \) is an error term. Testing the null hypothesis involves testing whether any elements of the estimated column vector \( \phi \) are significantly different from zero.\(^7\) If so, then the forecast error is correlated with information which was available when the forecast was formulated. On the basis of these kinds of tests for the forward foreign exchange market, the null hypothesis that \( \phi = 0 \) has generally been rejected.

An important consideration of this testing procedure is the interpretation of a rejection of the hypothesis that \( \phi = 0 \). A rejection of this hypothesis has sometimes been interpreted as foreign exchange market inefficiency since there was information available which rational agents could have 'used' to predict the forecast error (that is, there is a systematic portion to this error based upon current information). Clearly, as is well known, there are alternative hypotheses—for example, the null could be rejected because of the existence of a risk premium which is being proxyed by some element of \( X_t \).

The most obvious weakness in conducting the orthogonality tests is that the model underlying the determination of \( S_{t+1} \) and \( F_t \) is not specified. Therefore, there is an element of arbitrariness about what is to be included in \( X_t \). The choice is left to the researcher to select which variables are 'reasonable'. For example, if \( X_t \) contains only the past history of the dependent variable then the test of the null hypothesis that \( \phi = 0 \) is said to be a weak-form test. Expanding \( X_t \) to include all publicly
available information is called a semi-strong form test, and allowing $X_t$ to contain inside or restricted information is a strong-form test. Thus, since the choice of which variables to include in $X_t$ is arbitrary, there are really no limits placed upon the number of possible variable combinations which may be selected and the number of regression equations which may be estimated. Therefore, with finite data sets (and consequently a given number of forecast error observations) it is invariably possible to find, \textit{ex post}, some information set $X_t$ which is correlated with the forecast error and yields significant t-statistics in a regression equation. 8 This in itself is not sufficient evidence to reject the null hypothesis. It is necessary to obtain a systematic and stable relation between the forecast error and some information set. With this in mind, it is important to present evidence that the empirical specification of a test relation, is adequate to test the null hypothesis.

In regard to the stochastic structure of the test relation there is no reason to presume that the errors of (4) are homoscedastic. However, under the null hypothesis, the forecast error is orthogonal to all available information so that the disturbance terms should be serially independent. A complete investigation would involve testing such restrictions.

In sum, the absence of economic modelling together with the omission of a specification analysis of the test relation would seem to suggest that the results from equation (4) could be viewed more accurately as after-the-fact correlation analysis. As such, the test relation may be particularly susceptible to misspecification, due to missing variables, for example. In that case, hypothesis tests would not be valid.
3. **The Data, Specification Tests, and Results**

The four-weekly data are obtained from a daily data tape that has been kindly supplied by the Bank of Canada. The forward rate $F_t$ and the spot rate $S_t^T$ are Tuesday closing rates while $S_{t+1}$ is the Thursday closing spot rate four weeks and two business days in the future. This ensures that there are thirty days between $F_t$ and $S_{t+1}$, while at the same time the forward premium and the lagged forecast error contain rates which are available to market participants. If, instead, those variables had been constructed using the Thursday spot rate, we would be testing the market's performance on the basis of information which market participants could not have known when the forward contracts are made. It is important to conduct the tests on the basis of information actually available to the market. The period of the study is from 1973 to 1981 inclusive which gives a full-sample size of one hundred and seventeen, four-weekly, observations.

The hypothesis that the (normalized) forward premium is an unbiased linear predictor of the rate of change of the corresponding spot rate was tested using the regression equation:

$$\frac{S_{t+1} - S_t^T}{S_t^T} = \alpha + \beta \frac{F_t - S_t^T}{S_t^T} + u_{t+1}. \quad (1')$$

For the orthogonality tests we used a version of (4) which is similar to that used by Hansen and Hodrick (1980, 1981). That is, the $X_t$ of (4) contains the lagged forecast error and the known forward premium:

$$\frac{S_{t+1} - F_t}{S_t^T} = \gamma_0 + \gamma_1 \frac{S_t^T - F_t}{S_t^T} + \gamma_2 \frac{F_t - S_t^T}{S_t^T} + u_{t+1}. \quad (4')$$

If a well-defined theory is available, it is often possible to release that theory from many restrictions it otherwise imposes on the data and then seek to establish, one by one in an orderly way, whether the restrictions are 'acceptable' to the data. This is a powerful and appealing procedure since
estimation is invariably under the unrestricted form of the model (the alternative hypothesis), and hence, in this sense is prejudiced against the null. Failure to reject the null is then seen as a strong achievement. The methodology of this approach is to begin by considering the largest scale of the model consistent with the weakest or most 'open' form of the theory.

For the problem of testing unbiasedness of the forward rate or orthogonality of forecast errors to various information sets, it is not obvious what the most 'open' form of the theory is. Since the underlying behavioral theory determining the spot and forward foreign exchange rate is not specified, relaxing the 'theory' for this testing exercise is tantamount to introducing arbitrary explanatory variables with arbitrary lag structures. Such a procedure would inevitably produce an endless series of results with little or no interpretative value. A more meaningful exercise, in the spirit of relaxing restrictions of the theory, is to examine the behavior of the estimated test relations over time. This investigation entails a detailed specification analysis of the equation over various subperiods and should provide evidence of structural change in either the systematic or stochastic components.

For each subperiod we calculate a number of diagnostic tests. Although each test is designed primarily to detect a particular specification error, it may, nevertheless, pick up other kinds of problems (see Pagan and Hall, 1983). For each diagnostic test a marginal significance level is calculated without making any allowance for the fact that many tests are being jointly considered. Pagan and Hall (1983) discuss in some detail the necessary conditions under which the diagnostic tests are independent. For instance, many of the tests used in the present paper are additive under the assumption of normality and the absence of a lagged dependent variable. Unfortunately for our
purposes, there is no reason to expect that the errors are normally distributed. Also, the forward premium could be regarded as a lagged dependent variable. Therefore, given the complexity of determining the joint probabilities for all the tests considered, we treat each diagnostic test as if it is calculated in isolation.

Perhaps the simplest kinds of diagnostic tests to calculate are those based upon the Lagrange multiplier principle of testing. The test relations (1') and (4') can be estimated by ordinary least squares and various tests can be constructed to check the restrictions imposed in estimation. For each subperiod, we calculate: (i) a test for fourth order serial correlation (AUTO) outlined in Godfrey (1978); (ii) a test for fourth order serial correlation which is valid in the presence of heteroscedasticity (AUTO,) developed in Domowitz and Hakkio (1983b); (iii) a general test for heteroscedasticity (H) from White (1980); (iv) a test for fourth order autoregressive conditional heteroscedasticity (ARCH) derived in Engle (1982); (v) the Information matrix test (INFO) of White (1982) based upon a calculation suggested by Chesher (1983); and (vi) the Ramsey's (1969) RESET test using the square of the fitted values.

The information matrix test may be interpreted as a test for parameter constancy (Chesher, 1984) and the RESET test is a general test for misspecification (Pagan and Hall, 1983). Each test statistic is compared against the chi-square distribution.

In the case of testing the unbiasedness hypothesis using equation (1') or (4'), it is not obvious which subperiods to select. Originally our intention was to approach the problem of structural change in a classical fashion by attempting to isolate various stable regimes. That approach required that we select particular points of time to investigate structural instability. For Canada there were several obvious points such as the introduction of the anti-inflation policy of 1975, the dramatic depreciation of the Canadian dollar that began with the election of the Parti-Quebecois in Quebec in 1976, and the
adoption of money targets for M1 by the Bank of Canada. However, it is not
necessary that structural change be associated with any particular 'big' event
since it is certainly possible to have an on-going (albeit unpredictable)
process of structural change. Thus in principle it is difficult, a priori,
to justify excluding any period. As a practical matter, we have chosen a
selection of our results using time periods based upon the calendar year.
Although these subperiods are arbitrary, we believe that the results adequately
portray the issues and difficulties in testing the unbiasedness hypothesis.

We shall commence with a discussion of the results concerning the forward
premium as an unbiased linear predictor of the future depreciation of the spot
rate. In Table 1 we present the results of estimating equation (1') by ordinary
least squares for several different subperiods over the period 1973-1981.

Features of these results are:

(i) Less than 6 percent of the variation in actual spot rate changes
is explained for all the subsamples.

(ii) There is a considerable movement in the estimated coefficients
of α and β and their respective standard errors. This is
dramatically reflected by the fact that the Wald (W) test of
the joint hypothesis that α=0 and β=1 can either be rejected
or retained at the five percent level of confidence by simply
adding and subtracting one year of observations in either direction

(iii) Tests for serial correlation AUTO and AUTO_R (robust to hetero-
scedasticity) indicate that the hypothesis of serial independence
is rejected only for the earlier part of the sample.
(iv) At the five percent level, using White's (1980) H test, the null hypothesis of homoscedastic errors is rejected for the whole sample but is not rejected for any subperiod.

(v) ARCH errors occur at the beginning and end of the sample period but appear to be absent in the middle years and for full sample estimation.


(vii) According to the RESET test there is no evidence of mis-specification for any estimation period.

The tendency for the information matrix test to be rejected for the larger data sets, combined with the variable results concerning the validity of the joint null hypothesis that $\alpha=0$ and $\beta=1$, provides strong evidence against the constant structure assumption in the test relation. From a statistical point of view, the estimating equation is satisfactory for the period 1976-1980. Interestingly enough, this corresponds to a period of time for which the null hypothesis of unbiasedness of the forward premium cannot be rejected.

In Table 2 the results for the orthogonality tests appear. To summarize our findings:

(i) The coefficient of determination is again very low, with less than fifteen percent of the variation being explained.

(ii) There are substantial fluctuations in the estimated coefficients and their standard errors, as illustrated by the changing conclusions obtained from the Wald (W) test that all the coefficients are jointly zero.
(iii) For the most part, AUTO and \( \text{AUTO}_H \) tests strongly reject the hypothesis of serial independence.

(iv) The \( H \) and ARCH tests do not reject the hypothesis of constant variance. (Although these tests are not valid in the presence of serial correlation, see Domowitz and Hakkio, 1983b).

(v) Both the INFO and RESET tests imply that it is not appropriate to combine the subsamples.

As before, the test relation for the 1977-1980 period appears to be statistically adequate, and again for this period the unbiasedness hypothesis that all coefficients are not significantly different from zero cannot be rejected.

4. Conclusion

The purpose of this paper has been to evaluate critically and empirically two popular regression methods of testing the unbiasedness hypothesis for the forward foreign exchange market. An important consideration in this investigation is a specification analysis of the test relations themselves. The evidence based upon Canadian and American thirty-day forward foreign exchange data overwhelmingly indicates that it is inappropriate to treat the structure of the systematic and stochastic components of the test relations as constant over time. Diagnostic tests reveal that the 'ills' associated with the test relations vary from period to period. Since conclusions are not robust to sub-sampling, parameter significance tests on the basis of full-sampling estimation can be very misleading.

Tests for unbiasedness using (1′) show that there are periods of time (for example, 1976-1980) for which it is possible to characterize the thirty-day forward exchange rate premium as an unbiased linear predictor of the
corresponding rate of change in the spot rate. However, there are also subperiods for which this hypothesis is strongly rejected (although for these periods there is strong evidence that the equation is misspecified). If we are going to use an equation such as \((1')\) to test the relationship between the forward premium and the rate of change in the spot, it is clear that we should not impose, \textit{a priori}, an invariant structure on the test relation.

Results from diagnostic tests on the orthogonality test relation \((4')\) provide ample evidence that the equation is misspecified. The proposition that the estimated coefficients are unstable seems to be well supported by the information matrix tests. Perhaps it is not too surprising that for any arbitrary choice of 'explanatory' variables the resulting parameter estimates are unstable. Obtaining significant t-statistics in a misspecified regression equation does not necessarily imply evidence against (or for) the unbiasedness hypothesis. The estimated coefficients and standard errors may be inconsistent, rendering such parameter significance testing meaningless. Therefore, without a specification analysis of the test relation itself, such findings as significant t-statistics can hardly be compelling.

One possible explanation of the apparent relation between the forecast error and some elements in \(X_t\) is the existence of a time-varying risk premium. Hence, some variables in \(X_t\) may be correlated in a non-systematic way with that risk premium giving rise to a misspecified test relation. Accordingly, we advise explicit modelling of market fundamentals in order to determine the relevant information set and to derive specific testable hypotheses. Recently, some authors (Domowitz and Hakkio, 1983a; Frankel, 1982; Hansen and Hodrick, 1981; and Hodrick and Srivastava, 1984) have moved in this direction by testing various hypotheses concerning the existence
of a time-varying risk premium. Nevertheless, their empirical results suggest that the risk premia they have modelled may not account for all the misspecification of test relations such as (1) and (4).

Finally, an alternative method of investigating the unbiasedness or 'speculative efficiency' hypothesis without imposing, a priori, a particular hypothesis about risk, has been to compute the out-of-sample risk-return tradeoff of filter rules (Dooley and Shafer, 1976, 1983) or trading strategies (Bilson, 1981; Hodrick and Srivastava, 1984). This also appears to be a fruitful direction of research to investigate the more general issue of market efficiency. One reason is that the consequences of misspecification, such as parameter instability, are not relevant for this method.
<table>
<thead>
<tr>
<th>Year</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$W$</th>
<th>AUTO</th>
<th>AUTO$_H$</th>
<th>H</th>
<th>ARCH</th>
<th>INFO</th>
<th>RESET</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1973-</td>
<td>0.000272</td>
<td>-0.563</td>
<td>0.135</td>
<td>0.0315</td>
<td>0.0902</td>
<td>0.205</td>
<td>0.0485</td>
<td>0.000403</td>
<td>0.298</td>
<td>0.009</td>
</tr>
<tr>
<td>1976</td>
<td>(0.0017)</td>
<td>(0.80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1974-</td>
<td>0.00282</td>
<td>-0.477</td>
<td>0.366</td>
<td>0.0709</td>
<td>0.00329</td>
<td>0.248</td>
<td>0.287</td>
<td>0.0591</td>
<td>0.333</td>
<td>0.004</td>
</tr>
<tr>
<td>1977</td>
<td>(0.0024)</td>
<td>(1.097)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1975-</td>
<td>0.00661</td>
<td>-1.853</td>
<td>0.0387</td>
<td>0.225</td>
<td>0.142</td>
<td>0.355</td>
<td>0.900</td>
<td>0.0907</td>
<td>0.755</td>
<td>0.04</td>
</tr>
<tr>
<td>1978</td>
<td>(0.0027)</td>
<td>(1.27)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1976-</td>
<td>0.00387</td>
<td>-0.704</td>
<td>0.295</td>
<td>0.441</td>
<td>0.178</td>
<td>0.439</td>
<td>0.770</td>
<td>0.218</td>
<td>0.384</td>
<td>0.006</td>
</tr>
<tr>
<td>1979</td>
<td>(0.0026)</td>
<td>(1.29)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1977-</td>
<td>0.00350</td>
<td>0.206</td>
<td>0.135</td>
<td>0.705</td>
<td>0.389</td>
<td>0.400</td>
<td>0.287</td>
<td>0.317</td>
<td>0.790</td>
<td>0.0007</td>
</tr>
<tr>
<td>1980</td>
<td>(0.0018)</td>
<td>(1.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978-</td>
<td>0.00134</td>
<td>-1.931</td>
<td>0.0219</td>
<td>0.297</td>
<td>0.290</td>
<td>0.129</td>
<td>0.039</td>
<td>0.0711</td>
<td>0.150</td>
<td>0.06</td>
</tr>
<tr>
<td>1981</td>
<td>(0.0019)</td>
<td>(1.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1973-</td>
<td>0.00254</td>
<td>-0.245</td>
<td>0.137</td>
<td>0.0713</td>
<td>0.0241</td>
<td>0.0796</td>
<td>0.531</td>
<td>0.00319</td>
<td>0.243</td>
<td>0.001</td>
</tr>
<tr>
<td>1978</td>
<td>(0.0015)</td>
<td>(0.78)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1976-</td>
<td>0.00282</td>
<td>-1.078</td>
<td>0.0470</td>
<td>0.407</td>
<td>0.150</td>
<td>0.182</td>
<td>0.574</td>
<td>0.0405</td>
<td>0.215</td>
<td>0.02</td>
</tr>
<tr>
<td>1981</td>
<td>(0.0019)</td>
<td>(0.88)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1973-</td>
<td>0.00173</td>
<td>-0.756</td>
<td>0.0171</td>
<td>0.235</td>
<td>0.094</td>
<td>0.028</td>
<td>0.284</td>
<td>0.00100</td>
<td>0.186</td>
<td>0.01</td>
</tr>
<tr>
<td>1981</td>
<td>(0.0012)</td>
<td>(0.63)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Standard errors are given in parentheses. $W$ is the Wald test of the joint hypothesis that $\alpha = 0$ and $\beta = 1$, AUTO is a test for fourth order serial correlation (Godfrey, 1978), AUTO$_H$ is a heteroscedasticity-robust test for fourth order serial correlation (Domowitz and Hakkio, 1983b), H is a general test of heteroscedasticity (White, 1980), ARCH is a test for fourth order conditional heteroscedasticity (Engle, 1982), INFO is the information matrix test (White, 1982) based upon the calculation of Chesher (1983), RESET is Ramsey's (1969) misspecification test using the square of the fitted values and $R^2$ is the coefficient of determination. Marginal significance levels are reported for each statistic.
Table 2
Tests for Orthogonality of Forecast Errors

<table>
<thead>
<tr>
<th>Year</th>
<th>$\phi_0$</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>W</th>
<th>AUTO</th>
<th>AUTO_H</th>
<th>H</th>
<th>ARCH</th>
<th>INFO</th>
<th>RESET</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1973-</td>
<td>0.000420</td>
<td>-0.207</td>
<td>-1.751</td>
<td>0.101</td>
<td>0.018</td>
<td>0.003</td>
<td>0.749</td>
<td>0.337</td>
<td>0.003</td>
<td>0.086</td>
<td>0.11</td>
</tr>
<tr>
<td>1976</td>
<td>(0.0017)</td>
<td>(0.14)</td>
<td>(0.80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1974-</td>
<td>0.00311</td>
<td>-0.150</td>
<td>-1.632</td>
<td>0.212</td>
<td>0.006</td>
<td>0.000002</td>
<td>0.799</td>
<td>0.886</td>
<td>0.070</td>
<td>0.030</td>
<td>0.06</td>
</tr>
<tr>
<td>1977</td>
<td>(0.0024)</td>
<td>(0.14)</td>
<td>(1.10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1975-</td>
<td>0.00752</td>
<td>-0.221</td>
<td>-3.210</td>
<td>0.022</td>
<td>0.038</td>
<td>0.008</td>
<td>0.836</td>
<td>0.910</td>
<td>0.061</td>
<td>0.282</td>
<td>0.14</td>
</tr>
<tr>
<td>1978</td>
<td>(0.0027)</td>
<td>(0.13)</td>
<td>(1.26)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1976-</td>
<td>0.00439</td>
<td>-0.199</td>
<td>-1.905</td>
<td>0.190</td>
<td>0.058</td>
<td>0.001</td>
<td>0.927</td>
<td>0.886</td>
<td>0.484</td>
<td>0.151</td>
<td>0.08</td>
</tr>
<tr>
<td>1979</td>
<td>(0.0026)</td>
<td>(0.13)</td>
<td>(1.28)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1977-</td>
<td>0.00367</td>
<td>-0.0627</td>
<td>-0.964</td>
<td>0.245</td>
<td>0.135</td>
<td>0.087</td>
<td>0.810</td>
<td>0.257</td>
<td>0.676</td>
<td>0.968</td>
<td>0.01</td>
</tr>
<tr>
<td>1980</td>
<td>(0.0018)</td>
<td>(0.14)</td>
<td>(1.19)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978-</td>
<td>0.00184</td>
<td>-0.318</td>
<td>-3.977</td>
<td>0.002</td>
<td>0.124</td>
<td>0.021</td>
<td>0.475</td>
<td>0.131</td>
<td>0.096</td>
<td>0.010</td>
<td>0.22</td>
</tr>
<tr>
<td>1981</td>
<td>(0.0018)</td>
<td>(0.13)</td>
<td>(1.11)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1973-</td>
<td>0.00287</td>
<td>-0.163</td>
<td>-1.408</td>
<td>0.100</td>
<td>0.001</td>
<td>0.000007</td>
<td>0.433</td>
<td>0.828</td>
<td>0.003</td>
<td>0.057</td>
<td>0.06</td>
</tr>
<tr>
<td>1978</td>
<td>(0.0015)</td>
<td>(0.11)</td>
<td>(0.786)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1976-</td>
<td>0.0036</td>
<td>-0.257</td>
<td>-2.606</td>
<td>0.007</td>
<td>0.006</td>
<td>0.00006</td>
<td>0.542</td>
<td>0.683</td>
<td>0.080</td>
<td>0.080</td>
<td>0.14</td>
</tr>
<tr>
<td>1981</td>
<td>(0.0018)</td>
<td>(0.11)</td>
<td>(0.86)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1973-</td>
<td>0.00212</td>
<td>-0.210</td>
<td>-2.143</td>
<td>0.003</td>
<td>0.006</td>
<td>0.00001</td>
<td>0.185</td>
<td>0.506</td>
<td>0.005</td>
<td>0.030</td>
<td>0.10</td>
</tr>
<tr>
<td>1981</td>
<td>(0.0012)</td>
<td>(0.091)</td>
<td>(0.64)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Standard errors are given in parentheses. W is the Wald test of the joint hypothesis that $\phi_0 = \phi_1 = \phi_2 = 0$, AUTO is a test for fourth order serial correlation (Godfrey, 1978), AUTO_H is a heteroscedasticity-robust test for fourth order serial correlation (Domowitz and Hakkio, 1983b), H is a general test of heteroscedasticity (White, 1980), ARCH is a test for fourth order conditional heteroscedasticity (Engle, 1982), INFO is the information matrix test (White, 1982) based upon the calculation of Chesher (1983), RESET is Ramsey's (1969) misspecification test using the square of the fitted values and $R^2$ is the coefficient of determination. Marginal significance levels are reported for each statistic.
Footnotes

1 For a discussion of the relation between informational efficiency and allocative efficiency see, for example, Bray (1981), Grossman (1976), Grossman and Stiglitz (1976) and Harris and Purvis (1981, 1982).

2 Recent exceptions are Domowitz and Hakkio (1983a,b) and Hodrick and Srivastava (1984).

3 This has also been called the 'simple efficiency' hypothesis (Hansen and Hodrick, 1980) and the 'speculative efficiency' hypothesis (Bilson, 1981).

4 Transactions costs are generally considered to be relatively small in the forward foreign exchange market.

5 In which case α in equation (1) has usually been interpreted as capturing the time-invariant risk premium. Frenkel and Razin (1980) provide theoretical evidence that a stochastic price level prevents that interpretation, while Stein (1980) and Fama (1983) give theoretical reasons for the risk premium also to affect β in (1).

6 With respect to the particular data set used in this study (see Section 3), we note that first order serial correlation could be introduced by the fact that the forward rates are measured on Tuesday and the corresponding future spot rates are from Thursday. However, the test results indicate that whenever serial correlation is present the process is greater than order one.
Notice that (1) and (4) are equivalent under the null hypothesis of rational expectations and no risk premium—α = 0, β = 1, and φ = 0 respectively. Nevertheless, the test relations (1) and (4) are different—in particular, the dependent variables are not the same.

Asymptotically, if the null hypothesis is true so that the forecast errors are orthogonal to all available information, the estimated φ should not be significantly different from zero. However, as a practical matter, in order to carry out significance testing of the estimate φ, we again must first obtain an econometrically satisfactory specification of the unrestricted equation (4). The results presented below suggest that it is not always that easy to find such a relation.

Tests for first through third order AUTO, AUTO_H, and ARCH were also calculated (available from the authors upon request). For the most part, tests statistics using these orders produced marginal significance levels similar to those based upon a fourth order process. In addition, we found that higher powers of the fitted values for the RESET test were never important.

A filter rule published by Dooley and Shafer (1976) continued to perform well from 1976-1981 (Dooley and Shafer, 1983). Obviously, their rule was chosen out-of-sample. We would like to thank a referee for this reference.
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