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ABSTRACT 
As one of most important imaging techniques in nanotechnology, atomic force 

microscopy (AFM) must be explored to characterize physical and chemical properties of 

materials.  

 

To measure force by AFM with high resolution requires accurate calibration of optic – 

lever detection sensitivity and spring constant. On biological AFM force mode, the 

coupling effects of the liquid environment, spot size of laser beam and laser spot location 

on AFM cantilever backside, must be considered to correlate the static sensitivities from 

force curves in air and in liquid for calibration. An effective model has been developed 

first and experimentally elucidated to calibrate the static sensitivity in liquid. The 

proposed model eliminates inconvenience of static sensitivity calibration in liquid with 

possible contamination sources.  

 

The static sensitivity based on force curve can not be directly applied on dynamic modes. 

The second part of our work analyzed optimization of the dynamic sensitivity of an AFM 

vibrating at different flexural modes. We have proposed a calibration method to 

determine the dynamic sensitivity by the force curve, and further developed amplitude 

sensitivity as the dynamic sensitivity at tapping frequency to calibrate the spring constant 

of the cantilever by the thermal method.   

 

In contrast to the calibration at normal direction, there are main difficulties for the lateral 

sensitivity and spring constant of a cantilever. A new friction mode is developed in the 

third part to bypass the difficulties and directly measure friction force or friction 

coefficient instead, by applying a special T–shape cantilever. An effective method has 

been proposed to minimize possible errors with this friction mode. We also demonstrate 

the validation of the mode to distinguish hydrophobic and hydrophilic groups on 

nanoscale self assembled monolayers.  

 

The final part of the thesis is organized to apply AFM as an efficient tool to characterize 

a low-energy hydrogen bombardment process. Physical properties of alkane thin film 
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have been studied before and after bombardment, including morphology and mechanical 

properties. AFM results reveals that the hydrogen bombardment process shows great 

potential in modification of morphological, mechanical and tribological properties of 

organic thin films for a broad range of applications, esp. on MEMS/NEMS devices.  

 

KEYWORDS 
Atomic Force Microscopy, Optical Lever Detection Sensitivity, Higher – order Flexural 

Mode, Tip – sample Interaction, Lateral Friction Force, Force Modulation, Torsional 

Tapping, Low-energy Hydrogen Molecule Bombardment 
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CHAPTER 1 

INTRODUCTION AND LITERATURE SURVEY 
 

1.1 INTRODUCTION 
In 1959, the Nobel Laureate Professor Richard Feynman delivers the signal of “there is 

plenty of room at the bottom” at his lecture in Caltech[1]. He described the perspectives 

of our capability to manipulate individual atoms and/or molecules in the next periods. 

The people could design one set of precise tools to build up and operate another 

proportionally smaller set, and so down to the needed scale. In the following decades, the 

miniaturization of sensors and actuators has been perceived as one dominate trend in 

science and technology. Stepping into this century, our society is in high demand of these 

miniature components to be highly integrated as advanced systems to ensure comfort, 

safety and high quality of our lives. Present systems have been scaled down to 

micron/submicron, and further down to nanometer scale, in which atoms and molecules 

are dimensioning. At these small scales especially nanometer scale, there is a great deal 

of beauty with the system performances, which are more advantageous than its bulk 

properties, in mechanical, electrical, chemical, thermal, and optical domains [2-7]. 

Nanotechnology is becoming indispensable in every segment of our society, including 

automotives, medicine [8, 9], energy harvesting [10] and storage [11, 12], and avionics to 

name a few.  

 

As one of most important imaging techniques in nanotechnology, atomic force 

microscopy (AFM) must be explored to characterize physical and chemical properties of 

materials. AFM was invented in 1986 by Binnig, Gerber and Quate [13] to broaden the 

usefulness of its precursor scanning tunnelling microscopy (STM) [14] to insulating 

samples. Within two and half decades, AFM has been quickly developed as a multi-

functional tool to probe rich information related to mechanical, electrical, magnetic, 

chemical and capacitive properties of surfaces at nanometer scale [15]. AFM systems and 

its extended prototypes have been widely used in diverse areas: data storage[16], life 

science[17], MEMS/NEMS[18], nanolithography [19, 20], and so on, as shown in Fig. 
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1.1[15]. To serve for the development of nanotechnology and related techniques, full 

capabilities of AFM must be in depth explored with well-defined information about 

surface properties. However, due to high nonlinearity of interactions between AFM tip 

and sample surface, the interpretation of such interaction in a standard way has not been 

established. Therefore, more efforts are increasingly needed to solve the elevated issues 

[21-26]. 

 

 
Figure 1.1 AFM has evolved into a multifunctional tool in nanotechnology. Figure 

copied from Ref. [15]. 

 

In principle, AFM is working by detecting the bending of the cantilever, which is 

regulated by the interacting force between the AFM tip and the sample. The interacting 

force is nonlinear in nature [27]. When the tip is away from the surface, the dominant 

forces include attractive Van der Waals and capillary forces, which depend on the 

materials properties of the sample. When the tip is in contact with the sample, repulsive 

forces due to elastic properties of the sample act on the tip. This thesis is focused to solve 

the practical problems in the process of measuring the interacting force to probe surface 

properties. The main studies include: a) optimization and calibration of detection 
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sensitivity of AFM operating in more complex environments and emerging imaging 

modes; b) bypassing the difficulties in calibration of lateral detection sensitivity and 

lateral spring constant for friction measurements at nanometer scale, along with its 

application as a chemical force microscopy; c) applying AFM techniques for 

characterization of our newly proposed material processing techniques. These studies 

help understanding of AFM systems, and benefit for more efficient operations and 

advanced applications, i.e. its capability in both of normal and lateral force measurements. 

The results from this thesis are general to realistic problems and can be applied for many 

related practices in the study of nanotechnology.  

 

1.2 LITERATURE SURVEY: AFM NORMAL SENSITIVITY 

AND FORCE CURVE 
A typical optic-level AFM system consists of three main components as shown in Figure 

1.2, including piezoelectric scanner as an accurate actuator [28], a PI (Proportional-

Integral) controller [29], and an optical – lever  sensing system [30, 31]. The unique 

sensing system consists of a flexible cantilever beam with an ultra-sharp tip, a laser diode 

emitting a collimated laser beam as focused on the cantilever backside, and a quadrant 

photodetector to receive reflected laser beam from the cantilever backside. The 

differential voltage signal from the photodetector corresponds to the laser spot 

displacement across the photodetector plane. In general, the backside of the cantilever is 

coated with a thin gold or aluminium layer to enhance the reflectivity. Such an optical-

lever sensing system can effectively detect the deflection of the cantilever under a very 

tiny force loaded on the tip.  

 

In force measurement, the AFM cantilever bends in response to a force. Figure 1.3 is a 

cantilever with an external normal load F  at its end. The Euler-Bernoulli equation to 

describe the elastic curve of the long, slender, one dimensional cantilever made of 

isotropic material is [32, 33]  

( ) ( )xLF
dx

xzdEI −Δ=4

4

                                       (1.1) 
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Figure 1.2 Main components of an atomic force microscopy system.  
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Figure 1.3 Principle schematics of the optical – lever sensing system. 
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where ( )xz  describes the deflection normal to the surface of cantilever at the position x . 

E  is the Young’s modulus, L is the cantilever length and I  is the inertial moment for 

cantilever. F is external point load and ( )Lx −Δ  is equal to unit when Lx = . The theory 

is valid if the slender ratio of the length of the cantilever to its thickness is relative large, 

about more than 10, and if the ratio of the deformation to the length of the beam is 

relatively small, about less than 0.1. In general, the length and the thickness of an off-

shelf cantilever are about 100~300µm and 1~5µm, respectively. The deformation of the 

cantilever is about less than 100nm. Therefore, the deflection δ  of the cantilever at x = L 

can be solved by 

EI
FLxLx

EI
Fxz LxLx 3

|)3(
6

)(
3

32 =−== ==
δ                            (1.2) 

Then the spring constant of the cantilever the cantilever is given by[34] 

3

3
L
EIkc =                                                          (1.3) 

Further, the bending angle of the cantilever is given by 

( )
c

Lxbend Lk
F

EI
FL

dx
xdz

2
3

2
|

2

=== =θ                                  (1.4) 

Under static load δckF = , for bendθ  we get 

Lbend
δθ

2
3

=                                                          (1.6) 

Corresponding to the bending of the cantilever, the displacement of the laser spot on the 

plane of the photodetector is d, as given by [32] 

δθ
L
DDd bend 2

322 =×=                                               (1.7) 

where D is the spatial distance between the photodiode and the cantilever end. This 

displacement d gives rise to an imbalance in the power incident on the top – down phases 

of the quadrant photodetector, and the differential voltage VΔ  can be linearly related 

with d by  

dV ×=Δ β                                                           (1.8) 

where β  is a conversion coefficient dependent on the parameters of the photodetector. 

Combining Equations (1.7) and (1.8), we finally have 
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δσδβθβ ×==××=Δ
L
DDV bend 2

322                                  (1.9) 

σ  is the optical – lever detection sensitivity of AFM with unit V/nm. From Equation (1.9) 

the voltage signal is directly related with the bending angle bendθ . Therefore, the optical – 

lever technique is indeed working to detect the cantilever bending angle bendθ  rather and 

the cantilever deflection δ  [35]. They are different by L2/3 . The correlation between 

bendθ  and δ  in Equation (1.6) is only valid for a constant load and static cantilever[35]. 

 

The calibration of σ  in Equation (1.9) is generally finished by approaching the tip onto a 

hard solid substrate, such as Sapphire with Young’s modulus ~ 435 GPa, and then lifting 

the tip back. In this process, we monitor both of VΔ  and PZT tube displacement which is 

equivalent to the cantilever deflection δ . The slope of obtained approaching or retracting 

curves represents σ  as shown in Figure 1.4(upper). Its unit is nmV / . Here, we give a 

definition of inverse optical lever sensitivity (InvOLS) [36] as 

V
InvOLS

Δ
==

δ
σ
1                                                 (1.10) 

If we have known the spring constant Ck  of the cantilever, Equation (1.9) can be written 

as:  

CkVInvOSF ×Δ×=                                                  (1.11) 

Then the load force can be finally determined and the obtained curve is called as force – 

displacement curve or briefly force curve [37].  
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Figure 1.4 Force curves obtained on hard substrate (up) and soft substrate (bottom), 

respectively.  
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The force curve has included important information on the surface properties of the 

samples on which the force is loaded [37]. The indentation depth of AFM tip into sample 

can be extracted from Z displacement and the cantilever deflection. Therefore, Young’ 

modulus can be calculated based on the force curve. Both approach curve and retract 

curve can be applied for the calculation. When the tip approaching the sample with 

negligible “jump – in” force, the approach curve could be easily applied based on Hertz 

model; otherwise, Derjaguin – Muller – Toporov model should applied on the retract 

curve. Meanwhile, the adhesion between the AFM tip and the sample can be obtained 

from the lowest point of the retract curve. One of most important adhesion applications is 

single molecule force microscopy. Furthermore, the area closured between approach and 

retract curves corresponds to the dissipated energy during loading and unloading 

processes, which may come from adhesion hysteresis and viscosity [37]. Radmacher [38] 

proposed a force volume technique to collect an array of force curves over the entire 

sample area. Each force curve is measured at a unique X – Y position in the area, and 

force curves combined into a three-dimensional array of force data. Hence, these force 

curves can contain a volume of elasticity, adhesion and dissipation on the whole surface 

[39, 40]. Although informative, such force volume method is very time consuming not 

suitable for application which requires short scanning time esp. for biological application 

as well as it has lost its lateral resolution. A 64 by 64 pixels image required hours of 

operation time. Alternative means will be introduced later on.  

 

 

1.3 LITERATURE SURVEY: CALIBRATION OF 

CANTILEVER  
1.3.1. Normal Spring Constant Calibration 
To determine the force between AFM tip and sample, the spring constant of the 

cantilever must be calibrated in advance. If the cantilever is an isotropic beam of a length 

L with a rectangular cross-section of width W  and thickness T , its normal spring 

constant can be analytically given by [34] 
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3

3

4L
EWTkc =                                                  (1.12) 

However, commercial AFM cantilevers are manufactured through MEMS batch process 

so that the geometries and shapes of the cantilevers are deviated from their design 

parameters. Furthermore, the backside of cantilevers is generally coated with a thin gold 

or aluminium layer to enhance the reflectivity. As a consequence, the spring constant 

obtained from Equation (1.12) is severely deviated from the true value. An amount of 

efforts have been reported in the literature to determine the spring constant of single 

AFM cantilever working in the experiment as following.   

 

The added mass method [41, 42], also known as the Cleveland method, is based on the 

following formulate relating a cantilever’s fundamental resonance frequency, spring 

constant, and mass: 

 
*2

1
mM

k
f C

+
=

π
                                             (1.13) 

where *m  is the “effective mass” of the cantilever and M is the added mass to the tip end 

of the cantilever. This added mass can be small tungsten microspheres[41] or liquid 

droplets[42]. To avoid damage the tip, the added mass should be placed at a distance LΔ  

from the tip along the length L  of the cantilever, as shown in Figure 1.5. Therefore, the 

M in Equation (1.12) should be corrected according to: 

 
3

⎟
⎠
⎞

⎜
⎝
⎛ Δ−

=
L

LLMM meas                                              (1.14) 

where measM  is the measured mass of microsphere before added. In this method, the 

imperfect measurement of the tiny mass could introduce error as well as there is some 

risk of damage to the cantilever when we add the mass.  

 

Alternative one is reference spring lever calibration method as first proposed by Torri et 

al. [43] with manufacturing a 35mm long rectangular reference lever from mechanical cut 

copper foil. At present, micro-machined silicon reference rectangular beam cantilever 

array is commonly adopted and commercially provided by Veeco Inc.[44].  The reference 

spring constant of each cantilever has been accurately calibrated using laser Doppler 
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vibrometry [45] based on thermal method [46], which will be discussed in the next.  The 

spring constant of the unknown cantilever is calibrated by pressing it against a reference 

spring lever with already calibrated spring constant refk , as shown in Figure 1.6, and then  

against a very stiff substrate to obtain two inverse optical – lever sensitivities refInvOLS  

and subInvOLS , respectively[44]. Therefore, we have:  

 

L

ΔL

 
Figure 1.5 Added mass method or Cleveland method. Figure copied from Ref. [41].  

 
3
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11 ⎟

⎠
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⎝

⎛
−=
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sub

ref
refC                                (1.15) 

where L is the reference lever length and LΔ  is the off-end loading distance from the 

actual point of contact on the reference lever to its free end[44]. The uncertainty in the 

calibration is dominated by the error in determining the detection sensitivity. The 

accuracy of the deflection sensitivity calibrations can be improved by operating our ramp 

mode with closed – loop Z as supported in our AFM systems. Typical calibration curves 
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are shown in Figure 1.4, where the slope of curve on rigid substrate is much sleeper than 

that on reference lever.  
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Figure 1.6 Demonstration of reference lever method for spring constant calibration. 
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The aforementioned two methods are based on special design of external accessories with 

their own high accuracies. The next “thermal method” is completely self-tuned with its 

nature in physics. The beam system can be accepted as a simple harmonic oscillator with 

ignoring the damping of air as shown in Figure 1.7. In equilibrium with its surroundings, 

the harmonic oscillator will fluctuate in response to thermal noise. The equipartition 

theorem points out that the temperature T of a system is related with its average energies 

and each degree of freedom has an average energy of TkB2/1 , where Bk  is Boltzmann 

constant. Therefore, Hutter and Bechhoefer [47] obtained the most widely used formula 

in the calibration of cantilever spring constant:  

2z
Tkk B

C =                                                         (1.16)  

where 2z  is the mean square displacement of the cantilever. This quantify can be found 

by performing a power spectral density analysis of the cantilever oscillations under the 

peak of the fundamental mode [47], as shown in Figure 1.7.   

 

Immediate corrections were developed to enhance the accuracy of this thermal method in 

the calibration of spring constant. Butt and Jaschke [35] pointed that the cantilever did 

not behave as an ideal harmonic oscillator but fluctuated with higher modes[48]. In 

thermal equilibrium each vibration mode of the beam has a mean thermal energy of 

TkB2/1  for its potential energy. They derived a formula by using beam theory with 

considering the actual beading mode at its fundamental resonance:  

2
971.0

z
Tkk B

C =                                                 (1.17)  

As we also mentioned earlier, the optical – lever technique is indeed working to detect 

the cantilever bending angle rather than the cantilever deflection. These bending angle 

changes depend on the bending mode the cantilever and the measured displacement *z  

by the optical lever technique is different from the actual displacement z  of the 

cantilever [35]. The corrected formula should be: 
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22 *

971.0
z

Tkk B
C χ
=                                              (1.18)  

where χ  represents the correction factor in this thesis [36].  This factor is dependent on 

parameters of optical – lever system, including shape of the cantilever[49], laser spot size 

and location on the cantilever [36, 50], and tip – sample interaction stiffness [51, 52]. The 

Chapter 3 will give detailed discussion on this factor through our study.   

 

 
 

 
Figure 1.7 Simplified harmonic oscillator model for free-end cantilever beam in ambient 

(top) and its spectrum (bottom)    

kC
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1.3.2 Calibration of Friction Force of AFM 
In general, the calibration of friction force of AFM is much more complex. The earliest 

work was done by Mate et al. [53], and their tungsten wire tip had its own lateral spring 

constant. The lateral deflection is directly measured by an interferometer. On optical – 

lever AFM, two steps are needed including calibration of lateral detection sensitivity and 

calibration of lateral spring constant.  

 

The lateral detection sensitivity, similar to normal detection sensitivity, maps the 

relationship between lateral voltage change of the quadrant photodetector and lateral 

deflection of the cantilever. Although some researcher have analyzed the sensitivity 

based on known optical path of AFM as shown in Figure 1.8 (a) [54, 55] , such 

information are not provided for most of users relying on commercial AFM systems. On 

another hand, to introduce a quantitative and known lateral displacement at the AFM tip 

is not an easy job. External and accurate accessories are necessary, such as vertical 

sliding wall [56], titled mirror with an calibrated angle [57], and mechanical lever [58].   

 

To calibrate the lateral spring constant, an isotropic and rectangular cantilever can be 

analytically derived for its lateral spring constant by [57, 59]:  

L
GWTkL 3

3

=                                              (1.18) 

where G is shear modulus. This equation is not accurate for any commercial cantilevers 

esp. with metal coating. A complex setup must be designed for this calibration in Figure 

1.9, for example a glass fibre with known spring constant [60], MEMS based lateral 

electrical nanobalance [61], and magnetic field device with calibrated Lorenz force [62].  

 

Since our ultimate goal is to calibrate the friction coefficient, which is a key parameter of 

surface properties, a wedge method has been developed by Ogletree et al. [63] to bypass 

the difficulty of calibration of lateral spring constant and lateral detection sensitivity for 

friction force and then for friction coefficient. In the method, a cantilever tip is scanned 

across a calibration sample with two well-defined slopes, and the friction signal is 

monitored as a function of applied load. The total force applied by the tip on the surface 
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can be divided into two components: a friction component parallel to the surface and 

another component normal to the surface. Under constant normal load, the lateral signal 

is shown in Figure 1.10, where the offset of the friction loop is not zero and depends on 

the normal load [63].  An analytical formula was derived as:  

θμ
μ

2sin
21

W
Δ

=+                                              (1.19) 

where Δ  is the offset of the friction loop, W is the half width of the friction loop, and θ  

is the open angle of the wedge.  

(a) (b)

(d)(c)
 

Figure 1.8 Calibration of lateral detection sensitivity of AFM: (a) optical path. Figure 

copied from Ref. [54]; (b) vertical sliding wall. Figure copied from Ref. [56]; (c) titled 

mirror beneath the head. Figure copied from Ref. [57]; (d) mechanical lever. Figure 

copied from  Ref. [58].  

(a) (b) 

(c) (d) 
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(a)

(c)

(b)

(d)  
Figure 1.9 Calibration of lateral spring constant of cantilever: (a) tungsten wire with 

known spring constant. Figure copied from Ref. [53]; (b) glass fibre. Figure copied from 

Ref. [60]; (c) MEMS based lateral electrical nanobalance. Figure copied from Ref. [61]; 

(d) magnetic field with calculated Lorenz force. Figure copied from Ref. [62]. 

 

The major error source in this method is coming from measurement of θ  and Ogletree et 

al. applied an annealed faceted SrTiO3 surface with (101) and (103) planes as calibration 

sample. The tilted angles for the two planes are 14.0º and -12.5º, respectively. Recently, 

other calibration samples with known angles have also been developed and commercial 

one can be obtained from Mikromasch, Inc., such as TGF.   

 

Until now, the wedge method has been esteemed as a gold methodology for friction 

coefficient calibration. Recently, we have developed a simpler method for calibrating 

(a) (b) 

(c) (d) 
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friction coefficient through applying a T – shape cantilever [22] and this method will be 

discussed in the Chapter 4.  

 
Figure 1.10 Wedge method for calibration of friction coefficient. Figure copied from Ref. 

[55, 63].  

 

1.4 LITERATURE SURVEY: AFM MODES 
The principal operating modes of AFM include contact mode, tapping (intermediate) 

mode, and non–contact mode[32]. They are distinguished according to different operating 

force ranges as shown in Figure 1.11. Contact mode and tapping mode are two most 

widely used AFM modes in ambient environment. Non – contact mode is typically 

applied in a vacuum. Herein, only contact mode and tapping mode are reviewed for their 

applications in this thesis.  

 

1.4.1 Contact Mode 
In contact mode, the AFM tip is in an immediate contact with sample surface under 

repulsive force. While scanning a topographic image of a sample, the height position of 

the translation stage, to control the up-down movement of the AFM tip, is controlled by a 

feedback loop, which maintains a constant force between tip and sample. With 

appropriate selection of softer AFM cantilevers, contact mode has been successfully 

applied to image morphology of soft samples, such as dried red blood cell and 

monolayers with stiffness around 100MPa finished in our work (Figure. 1.12). However, 
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for softer materials with Young’s modulus at the order of KPa and even less[64], 

significant deformation and damage on samples often occur in contact mode during 

imaging in air because enough loading force must be applied due to contaminants and 

adsorbed moisture in air. Therefore, contact mode imaging may be performed in a liquid 

environment, which minimizes meniscus effects from moisture and contaminant so that 

much lower contact forces can be used. In addition, biological buffer are generally 

applied together with AFM to image as well as retain the nature of biological samples in 

vitro [65].  

 

Keep constant contact force by 
moving PZT up and down

Contact Mode
F

Fr

PZT

Tapping Mode

PZT

Non-contact Mode

PZT

Keep constant frequency shift set-point 
by moving PZT up and down

Keep constant amplitude attenuation 
ratio by moving PZT up and down

 
 

Figure 1.11 Operating modes of AFM at different force ranges.  
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Figure 1.12 Contact imaging of soft materials in air: dried red blood cell and thin film  
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From the contact mode scanning, not only a useful topographical map of the surface is 

obtainable, but also lateral friction image is available through monitoring the lateral 

signal on the photodetector. The frictional image was earliest carried out by Mate et al. 

[53] to observe atomic-scale features on graphite surface, as reproduced in our work 

(Figure 1.13), which displays the honeycomb structures with periodicity nm01.024.0 ± . 

The atomic - scale frictional image has represented pioneering work of studying 

difference of tribology between micro/nano-scale contact and macro-scale contact, and 

leads eventually to the advances in atomic/molecular scale understanding of frictional 

phenomena [66, 67]. On the other hand, the lateral friction is dependent on heterogeneity 

of surface materials, such as chemical functionalities. Therefore, lateral friction AFM can 

be applied as a chemical force microscopy to provide nanoscale information about the 

chemical groups on a surface, which ultimately determines the friction, adhesion, and 

compliance of the surface at the molecular scale[68]. When an AFM tip is laterally 

scanning across a surface with different chemical groups such as – COOH and – CH3, 

due to the hydrophilicity of silicon AFM tip less interaction from – CH3 than from – 

COOH is distinguished from the lateral friction map, as shown in Figure 1.14.  

0.24±0.01nm

 
Figure 1.13 Atomic resolution friction of HOPG surface.  
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Figure 1.14 Chemical force microscopy distinguishes hydrophilic and hydrophobic 

groups on the surface.   

 

1.4.2 Dynamic Mode: Tapping and Higher-order Harmonics   
Tapping mode AFM was invented by Zhong et al. [69] to reduce tip – induced 

irreversible damage of contact mode on polymer with low modulus. During scanning, the 

tapping mode AFM oscillates its cantilever with amplitude of up to 100 nm and 
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frequency close to or at its fundamental resonance. The AFM tip is in an intermittent 

contact with the surface, about only 1% of each cycling time [70, 71]. In tapping mode, 

the feedback loop is to control the translational stage up-down and therefore maintain the 

damped oscillation amplitude of the cantilever at a constant set point. Beyond its 

topographic imaging technique on polymeric system, tapping mode has demonstrated the 

phase imaging capability to distinguish material heterogeneity in composition, adhesion, 

friction, viscoelasticity, and other properties, such including electric and magnetic. When 

the AFM cantilever is driven by a sinusoidal wave voltage at its fundamental resonance, 

the phase shift of the cantilever responsible oscillation is monitored. 

 

Since its dependence on material property, phase image of tapping AFM has attracted 

increasing interests from the community. It was noticed that phase shift has certain 

relationship with mechanical property of the surface[72]. As shown in Figure 1.15, stiffer 

filler areas are brighter than softer rubber areas. It represents that less phase lag is with 

harder surface. However, the phase shift is, in deed, affected by complex combination of 

material stiffness with other existent dissipation mechanisms during the intermittent 

contact between tip and surface, such as adhesion and viscoelasticity. Tomayo and Garcia 

[73, 74] theoretically and experimentally demonstrated the phase shift in condition of 

adhesion hysteresis and/or viscoelastcity as involved as shown in Figure 1.16. However, 

such phase shift is not sensitive to stiffer materials with Young’s modulus E > ~2GPa, 

approximately, when even with energy dissipation involved. Cleveland et al. [75] pointed 

that the tapping mode AFM phase image should be interpreted in terms of energy 

dissipation by:  
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where A is the driving amplitude, A0 is the set-point amplitude, and Q is the quality factor. 

Furthermore, the interpretation of phase image is also dependent on the tapping condition 

[72]. In our study, tapping AFM is applied to image the sample mixed with low-density 

polyethylene (LDPE) and polystyrene (PS). As shown in Figure 1.17, the phase contrasts 

in light and hard tapping are completely reversible, and can not correctly tell the stiffness 

contrasts even for the Young’s modulus less than 2 GPa. Although nanoindentation-based 
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force volume mode [38] and force modulation mode [76] have such quantitative 

capability, the force volume mode is too low in lateral resolution and imaging speed 

(taking hours to finish a only 64 by 64 pixels image) for practical application esp. 

biological imaging, and force modulation mode is still working in contact mode with 

selection on stiffness of materials. Therefore, there is a necessity to correctly determine 

the stiffness contrast through an effective way.  

 

Due to the nonlinearity of tip – sample interaction, Hillenbrand et al. [24] noticed that 

during tapping the dynamic amplitudes of the cantilever were stimulated at its higher – 

harmonics (integer times of the fundamental resonance), which have certain relationship 

with the mechanical property of the surface. Stark et al. [27] concluded the twofold 

benefic in the acquisition of higher harmonic data, which is useful to optimize the 

imaging conditions in tapping mode and differentiate qualitatively between dissimilar 

materials that are hardly distinguished and interpreted by conventional tapping mode 

AFM, such as shown in Figure 1.17.  

 

However, there are some major problems in applying higher-harmonics: first, the signal – 

to – noise ratios of the higher harmonic vibrations are not sufficient for practical 

measurement. In Figure 1.17, although we can use higher-harmonics to monitor the 

mechanical properties of composites, the amplitudes at the harmonics are quite low only 

about 4 ~ 5 mV. Secondly, although the amplitudes of such harmonics can be monitored, 

there is no quantitative relationship with Young’ modulus of surface. Furthermore, only 

certain harmonics embody the information on stiffness, and other harmonics may 

represent other surface properties [77, 78].  
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Filler

 
 

Figure 1.15 Tapping mode AFM image on filler – reinforced rubber: (up) morphology; 

(bottom) phase image. 
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Figure 1.16 Theoretical phase shift dependence on elastic properties for different energy 

dissipation mechanisms in tip – sample interactions. Figure copied from Ref. [73]. 
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Figure 1.17 Light tapping (left) and hard tapping (right) are carried on the same LDPE – 

PS composite sample. (a) and (b) are showing morphology of LDPE and PS and can 

not tell us which is LDPE and which is PS. (c) is phase image at light tapping and shows 

dissipation contrast where LDPE (brighter) is more viscous and adhesive than PS (darker). 

(d) is phase image at hard tapping and shows elasticity contrast where LDPE (darker) is 

softer than PS (brighter). (e) is 4th harmonic amplitude at light tapping and (f) is 7th 

harmonic amplitude at hard tapping; and they both show LDPE (darker) is softer than 

PS(brighter).  
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Representative contributions to deal with these problems were presented by Sahin et al. 

[22, 23]. Their earlier work was to micromachine a harmonic cantilever with a notch, in 

which the position of the notch corresponds to a highly curved region of the third mode, 

but not to highly curved regions of the first two modes. They fabricated such cantilevers 

by reducing the stiffness of the third order flexural mode relative to the fundamental 

mode, and demonstrated that the harmonic cantilever has integer ratio between its third 

and fundamental resonance frequencies, such as 16th harmonic as shown in Figure 1.18. 

Recently, they redesigned their T – shape cantilever with its tip offset by a distance from 

its long axis as shown in Figure 1.19. During the normal tapping, the T – shape cantilever 

was also twisted by the interaction between the tip and sample. In their analysis, torsional 

response signal to noise was much significant than that with flexural response.  When the 

tip hit the sample, the cantilever bends torsionally in proportion to the torque generated 

by the tip – sample forces. Furthermore, there was an existing transfer function to map 

the relationship between first torsional response and tip – sample interaction:  

( )
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=                                  (1.21) 

where ω  is the angular frequency, Tω  is the torsional resonance frequency, opticalc  is a 

scalar multiplier corresponding to the bending angle of the cantilever for a unit tip 

displacement in the torsional mode, TQ  is the quality factor of the torsional resonance, 

and TK  is the effective spring constant of the torsional resonance. Time resolved tapping 

force can be calculated based on this equation using the monitored torsional deflection 

signal. With approximately known vertical position of the tip, the force – displacement 

curve can be finally obtained and the Young’s modulus can be calculated based on DMT 

model or Hertz model. 
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Figure 1.18 A specially designed harmonic cantilever with notch to have an integer ratio 

between the third and fundamental resonance frequencies. Figure copied from Ref. [23].   
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a

b

 
 

Figure 1.19 A specially designed harmonic cantilever with notch to have an integer ratio 

between the third and fundamental resonance frequencies: (a).Schematic diagram of T – 

shaped cantilever with an offset tip vibrating vertically at its resonance frequency. Tip – 

sample interactions twist the cantilever and generate torsional vibrations; (b). The 

frequency response of flexural and torsional modes of the T- shaped cantilever during 

tapping process. Figure copied from Ref. [22]. 
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Figure 1.20 Multi-frequency AFM mode to image DNA in buffer: (a) the topography; (b) 

fundamental amplitude; (c) fundamental phase; (d) second mode amplitude. Figure 

copied from Ref. [79].  

 

Higher – order flexural modes AFM has also been widely studied since very early work 

from[80] where the first resonance was for intermittent imaging and the second resonance 

was for sensing tip – sample force. Operating AFM mode at higher resonance not only 

improves the sensitivity to force gradients [24, 81] but also generates specific information 

about the surface properties [79, 82, 83]. Rodriguez and Garcia [84] first proposed the 
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multi-frequency mode whether the AFM cantilever was excited at the first two modes. In 

their simulation, they observed that the phase of second mode had a strong dependence 

on the chemical information about the surface. Proksch [79] experimentally implemented 

the multi-frequency AFM mode to study samples, such as imaging DNA in buffer: the 

fundamental resonance was driven and used as feedback for tip-sample positioning; and 

the second resonance was also driven and its amplitude was monitored for higher contrast 

of DNA image as shown in Figure 1.20(d). Xu et al. [85] demonstrated that, by driving 

cantilever at higher modes in liquid,  its harmonics amplitudes  had shown higher 

sensitivity to the mechanical property of the surface. In this thesis we will demonstrate 

our work on the sensitivity problem of AFM in higher – flexural mode and revisit and 

optimize the sensitivity enhancement.  

 

1.5 SCOPE AND RESEARCH OBJECTIVES OF THESIS 
The main purpose of our research is to improve, optimize and develop AFM to enhance 

its capabilities in the study of surface properties at nanometer scale. Three research 

objectives have to be accomplished with regarding contact mode, dynamic modes 

including tapping mode and higher – order mode, and lateral scanning mode, respectively. 

They cover most of AFM applications to probe physical and chemical properties of the 

surfaces along with their morphology imaging capabilities.  

 

In Chapter 2, we study the static sensitivity of optic – lever AFM in a liquid environment. 

We are looking towards minimizing possible errors in the sensitivity calibration, 

especially when the buffer liquids are needed to be exchanged in real – time [86]. The 

modeling method starts from the idea on the variance of laser focus length due to 

inhomogeneous mediums, along the optical patch in liquid environment. A theoretical 

model has been established for determining the relationship between the sensitivities in 

ambient and in liquid. Through this study, the force curve based calibration of the 

detection sensitivity in ambient environment, which we are competent for, can also be 

utilized for determining the detection sensitivity in a liquid environment.  
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Although conventional force curve calibration method is generally used for calibrating 

AFM detection sensitivity, the optical – lever sensing technique of an AFM system is 

detecting the bending angle (inclination) rather than the deflection of a cantilever [35]. 

Therefore, in Chapter 3, we will first study such difference between sensitivities on 

contact mode and dynamic mode. A new method will be developed to accurately 

determine the dynamic sensitivity which correlates the amplitude of dynamic AFM 

modes with tip – sample interaction force. We will also revisit the calibration of spring 

constant of AFM cantilever [36, 46] based on thermal method, in which Lorentzian fit to 

the thermal spectrum of the cantilever at its fundamental resonance is generally applied.  

 

The Chapter 4 is to develop an effective T – shape cantilever based lateral friction mode 

(in contact mode) to measure frictional property of the thin film or self-assembled 

monolayer, which is important for advanced applications in MEMS/NEMS tribology. 

Our method will overcome conventional difficulties to calibrate lateral spring constant 

and lateral sensitivity of AFM cantilever. It can also be developed as a chemical force 

microscopy to quantitatively distinguish the hydrophilic and hydrophobic groups on 

surface. We will further introduce an additional method through a lock-in monitoring on 

the buckling signal of the cantilever, which can be used to minimize the misalignment 

error of our method in measurement. 

 

Chapter 5 presents an immediate application of AFM to study a hydrogen bombardment 

process. In this work, we chose n-C32H66 SAM as a model system because it can be easily 

prepared, with mixed domains of the stand-up and lie-down phases on a convenient 

substrate of native-SiO2/Si. With our modified atomic force microscopy (AFM), we 

characterized the heights and Young's modulus of these two domains. We then used the 

novel hyperthermal hydrogen induced crosslinking (HHIC) technique to form cross-

linking C-C bonds and convert the SAM to a dense and cohesive network. AFM results 

confirm that the height of the stand-up phase was decreased drastically by HHIC but that 

lie-down phase changed little. The respective changes in Young's modulus are ~6.5 and 

~1.0 GPa; the former is more than five times of the modulus of the virgin stand-up phase. 

Intriguingly, the surface roughness of the stand-up domains first increased with brief 
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HHIC treatments but became as smooth as the virgin domain after prolonged HHIC 

treatments. 

 

In Chapter 6, we give a summary of the thesis, and highlight the contributions of our 

work in the development and application of AFM. Suggestions for future work are also 

outlined. 
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CHAPTER 2 

DETECTION SENSITIVITY OF AFM IN LIQUID∗ 
 

Most AFM experiments require the accurate calibration of the optical lever sensitivity in 

order to obtain quantitative data. As we mentioned in Chapter 1, in ambient the 

calibration of AFM detection sensitivity can be done through fitting the slope of force 

curve, which is obtained by pressing the cantilever against a hard substrate. In liquid, 

although same method can be used, such as on a glass cover-slip, to introduce a hard 

substrate is not always the case to support samples and there are other biocompatible 

coatings with less stiffness. In addition, the use of an extra hard substrate can easily 

introduce contamination into the liquid environment, esp. for the biological application. 

Such problem is becoming significant for the applications with exchanging mediums 

during imaging or force mapping [1, 2]. Therefore, this chapter will discuss the 

calibration of AFM detection sensitivity in liquid environment and look forwards to 

providing theoretical and experimental demonstrations to establish the connection 

between detection sensitivities in air and in liquid.  

 

2.1 INTRODUCTION  
Since its invention in 1986 [3], atomic force microscopy (AFM) has been applied to 

imaging [4, 5], force measurement [6, 7], nanoindentation [8], hard-disk data storage [9] 

and nanolithography [10]. Recently, AFM has been extensively used in life science due 

to its high resolution in force measurement at the order of a picoNewton (pN) [11-15]. 

One of the most significant AFM applications is to probe protein – protein recognition by 

detecting their non-covalent intermolecular forces ranging from tens to several hundred 

pN, which is elusive for conventional force measurement artifices. In an optical-lever 

based AFM system[16, 17], the measurement resolution for height or force is linearly 

determined by its deflection sensitivity, which establishes a quantitative relationship 

between the displacement output d of the position sensitive detector (PSD) and the 
                                                 
∗ A modified version of this part has been published as: Liu, Y. and Yang, J., “Coupling Effects of 
Refractive Index Discontinuity, Spot Size and Spot Location on the Deflection Sensitivity of Optical-Lever 
Based Atomic Force Microscopy”, Nanotechnology, 19, 2008, 235501. 
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cantilever deflection z. With the deflection amplified in geometric optics[18], AFM can 

effectively reflect a minute deflection of tip at the order of 0.1 nm even 0.01 nm [18, 19]. 

The deflection sensitivity is the key factor in the force measurement and the AFM spring 

constant calibration as well [20-22], which directly mediates reproducibility, repeatability 

and accuracy of protein–protein interaction assays. Therefore, a solid understanding of 

the deflection sensitivity would help the experimentalists to achieve AFM’s best 

performance and improve the existing microscope design.  

 

Glass window

Liquid Cantilever

Laser diode

PSD

liqn

airn

glassn

Laser beam

tiltθ

 
 

Figure 2.1 Schematic illustration of the AFM system in a liquid environment  

 

Previous studies of AFM deflection sensitivity are mainly focused on hydrodynamic 

drag[23], thermal noise [24, 25] and electrostatic interaction[26]. Some researchers have 

recognized an enhancement of the deflection sensitivity from air to liquid in their 

experiments [27] and system design [28]. A general conclusion in their works is that in 

liquid environment the deflection angle of the cantilever is primarily determined and 
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virtually amplified by the index discontinuity at the liquid–air interface. Based on 

geometric optics, Tocha et al. [29] obtained analytically the quantitative relationship 

between the deflection sensitivity variance in normal and/or lateral force measurement 

and the ratio of refractive indices of liquid to air. In a typical liquid AFM system, along 

the laser light transmission path at least three different media are involved: air, liquid and 

glass window (sometime made of Teflon) with very high transparent quality, as shown in 

Figure 2.1. Advantages of the use of the glass window herein are: to reduce the effect of 

water fluctuation on light transmission; and to avoid the impact of surface tension which 

will bend the air–liquid interface, and consequently deviates the light reflected from 

cantilever. However, the use of the glass window also results in an additional refractive 

index discontinuity at the air–glass and glass–liquid interfaces. As a result, the 

discontinuity induces variations of laser spot size and spot location on the cantilever, both 

of which are directly related to the deflection sensitivity [30-32]. In this paper, we will 

conduct a systematical study of the coupling effects of the refractive index discontinuity 

between the three media, the laser spot size and the spot location on the deflection 

sensitivity of AFM. 

 

2.2 THEORY  
2.2.1. Extended Focal Length  
In this study, the irradiation distributions of the laser spot on both the cantilever and PSD 

are assumed to be of Gaussian shape [18, 24]. In air, the laser beam, passing through a 

focus lens, is focused at the ‘cantilever plane’, as specified in Figure 2.2[18]. The 

corresponding focused spot size on the cantilever plane is 0w  (measured between the 

2/1 e  irradiance points) as shown in Figure 2.3. However, in a liquid environment the 

focus of lens has been shifted from the ‘cantilever plane’ to ‘plane 1’ because of the 

discontinuity of refractive indices at the air–glass interface and the glass–liquid interface, 

as shown in Figure 2.2. To calculate the shift displacement 1LΔ , we first assume the 

refractive index of liquid to be equal to that of glass and then consider the divergence 

angle 1η  of the laser beam in air before the laser passes through the air–glass interface at 

a distance ( 1h  + 2h ) from the cantilever plane: 1h  is the layer thickness of the cover glass 
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and 2h  is the layer thickness of the liquid[33]: 

airnw
f

2
0

1tan
π
λη =                                                  (2.1) 

where 2h  is the laser wavelength in air; f  is the focal length of the focus lens which is 

commonly installed in a commercial AFM system suitable for the use of small cantilevers. 

Based on the ray matrix [33] at the air–glass interface, the divergence angle 2η  after the 

laser has passed the air–glass interface becomes 

glass
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n
n

12 tantan ηη =                                            (2.2) 

where airn  and glassn  are the refractive indices for air and glass, respectively.  
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Figure 2.2 Schematic illustration of the focal length being extended by the refractive 

index discontinuity  

 

The extended focal length 2LΔ  is defined as 
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The laser is shifted and focused on ‘plane 2’ not on the ‘cantilever plane’. However, liqn  



 43

is indeed different from glassn , so the laser should be finally focused on ‘plane 1’ and the 

correspondingly increased focal length 1LΔ  is given by 

glass
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hL 221 Δ+
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where liqn  is the refractive index of the liquid. Therefore, in liquid environment, the focal 

length of the lens is extended by 1LΔ , depending on the discontinuity of the refractive 

indices, coupled with the layer thickness 1h  and 2h . Directly, the extended focal length 

alters the spot size on the back face of the cantilever, to be discussed next.  
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Figure 2.3 Schematic of irradiation distribution of Gaussian beam spot on the tilted 

cantilever: the dashed curve represents the beam profile in air with spot size ow  at the x – 

axis and the solid curve represents the beam profile in liquid environment with spot size 

'w  at the x – axis. 
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2.2.2 Spot Size and Deflection Sensitivity 
Regardless of being in air or in a liquid environment, the numerical aperture (NA) of the 

focus lens does not change, according to Snell’s law: 

fDn 2/sinNA == φ                                               (2.5) 

where φ  is the converging angle and D is the effective diameter of the focus lens, which 

is also the collimated laser beam diameter before focusing. The diameter 0w  of the 

focused Gaussian beam at its focus is defined as [34] 
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Therefore, the focal spot size is independent of the refractive index of the medium 

through which the laser beam is transmitted. In the light of concerns of the spot size on 

the cantilever plane, in liquid the spot diameter 'w  becomes [33, 35] 
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where 0w  and 'w  are the spot sizes along x-axis at 2/1 e  irradiance points in air and in 

liquid environments, respectively. It is noticed that when the liquid phase and the glass 

windows are involved the spot size on the ‘cantilever plane’ is increased, as shown in 

Figure 2.4. This is still valid when the cantilever tilts at an angle in the range 7° ~ 20° [36] 

As shown in Figure 2.3 the one-dimension irradiance distribution of a Gaussian beam 

(generally assumed) along x is [30-32] 
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where 0P  is the total power from the laser diode and effc Lx γ=  is the center location of 

the Gaussian spot along x-axis, with γ  standing for the relative location on the cantilever 

( 0.10 << γ ) and Leff  being the effective cantilever length, equal to tiltL θcos [30].  

 

Correspondingly, the scalar wave function is [31] 
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Figure 2.4 Effects of the liquid refractive index on spot size 'w  with mw μ100 =  and 

other parameters mmh 0.11 = , mmh 5.12 = , 3.1=liqn , 55.1=glassn  and nm635=λ . 

 

The difference signal of the optic lever deflection AFM system is given by Equation (10) 

of [30] 
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where α  is the loss factor for power transmission (set as 0.9), and ( )uh  is the normalized 

shape function for a deflected beam under static end-loading as defined by [30] 
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Then the deflection sensitivity is defined as  

z
S
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In a liquid environment, the discontinuity of refractive indices at the glass-liquid interface 

and the air-glass interface distorts the transmitting path of the laser beam as shown in 

Figure 2.1. There is a relationship between z , which is the deflection in air detected by 

the PSD, and effz , which is the effective deflection detected by the PSD due to the 

refraction in the liquid environment:  
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As a result, Equation (12) defining the deflection sensitivity in liquid should be written as 
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To investigate the variation of the deflection sensitivity in liquid environment relative to 

that in air, we further define the ratio  

air

liqR
σ
σ

=                                                             (2.15) 

 

2.3 RESULTS AND DISCUSSIONS 
2.3.1 Coupled Effects 
We set the cantilever length L = 200 μm, cantilever titled angle °= 10tiltθ [36], the 

focused spot size as 100 =w  μm and 9.0=γ . From Figure 2.5, the deflection sensitivity 

is nearly linearly increased with the increase of liqn  and h2, as well as the increase of 

glassn  and h1. Moreover, the dependence of the linear trend on liqn  is stronger than that on 
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glassn  from the view of the slopes of curves. However it is not practical to enhance the 

detection sensitivity by solely increasing these parameters ( liqn , h2, glassn  and h1) because 

we also need to consider the enlarged spot size 'w  on the cantilever due to refraction. 

Based on Equation (7), to some extent the spot size 'w  is larger than the cantilever width, 

especially when small cantilevers used.  Thus part of the laser spot is located out of the 

cantilever and the power received by PSD is less, and consequently the sensitivity is 

degraded.  

 

In practice, there is some laser power loss for several reasons, including the partly 

reflected laser wave at the interface, diffraction along the transmission path and imperfect 

reflection from the back face of the cantilever. In the present study the power loss factor 

α  is set as 0.9 for all cases. From Figure 2.5, it is noticed that if the refractive index liqn  

for the liquid is fixed, increasing glassn  could enhance the deflection sensitivity. However, 

if α  is assumed as 0.8, when glassn  = 1.5 and liqn  = 1.3, R is 1.66, less than 1.88 for glassn  

= 1.3. As a result, the deflection sensitivity is degraded. To minimize the power loss, the 

experiment should be implemented by blocking possible contamination in the liquid 

medium, keeping the surfaces of the glass window and the cantilever clean, and using 

smaller 1h  and 2h  to reduce the dominant effect of diffraction, although they may 

enhance the deflection sensitivity (see Figure 2.5). 

 

The influence of spot size 0w  on the deflection sensitivity with different combinations of 

refractive indices for glass and liquid is shown in Figure 2.6. When 0w  is smaller than 

the critical value cw  (~ 25 μm), R increases with the decrease of 0w . When 0w  is larger 

than a critical value cw , R is independent on the spot size. The reason is that the variation 

of Gaussian spot size due to refraction is negligible compared to its original size 

0w (> cw ), so that the major influence on the deflection sensitivity comes from the power 

loss α . If liqn  is fixed (e.g. 3.1=liqn  in Figure 2.6) and the spot size is bigger than the 

critical value, R becomes independent of glassn . Intriguingly, R could become smaller than 
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1.0. In other words, the deflection sensitivity may be degraded for the cases of airliq nn →  

(e.g. in Figure 2.6).  

 

 
Figure 2.5 Effects of the glass and liquid refractive indices on R with different 

combination of the glass layer thickness 1h  and the liquid layer thickness 2h . 

 

Although the liquid’s refractive index liqn  is rarely smaller than 1.1, it is of general 

interest to study the coupling effect by covering a wide range of liquid refractive index. 

On the other hand, some AFM experiments may be conducted in a specific gas/vapour 

environment. For instance, samples are placed in a glass enclosure which is full of a 

specific gas/vapour. The index of the specific gas/vapour is likely to be in the range from 

1.0 to 1.1. Our analysis of index discontinuity will be applicable for this case. As shown 

in Figure 2.6, when 1.10.1 << glassn , there is a transition of the deflection sensitivity 
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from enhancement (R > 1.0) to degradation (R < 1.0), which also depends on the spot size 

0w . Therefore, whether the deflection sensitivity is enhanced or decreased (R is larger or 

smaller than 1.0) is determined by the coupled effect of the refractive indices of the air–

glass–liquid system, spot size 0w  and power loss factor α .  

 

 
Figure 2.6 Effects of the spot size 0w  on R with different combination of refractive 

indices for glass and liquid for mmh  0.11 =  and mmh  5.12 = . When the spot size is 

bigger than a critical value cw  (~25 µm), R is independent of the spot size and the 

refractive index of the glass, but mainly determined by the refractive index of the liquid.  

 

If both liqn  and glassn  are fixed, for example 1.3 and 1.5, respectively, a higher deflection 

sensitivity can be reached from a smaller spot size. The smaller focused laser spot on the 
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cantilever can be obtained through using a lens with a higher numeric aperture (NA) (see 

Equation (6)). Another method, introduced by Schäffer and Hansma[30], is to use an 

adjustable aperture to increase the effective diameter D (Equation (6)) of the focus lens 

and thus reduce the spot size for a fixed focal length f. In practice, there is another issue 

regarding the shot noise of the PSD [18, 35]. As a result, the signal–to–noise ratio (SNR) 

[35]should be considered. Using a smaller focused spot size is not always a preferable 

choice, since the SNR is highest when the focused spot size is matched to the cantilever 

size[30, 35]. In other words, a smaller cantilever with a smaller focused spot size should 

be employed for a higher SNR, and therefore higher deflection sensitivity is achieved. 

 

In addition, as shown in Figures 2.7(a) and (b), the location γ  of the laser spot on the 

back face of the cantilever also plays a role in influencing the deflection sensitivity. Here 

γ  is in the range [0.1, 0.9] with the spot size 0w  set as 10 µm. When the refractive 

indices for both the glass and the liquid remain constant, R decreases and finally 

approaches a constant value when the spot location moves from the cantilever base to its 

end, as shown in Figure 2.7(b). Nevertheless, we also notice that the influence of spot 

location on the deflection sensitivity is much less significant than that of the spot size by 

comparing Figure 2.6 with Figure 2.7(a). 

 

2.3.2 Experiments 
The measurement of the deflection sensitivity was carried out on an atomic force 

microscope (XE-100, PSIA Inc., USA) in air ( airn = 1.0) and in deionized water ( liqn  = 

1.33) with a glass window ( glassn  = 1.55) installed on a probe holder, which holds 

rectangular cantilever (ContAl, BudgetSensors, Inc.).  A group of force–displacement 

curves was acquired for air and liquid at different spot locations on the cantilever. The 

spot location on the cantilever can be adjusted by a micrometer screw gauge with 

readings. Power loss factor α  is the ratio of the total electric voltage output of the PSD in 

liquid to that in air. Finally, sensitivities were determined by the linear slopes of the 

force–displacement curves at the different locations of the laser spot. For each location, 

the experimental results for R are displayed in Figure 2.8. From this figure, it is noticed 
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that the experimental results for R are generally smaller than the predicated value (= 1.41) 

in [29] for the case of water but close to the predicated value based on our calculation 

(equations (14) and (15)), regarding the coupling effects from the refractive discontinuity, 

spot size and spot location. 

 

 
(a) 

 

Figure 2.7 (Continuned) 
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(b) 

Figure 2.7 The influence of spot relative location effc Lx /=γ  on R for mw μ100 = , 

mmh 0.11 = , and mmh 5.12 = ; (a) with different combination of refractive indices of 

glass and liquid; (b) enlarged view for the case of 5.1=glassn , and 3.1=liqn .  

 

2.3.3 Further Discussion 
As discussed in previous sections, this study is potentially beneficial to optimizing AFM 

design with better accuracy in both force measurement and imaging. On the other hand, 

this work is also useful in optimizing experimental procedures. For some AFM biological 

applications (e.g. an AFM cantilever array [37, 38] being used for screening biomolecular 

recognition or protein–drug interactions above numbers of microwells of a microarray), 

one may inject or perfuse different biological buffers during the experiment [1, 39, 40]. 

These biological buffers likely have different refractive indices. In this case, this study 
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can predict the variation of the deflection sensitivity due to the change of medium, and 

therefore remove the necessity of time-consuming re-alignment of the laser spot on the 

cantilever and re-calibration of the deflection sensitivity for different liquids. In addition, 

instead of performing such calibration at the beginning of an AFM experiment in liquid, 

one may calibrate the deflection sensitivity in air before or after the AFM experiment, 

since some biological experiments may be sensitive to operating time. 

 

 
Figure 2.8 Comparison between experimental and theoretical results for R at different 

spot locations γ .   

 

2.4 SUMMARY 
In summary, the deflection sensitivity is a critical parameter for both imaging and force 

measurement in liquid environments by optical-lever based AFMs. The deflection 
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sensitivity can be enhanced or degraded depending on the coupling effects of the 

refractive index discontinuity, laser spot size and spot location. This study could 

potentially help us design high accuracy AFM systems and improve the resolution of 

force measurement in biological liquid environments. In addition, imaging resolution in 

liquid environments may also be further improved by maximizing the deflection 

sensitivity through an optimal design of the air–glass–liquid system. 
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CHAPTER 3 

DETECTION SENSITIVITY OF DYNAMIC FLEXURAL  

AFM MODE∗ 
 

The mechanism of dynamic force modes has been successfully applied to many atomic 

force microscopy (AFM) applications such as tapping mode. The higher-order flexural 

vibration modes are recent advance of AFM dynamic force modes. Furthermore, the 

calibration of the AFM cantilever spring constant can be implemented by Lorentzian 

fitting the peak of the thermal spectrum of the dynamic cantilever beam at its 

fundamental resonance (tapping resonance). Therefore, AFM optical lever detection 

sensitivity plays a major role in dynamic modes because it determines the accuracy in 

mapping surface morphology, distinguishing various tip-surface interactions, measuring 

the strength of the tip-surface interactions, and calibrating spring constant. In this chapter, 

we will analyze optimization and calibration of the optical lever detection sensitivity for 

an AFM cantilever-tip ensemble vibrating in flexural modes and/or simultaneously 

experiencing a wide range and variety of tip-sample interactions.  

 

3.1 INTRODUCTION 
The amplitude-modulated dynamic force modes in the operation of atomic force 

microscopy (AFM) commonly include the tapping mode, its secondary imaging mode, 

and the phase imaging mode. These modes of AFM have been widely applied to materials 

science and biological science, due to their ability to probe not only the surface 

morphology but also the mechanical and chemical properties of materials with high 

spatial resolution [1, 2]. In tapping mode, the cantilever/tip ensemble is excited at or 

close to its fundamental resonance frequency and the tip intermittently taps the sample 

surface with minimized destructive lateral forces[3]. While the oscillating tip approaches 

to or retracts from the sample surface under tapping amplitude modulation, it experiences 

                                                        
∗ Modified versions of this part have been published as: Liu, Y., Guo, Q.Q., Nie, H.Y., Lau, W.M., and Yang, 
J. Journal of Applied Physics. 106, 2009, 124507; Naeem, S., Liu, Y., Nie, H.Y., Lau, W.M., and Yang, J., 
Journal of Applied Physics, 104, 2008, 114504. 
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a complex and time-varying force field which contains a wealth of information about the 

materials composition [4], electrical [5] and mechanical properties[6], as well as 

dissipative response of the sample [7, 8]. As a result, such tip-sample interactions 

generate a disturbance to the vibration of the cantilever while it is tapping at the 

resonance frequency. Thus the motion of cantilever becomes anharmonic. In addition, the 

effect of the tip-sample interactions often excites higher-order flexural oscillation modes 

of the AFM cantilever [9, 10]. Studies of these higher-order oscillations are scientifically 

interesting and technologically important. 

 

Higher-order dynamic flexural modes are recent advance of AFM dynamic force 

microscopy, which further enhance AFM functionality in analyzing tip-sample 

interactions, surface composition and material properties, as shown in Figure 1.20. 

Recently, researchers have investigated the possibility of using higher-order flexural 

modes to explain the origins of the anharmonic spectra, and therefore extract the 

information of the tip-sample interactions. Such information can not be obtained by the 

traditional dynamic analysis of tapping mode that is based on the fundamental resonance. 

Several recent studies of higher-order dynamic force modes are highlighted as follows. 

Minne et al. [11] studied the second flexural mode to monitor the change of ZnO film 

admittance, which is not possible to probe while the AFM is operated at the fundamental 

resonance. Hoummady and Farnault [12] applied the second-order flexural mode to 

distinguish hydrodynamic damping and attractive interaction. They found that the AFM 

optical lever detection sensitivity was enhanced in the second-order flexural mode. Stark 

et al. [9, 13-15] studied the origins of the increased anharmonic responses in higher-order 

flexural modes due to nonlinear tip-sample interactions. They also resolved the force 

constants of the tip-sample interactions by analyzing a wide spectrum of flexural motions 

of the cantilever using Fourier transformation. By simulating the AFM cantilever using 

finite element method, Song and Bhushan [10] studied the dynamic responses of the 

cantilever under both of attractive and repulsive force regimes, and concluded that the 

nonlinear force field excited higher-order modes of the vertical bending. García’s group 

[16-18] developed an approach to probe materials’ properties by simultaneously exciting 

the first two flexural modes. The second-order flexural mode, generally a nonharmonic 
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eigenmode of the cantilever [19], is less coupled with the first-order mode according to 

the amplitude of vibration [16]. In their work, sample topography and composition 

contrast were obtained simultaneously through locking-in signals of the first two flexural 

modes respectively. As a result, the sensitivity detected in the second-order flexural mode 

for compositional mapping was promoted by a factor of 10 because of a higher Q-factor. 

However, higher flexural mode vibration requires much higher driving force and the 

effective signal-to-noise ratio becomes lower. Worse case is that higher flexural vibration 

may cause fatigue problem of the cantilever. Therefore, further attempts have been made 

by Sahin et al. [20] to enable a specially-designed (notched) cantilever to reach the 

high-order harmonics of its higher-order flexural modes. This consequently enables 

sensing the non-linear mechanical interactions due to higher signal-to-noise ratio [21].  

 

In the study of the dynamics of AFM, the optical lever detection sensitivity, which is 

defined as the converting relationship between the measured AFM photodetector voltage 

and the cantilever deflection, plays a crucial role in determining the detectable minimum 

change of the vibrating amplitude. Since the minimum detectable force constant is 

proportional to the minimum detectable amplitude change [22], higher detection 

sensitivity is related to a better ability to detect a small force constant applied to the 

cantilever. In the literature, studying and optimizing the optical lever detection sensitivity 

is an important issue not only for the design [23] but also for operation of AFM systems 

such as for more accurate detection of tip-sample interactions [24, 25]. Traditionally, the 

calibration of the detection sensitivity, endσ , of an optical lever AFM is done by 

measuring force curves on a hard substrate in the contact mode [26]. The resultant 

detection sensitivity establishes a proportional relationship between the photodetector 

voltage output and the PZT displacement which is considered equal to the cantilever 

displacement deflection. However, researchers generally do not directly measure the 

displacement deflection of the cantilever [23, 25, 26]. Butt and Jaschke [27] recognized 

that the cantilever deflection as measured by the scheme of optical lever detection was 

indeed the angular deflection of the cantilever, which is different from the actual 

displacement deflection of the cantilever as measured by an interferometer [26, 28]. The 

angular change is dependent on the flexural modes of the cantilever. As a result, the F-D 
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curve method in the contact mode, based on the condition of static end-loading, is not the 

best way to calibrate the detection sensitivity on a vibrating cantilever beam [27, 29]. In 

fact, Walters et al. [30] pointed out that the optical lever detection sensitivity in the 

first-order flexural mode should appear as a correction of FDσ  by a factor of 1.09 for a 

rectangular cantilever beam.  

 

Furthermore, an infinitely small laser spot located at the tip end of the cantilever was 

assumed in previous studies [25]. Recently, researchers [24, 25, 29, 31] and the Chapter 2 

have studied the effect of the size and the location of the laser spot that is focused on the 

cantilever backside, on the optical lever detection sensitivity in various cases. Our 

objective in this work is to discuss the theoretical optimum of the optical lever detection 

sensitivity in both of tapping and higher-order flexural vibration modes in common 

experimental conditions where a wide range of the force constant of tip-sample 

interactions may occur and therefore constrain the optimal operating condition of AFM 

systems. A useful calibration method will be demonstrated to correlate the sensitivity of 

tapping or a high-order flexural vibration mode with the traditional FDσ  when 

appropriate corrections apply. At the end, we will discuss the amplitude sensitivity, which 

is obtained through monitoring the tapping amplitude attenuation relative to the 

tip–sample distance. The amplitude sensitivity represents another option to more 

accurately calibrate the detection sensitivity in dynamic modes. It has been demonstrated 

in our new calibration of spring constant of the cantilever based on thermal tune method 

[32].  

 

3.2 THEORY 
3.2.1 Flexural Modes of a Cantilever Beam Experiencing a Force 

Constant 
A rectangular AFM cantilever beam can be modeled as a one-dimensional straight 

flexible beam made of homogeneous material and with a uniform cross-section. With one 

end clamped at its base, the flexural dynamics of a rectangular cantilever beam is given 

by [26, 33, 34] 
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with the normalized coordinate [ ]1,0∈x  and time t. In Equation (3.1), E is the Young’s 

modulus, ρ  is the mass density, A is the cross section area, I is the area moment of 

inertia of the cantilever, and ( )txz ,  is the deflection of the cantilever as a function of 

position and time. For a freely vibrating cantilever, in its steady–state solution, the 

deflection and the slope have to vanish at the clamped end 0=x , and no moment and 

shear force can be present at the free end 1=x . The corresponding boundary conditions 

are: 

( ) 0=xz , ( ) 0=
∂
∂

x
xz  for 0=x                    (3.2) 

and  
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xz , ( ) 03

3

=
∂

∂
x

xz  for 1=x                  (3.3) 

The normalized shape function ( )xhn  of free, undamped, transverse vibrations of a 

rectangular cantilever can be obtained as [35]: 
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κκ  (3.4) 

where n denotes the order of the flexural mode and nκ  is the dimensionless wave 

numbers which are determined by the characteristic equation:  

01coshcos =+nn κκ                         (3.5) 

 

If a static force acts on the tip (pinned end), the Equation (1.1) should be applied for a 

statically curved cantilever. The normalized shape function )(xhend  is given by 

2
3)(

32 xxxhend
−

=                         (3.6) 

This is generally applicable for force curve or contact mode operation for calibration of 

FDσ  when assuming the end-displacement of the cantilever as detected by photodetector.  

 

In the tapping mode, when the cantilever is engaged close to the sample surface by a 
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separation distance d, it experiences nonlinear tip-sample interactions. However, if the 

cantilever vibrates with a very small amplitude around its equilibrium position 0d , the 

tip-sample force could be linearized as a spring with a force constant 
0dd

eff d
Fk

=∂
∂

−= [36, 

37]. In this study, effk  is the derivative of all tip-sample interaction forces, F, with 

respect to the separation distance d. Consequently, a force  effk z  due to the deflection 

z  should be added to the shear force [36]: 

03

3

=−
∂
∂ zk
x
zEI eff                           (3.7) 

with the following boundary conditions: 

( ) 0=xhn  and 
( )

0=
∂

∂
x

xhn              at 0=x         (3.8) 
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where Ck  denotes the cantilever spring constant. To solve the characteristic equation for 

this system, the same procedure described in our previous study is used to obtain,  

( ) ( )nn
eff

cn
nnnn k

k
κκ

κ
κκκκ coshcos1

3
coshsincossinh

3

+=−         (3.10) 

If 0=effk , Equation (3.10) reduces to Equation (3.5), which describes a freely vibrating 

cantilever. In the other extreme case when ∞=effk , the cantilever is pinned at both ends: 

base and tip. The dimensionless wave number nκ  is affected by the value of effk  

relative to the cantilever spring constant Ck . In this study, we only show the results for n 

up to 4 because we have found that the maximum detection sensitivity is nearly 

independent on the force constant if n ≥ 4.  

 

3.2.2 Optical Lever Detection Sensitivity  
Previous studies have provided the expression of the optical lever detection sensitivity 

based on the classical diffraction theory [25, 33, 38, 39]. In this work, one-dimensional 

irradiation distribution of a Gaussian optical beam is assumed to perpendicularly impinge 
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and be focused on the backside of the cantilever [25, 39]. In addition, the effects of the 

torsion of the cantilever [10, 36] and the interference from the sample are ignored in this 

work. Therefore, we have 
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where 0P  is the total power of the laser beam, 0w  is the diameter of the Gaussian laser 

focused along the x-axis (longitudinal axis of the cantilever), L is the cantilever length, 

and γ  is the relative location of the laser beam centered on the cantilever which is 

defined to be 0 at the base and 1 at the tip end [33]. As a result, the scalar wave function 

is  
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The optical lever detection sensitivity at the n-th order flexural mode is given as [25, 37] 
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where α  denotes the loss factor when laser transmits from the laser source to the photo 

detector, λ  is the laser wavelength. In the present work, we also assume no power loss 

( 1=α ) [33]. For static end – loading, )(xhend  should be used in Equation (3.13) and the 

corresponding detection sensitivity is ⎟
⎠
⎞

⎜
⎝
⎛ γσ ,0

L
w

end .  

 

An “effective slope” of the section of the cantilever shined by the focused laser spot is 

given by:  
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⎡ −−−−
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where 
L

w0=τ  is the normalized spot size relative to the cantilever length. In optical 
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lever deflection AFM, ( )γτ ,nc  is detected by the photodetector.  

 

3.3 RESULTS AND DISCUSSIONS 
The absolute value of the optical lever detection sensitivity is proportional to the 

“effective slope” nc  by a constant. Thus we term nc  as the equivalent detection 

sensitivity in our discussion [24]. It is a function of both the normalized spot size τ  and 

the normalized location γ . The values of nc  for different ratios of eff Ck k  are 

displayed as contour plots in Figure 3.1, and Figures 3.2 – 3.4 for the flexural modes at n 

= 1, 2, 3 and 4, respectively. The maximum on the contour plot is defined to be the 

“globally optimized detection sensitivity” globalc  of the optical lever AFM. When there 

are several local maxima on the contour plots, among them the local maximum closest to 

the cantilever tip end is defined to be the “tip optimized detection sensitivity” tipc  [24].  

 

3.3.1 Effect of Tip – Sample Interaction on Tapping Sensitivity  
From Table 3.1, for the first flexural mode (n = 1) or tapping mode, the globally 

optimized detection sensitivity globalc  coincides with the tip optimized detection 

sensitivity tipc  at 95.0≅τ  and 57.0≅γ  when 1/ <Ceff kk  as shown in Figure 

3.1(a). When the laser spot diameter is about 95% of the cantilever length and the spot 

center is located at about 57% away from the cantilever base, the optimum detection 

sensitivity for the first flexural mode of the optical lever AFM system can be attained 

[24]. According to our study here, this conclusion should be constrained with another 

condition that eff Ck k may not significantly exceed 1. However, as shown in previous 

theoretical and experimental studies, a much higher eff Ck k  is realistic and can go up to 

200 or more [36, 40, 41]. Then the question remains: what if 1eff Ck k >> . We find, when 

eff Ck k  significantly exceeds 1, the conditions for the globally optimized detection 

sensitivity may change. For example, when 10/ =Ceff kk  in Table 3.1, the normalized 

spot size decreases to 88.0≅τ  and the normalized spot location shifts to 43.0≅γ . This 
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can be explained from Figure 3.1(c) which describes the normalized spot locations where 

the absolute values of )(' γh , the derivative of the shape function, are “global maximum” 

(black solid line) and “tip maximum” (black dash line) for different values of Ceff kk / . 

As mentioned before, the optical lever AFM systems detect the slope of the cantilever 

rather than its displacement deflection. From Figure 3.1(c), the normalized spot location 

γ  of the global maximum )(' γh ( ( )γ'hMax ) is shifted from the tip end to the 

cantilever base when Ceff kk /  is small or intermediate. As a result, the location of 

globalc  is shifted.  
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Figure 3.1 (continued)  
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Figure 3.1 (continued)  
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Figure 3.1 Contours of optical lever detection sensitivities in 1st-order flexural mode 

plotted as function of normalized spot size τ  and normalized spot location γ  for 

different ratios of the force constant to the spring constant of the cantilever: (a) 

01.0/ =Ceff kk ; (b) 100/ =Ceff kk . The locations of the globally optimized detection 

sensitivity are shown as white dots “º” on the contours. (c) the normalized spot location 

γ  and the cantilever slope ( )'h γ  for different Ceff kk / . 

 

If / 1eff Ck k >> , the globally optimized detection sensitivity and the tip optimized 

detection sensitivity tend to separate from each other. For example, when 100/ =Ceff kk  

as shown in Figure 3.1(b), for the globally optimized detection sensitivity, 55.0≅globalτ  

and 31.0≅globalγ ; but for the tip optimized detection sensitivity, 40.0≅tipτ  and 

85.0≅tipγ . This difference can also be partially explained in light of )(' γhMax  which 



 

 

68

is directly related to the cantilever shape. When Ceff kk /  is relative small, the “tip 

maximum” and the “global maximum” for )(' γh  are identical to each other at the same 

spot location; but when Ceff kk /  becomes bigger, they become different. As a result, the 

globally and tip optimized detection sensitivities become different as well. Figure 3.1(c) 

shows, according to Equation (3.4), the separation point for the global maximum )(' γh  

and the tip maximum )(' γh is at 9eff Ck k = , where it is assumed that the laser spot is 

zero-size point. In reality, the separation point for globalc  and tipc  occurs at 

somewhere 9eff Ck k > , since the size of the focused laser spot is not zero. Also as 

shown in Figure 3.1(c), the global maximum )(' γh  and the tip maximum )(' γh  

become identical to each other again after 37.5eff Ck k > . But such a crossover-point for 

globalc  and tipc  has not been obtained even when we increase eff Ck k  up to a 

reasonably big value. This aberrance between )(' γhMax  and globalc  is because the 

laser spot projecting on the cantilever backside is assumed as a point laser in the 

calculation of )(' γhMax . Thus, using )(' γhMax  to predict the trend of optimized 

sensitivity is only valid for a certain range of the force constant effk . For higher eff Ck k , 

the finite size of the laser spot plays an important role in determining the optical detection 

sensitivity of the tapping mode AFM.  

 

The globally optimized detection sensitivity globalc  for tapping mode AFM at its 

resonance frequency is increased with the increase of Ceff kk / . When 0/ =Ceff kk , 

78.0≅globalc ; when 100/ =Ceff kk , 22.5≅globalc . The globally optimized detection 

sensitivity generally corresponds to the maximum value of ( )γ'h . As shown in Figure 

3.1(c), )(' γhMax (the blue solid line) monotonously increases as the increase of 

Ceff kk / . Therefore, for a specific force constant 
d
Fkeff ∂
∂

=  such as a single molecule 
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spring, using a softer cantilever with a smaller spring constant relative to the 
d
Fkeff ∂
∂

=  

can enhance the detection sensitivity in order to obtain more accurate force measurement, 

and better contrast in phase imaging as well [42]. However, with a soft cantilever, 

hysteresis/bistability phenomena can be easily amplified [43, 44]. In addition, the range 

of the “snap-to-contact” instability [45] encountered in the optical lever deflection AFM 

is enlarged, and the whole cantilever easily suffers from “jumping” or “snapping” [46, 

47]. Therefore, there is a necessity to make a tradeoff between Ck  and effk  to obtain 

the better result in a practical application.  

 

3.3.2 Effect of Tip – Sample Interaction on the Optical Lever Detection 

Sensitivity in High-order Flexural Modes  
High-order flexural dynamic modes of the AFM have attracted increasing interests from 

AFM community [10-19, 21]. For the second-order flexural mode as shown in Figure 3.2 

and Table 3.1, there are two local maxima for the cases of smaller Ceff kk /  and three 

local maxima for the case of / 1000eff Ck k = . As Ceff kk /  increases, the location of the 

globally optimized detection sensitivity for the second-order flexural mode gradually 

shifts from the tip end to the base end of the cantilever, which is similar to what we have 

observed for the first flexural mode (tapping mode). For example, when 10/ =Ceff kk , 

75.0≅γ ; and when 100/ =Ceff kk , 63.0≅γ . For the second-order flexural mode, when 

1000/ =Ceff kk , another local maximum appears close to the tip end of the cantilever, 

which is the tip optimized detection sensitivity. The reason is similar to what has been 

discussed for the case of the first-order flexural mode (tapping mode) in the previous 

section.  
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Figure 3.2 (continued)  
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Figure 3.2 (continued)  
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Figure 3.2(c) (continued)  
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Figure 3.2 Contours of optical lever detection sensitivities in 2nd-order flexural mode 

plotted as function of normalized spot size τ  and normalized spot location γ  for 

different ratios of the force constant to the spring constant of the cantilever: (a) 

01.0/ =Ceff kk ; (b) 1000/ =Ceff kk . The locations of the globally optimized detection 

sensitivity are shown as white dots “º” on the contours. (c) normalized spot location γ  

of globally and tip maximum values of ( )γ'h  for different Ceff kk / . 

 

 

An additional local maximum is also found in the third-order and fourth-order mode for 

large Ceff kk /  as shown in Figure 3.3 and Figure 3.4. Higher-order ( 4n > ) modes have 

also been examined, whose results are not presented here since they are similar to those 

of fourth-order mode. In contrast to the first and second order flexural modes, the third 
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and fourth-order modes always have separate globally and tip optimized detection 

sensitivities for any value of Ceff kk /  as shown in Figure 3.3(a) and Figure 3.4(a). As 

Ceff kk /  increases, both of tip and globally optimized sensitivities shift as shown in 

Figure 3.3(b) and Figure 3.4(b). The additional local maximum, instead of the original tip 

optimized sensitivity, becomes the present tipc . 
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Figure 3.3 (continued)  
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(b) 

Figure 3.3 Contours of optical lever detection sensitivities in 3rd-order flexural mode 

plotted as function of normalized spot size τ  and normalized spot location γ  for 

different ratios of the force constant to the spring constant of the cantilever: (a) 

01.0/ =Ceff kk ; (b) 1000/ =Ceff kk . The locations of the globally optimized detection 

sensitivity are shown as white dots “º” on the contours. 
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Figure 3.4 (continued)  
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Figure 3.4 Contours of optical lever detection sensitivities in 4th-order flexural mode 

plotted as function of normalized spot size τ  and normalized spot location γ  for 

different ratios of the force constant to the spring constant of the cantilever: (a) 

01.0/ =Ceff kk ; (b) 10000/ =Ceff kk . The locations of the globally optimized detection 

sensitivity are shown as white dots “º” on the contours. 

 

 

The values of globalc  and tipc  in Table 3.1 show that the high-order flexural modes are 

less affected by the increase of Ceff kk / . For example, in the first-order flexural mode 
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(tapping mode), the globally and tip optimized sensitivities for 100/ =Ceff kk  are about 

8 and 5 times bigger than those for 01.0/ =Ceff kk , respectively. Such difference 

becomes much bigger for 1000/ =Ceff kk (we extend our theoretical study to this extreme 

case in order to cover the full range of the force constant encountered in reality; it’s worth 

mentioning that /eff Ck k at the order of 100 is realistic). However, for the second-order 

flexural mode, the differences are only about 2 times even for 1000/ =Ceff kk . In 

high-order modes, the detection sensitivities become almost independent on Ceff kk / , and 

only dependent on the spot size and location of the incident laser beam. This indicates 

that the optimized sensitivity values in high-order flexural modes become very reliable 

regardless of the variation of the force constant. This further leads to an important 

application: once the optimized sensitivity in high-order modes (n > 3) is calibrated, the 

value can be used for working on any sample with trus3 accuracy due to the reliability of 

the sensitivity, although the surface force field may change significantly from sample to 

sample. That is probably one reason why higher – order flexural mode has more reliable 

contrast image on material heterogeneity of surface rather than phase image of tapping 

mode AFM [5, 18, 19] which is easily affected by tapping conditions and surface 

properties.      

 

3.3.3 Further Discussion 
To require the optimization of AFM sensitivity in dynamic modes, both of spot size and 

spot location should be adjusted. Although previous results are only focused on 

rectangular cantilever, they can also be extended to triangular cantilever (not commercial 

available) but not for V – shaped cantilever. Especially on V – shaped cantilever, the 

hollow area can not allow the laser spot fully projected on the cantilever backside as well 

as it is impossible to position the laser spot within this area. On the other hand, in 

dynamic applications to resolve details of tip – sample interaction at normal direction, V 

– shaped cantilever is more prone to the effects of lateral forces than rectangular 

cantilever [48]. Therefore, rectangular cantilever is suggested to be used in applications.  
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Table 3.1 Normalized spot size and location of the globally optimized sensitivity and the 

tip optimized sensitivity as a function of Ceff kk /  

Globally Optimized Tip Optimized Mode 

Number 
Ceff kk /  

globalτ  globalγ  
globalc  tipτ  tipγ  

tipc  

0 0.952 0.569 0.783 0.952 0.569 0.783 

0.01 0.951 0.569 0.783 0.951 0.569 0.783 

0.1 0.952 0.567 0.784 0.952 0.567 0.784 

1 0.957 0.554 0.790 0.957 0.554 0.790 

10 0.881 0.430 0.939 0.881 0.430 0.939 

100 0.553 0.305 5.165 0.400 0.850 3.571 

 

 

n =1  

1000 0.580 0.280 51.797 0.430 0.810 43.346 

0 0.562 0.763 1.421 0.562 0.763 1.421 

0.01 0.562 0.763 1.420 0.562 0.763 1.420 

0.1 0.563 0.763 1.419 0.563 0.763 1.419 

1 0.566 0.761 1.405 0.566 0.761 1.405 

10 0.595 0.745 1.317 0.595 0.745 1.317 

100 0.635 0.627 2.022 0.635 0.627 2.022 

 

 

n =2  

1000 0.540 0.560 18.342 0.220   0.910   5.935 

0 0.453 0.490 1.501 0.325 0.862 1.368 

0.01 0.453 0.490 1.501 0.325 0.862 1.368 

0.1 0.453 0.490 1.500 0.325 0.862 1.368 

1 0.452 0.490 1.492 0.325 0.862 1.365 

10 0.449 0.486 1.413 0.331 0.859 1.340 

100 0.390 0.830 1.271 0.390 0.830 1.271 

 

 

n =3  

1000 0.370 0.390 5.583 0.370 0.710 5.537 

0 0.335 0.353 1.560 0.233 0.901 1.371 

0.01 0.335 0.353 1.560 0.233 0.901 1.371 

0.1 0.335 0.353 1.560 0.233 0.901 1.371 

 

 

n =4  

1 0.335 0.353 1.560 0.233 0.901 1.372 
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10 0.334 0.352 1.560 0.234 0.900 1.383 

100 0.327 0.345 1.560 0.250 0.891 1.500 

10000 0.290 0.780 1.640 0.290 0.780 1.640 

 

50000 0.290 0.770 1.636 0.290 0.770 1.636 

  

 

3.4 CALIBRATION OF AFM DYNAMIC SENSITIVITY  
The optical lever detection sensitivity varies with many factors, such as laser alignment, 

cantilever backside coating, environmental medium, and optics and electronics of the 

AFM system. It is nearly impossible to calculate the correct detection sensitivity based on 

the limited information of specifications provided by manufacturers. Therefore, the 

detection sensitivity for an optical lever AFM is generally implemented by measuring 

force curves on a hard substrate, which generates an approximately linear relationship 

between the output voltage of the photodetector and the deflection of the cantilever with a 

unit of mV/nm. However, the discussion in previous sections explains the difference 

between dynamic sensitivity and force curve based sensitivity. We will introduce two 

methods for calibration of dynamic sensitivity of AFM.  

 

In the force curve method, the deflection of the cantilever arises from a static loading at 

its tip end and the normalized cantilever shape function is ( )xhend . Substituting Equation 

(3.6) into Equation (3.13), we plot the optical lever detection sensitivity as a function of 

the normalized spot location and size as shown in Figure 3.5. In this method, the 

corresponding globally optimized sensitivity is 0.778 at 94.0≅τ  and 58.0≅γ , which 

is the same as the tip optimized sensitivity. The method of static end-loading force curve 

has nothing to do with the force constant that however plays a major role in dynamic 

force modes. Herein, we established a simple calibration method to determine the optical 

lever detection sensitivity in high-order flexural modes with an important premise that 

/ 1eff Ck k < . This premise should be, and can be easily, satisfied before starting an AFM 

experiment through choosing an AFM cantilever with an appropriate spring constant.  



 

 

81

0.200

0.400

0.6000.600

0.700

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

0.778

 

 

Normalized Spot Size τ

N
or

m
al

iz
ed

 S
po

t L
oc

at
io

n 
γ

0
0.100
0.200
0.300
0.400
0.500
0.600
0.700
0.800

 
Figure 3.5 Contour of optical lever detection sensitivity of the static end-loading 

cantilever (force-distance curve mode) plotted as a function of the normalized spot size 

τ  and the normalized location γ . The globally optimized and tip optimized sensitivities 

are identical to each other as marked by a white dot “º”. 

 

To explain the method, we are utilizing the equations (4) and (5) from the work by 

Schäffer and Fuchs’s work [24],  

( ) ( )γτσγτσ ,, 0 nn c=                      (3.15) 

and 

( )DP
λ

γταπσ ,4
4

0
0 =                        (3.16) 
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where 0P  is the laser power and D is a constant related to the title angle of the 

cantilever.  

 

Considering the power loss during laser transmission, the power received by the 

photodetector is ( )γτα ,0P . In practice, it is difficult to find out ( )γτα ,  due to varying 

experiment conditions. For operation of a well-structured AFM in air, there is less power 

loss related to the optical lens and transmission medium (It should be noted that for 

operation in liquid, the liquid medium causes more power loss [33]). Most part of 

( )γτα ,  results from the misalignment of the cantilever on its holder and the 

non-uniformity of the cantilever backside coating. ( )γτα ,  is typically a function of the 

spot size and location. We need to determine both τ  and γ  according to the method 

described below.  

 
As shown in Figure 3.6, a cantilever with a length of 230 µm was visualized under a 

top-view CCD camera of our AFM system Park System XE – 100. We captured the 

image of the whole cantilever with a laser spot on it. A good alignment in our operation 

ensured that the aspect ratio of the laser spot was close to 1 (i.e., a nearly circular spot). 

The laser spot, as shown in Figure 3.6, wholly falls on the cantilever. As a result, there is 

no significant light power spilled over the lateral edge of the cantilever [25]. Such a good 

alignment can also help eliminate the effects of the interference from the sample and the 

stray light. The normalized spot size and location are 16.0≅τ  and 59.0≅γ , 

respectively. Correspondingly, the “effective slope” is 22.00 ≅c . For a commercial 

AFM, the user has no access to adjusting the focused spot size on the cantilever. However, 

using a home-built tunable slit aperture [25], one can obtain 94.0≅τ . In addition, one 

can use a shorter cantilever in order to enlarge τ to an extent. In this study, 16.0≅τ  

limits our ability to find the globally optimized detection sensitivity. Hence we can only 

fine tune the spot location.  
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Figure 3.6 Focused laser spot on the cantilever backside with the normalized spot size t 

= 0.16 and normalized spot location g = 0.59. The length of the cantilever L is 230 μm. 

 

 

Subsequently, the slope of the force curve in Figure 3.7 for this cantilever–laser spot 

ensemble was used to determine the sensitivity of the cantilever with static end-loading, 

FDσ , which was equal to 41.5 mV/nm. Based on Equation (13), the corresponding 0σ  is 

0

188.6 mV/nmFD

c
σ

≅ . From Equation (3.13), we also have the value of the “effective 

slope” of the cantilever in high-order flexural modes when 16.0≅τ  and 59.0≅γ : 

20.01 ≅c , 30.02 ≅c , 61.03 ≅c  and 90.04 ≅c . Therefore, the detection sensitivities 

in the high-order flexural modes are: 1 37.7 mV/nmσ ≅ , 2 56.6 mV/nmσ ≅ , 
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3 115.0 mV/nmσ ≅ and 4 169.7 mV/nmσ ≅ , respectively. The results demonstrate that 

the higher order of the flexural vibration mode, the larger detection sensitivity, which is 

in good agreement with previous works (e.g., Refs.[12, 14, 15]). As we mentioned earlier 

in this article, in order to adopt this calibration method a cantilever having a spring 

constant larger than the force constant should be chosen for AFM experiments. This is 

indeed consistent with the practice for tapping mode where a stiff cantilever is preferred 

in order to avoid instability caused by a rather large attractive force constant during 

operation, which may amount to 10 N/m or more [49] for many samples. 

-300 -200 -100 0 100 200 300

0.0

0.4

0.8

1.2

1.6

2.0

Slope

 

 

Ph
ot

od
et

ec
to

r O
ut

pu
t (

V)

Piezo Displacement (nm)

 Approach
 Retract

 

Figure 3.7 A force-distance curve obtained in contact mode AFM. The slope of the 

loading portion of this force-distance curve is used to determine the sensitivity of the 

static end-loading cantilever, which is further used to demonstrate the calibration method 

for detection sensitivity in the high-order flexural vibration modes.  
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3.5 AMPLITUDE SENSITIVITY AT TAPPING FREQUENCY 
The calibration of cantilever spring constant is critically important for quantitatively 

determining tip – sample interaction. In the Chapter 1, we reviewed the different methods 

for the spring constant calibration; and thermal method [32] is one most convenient way 

without any damage on the cantilever during calibration process. In thermal method, high 

– speed data acquisition hardware is applied to sample thousands of points about the 

amplitudes of the dynamic cantilever beam, which is freely vibrating with thermal noise 

in the ambient. The set of amplitude data are converted into thermal spectrum through 

fast Fourier transformation. Lorentzian curve is applied to fit the peak of the thermal 

spectrum at the fundamental (tapping) resonance of the cantilever. Finally, the Equation 

(1.16) is applied to calculate the spring constant from known Boltzmann constant and 

measured temperature in Kelvin. We will take this section to further discuss dynamic 

sensitivity at tapping frequency.  

 

As we interpreted before, the optical – lever technique is indeed working to detect the 

cantilever bending angle bendθ  rather and the cantilever deflection δ . There is clear 

difference between endσ  and dynamic sensitivity 1σ  where the subscript “1” represents 

first order or tapping resonance. In details, a correction factor χ  is defined by: 

1σ
σ

χ end=                            (3.17) 

As shown in Figure 3.8, the correction factor (the deviation between endσ  and 1σ ) is 

dependent on Ceff kk / , laser spot location and laser spot size. The figure also reveals that, 

for a normalized spot location effLx /  around 0.6, the correction factor χ becomes 1 for 

all the different values of ckk /* .  
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Figure 3.8 Dependence of correction factor χ  on different Ceff kk /  and spot location 

for spot size 1.0/0 =effLw   

 

We have already mentioned that the photodetector output is sensitive to the cantilever 

slope rather than its deflection. In author and his colleagues’ work [29], as Figure 3.9 

shows, the slopes for all the cantilevers are equal around the 0.6 normalized spot location 

( effLx / ) so that the correction factor becomes 1. This implies the sensitivity to be same 

for the different cantilever end loadings at 0.6 normalized spot location ( effLx / ). In other 

words, when the spot is located close to 6.0/ =effLx , the sensitivity endσ  obtained by 

force curve can be directly used in thermal method to calibrate the spring constant of 

cantilever. Otherwise, the sensitivity for thermal method should be obtained by 

multiplying endσ  by χ/1 . If we do not locate the spot close to 0.6, the dynamic 
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sensitivity at tapping frequency is varied up to 30% when k* is increased from 0  to Ck . 

In other words, the sensitivity during tapping cycles is changing. However if the laser 

spot is located at 6.0/ =effLx , there is no such worry.  
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Figure 3.9 Dependence of cantilever slope on different Ceff kk /  and spot location  

 

The dynamic sensitivity at tapping frequency is important for spring constant calibration. 

Instead of using the force curve method to obtain sensitivity, we could use monitoring the 

peak amplitude change of the cantilever at its tapping resonance during 

approaching/retracting process. Within a small approaching range, the amplitude – to – 

distance sensitivity which we obtain is approximating to the dynamic sensitivity in 

tapping AFM mode. We compared the sensitivities from the force curve and 

amplitude-distance methods at different spot locations (Figure 3.10), and drawn their 

ratio as symbolized by “□” as shown in Figure 3.8. The experimental results are falling 
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within the predicated ranges according to our model. Especially, at 6.0/ =effLx  both 

sensitivities are same. The immunity of dynamic sensitivity to tip – sample interaction is 

best. Efforts in literature have been done to resolve the force constant between tip and 

sample based on monitoring tapping amplitude, and therefore our results in this work 

point out a more accurate way for this purpose. That is 0.6.  

 

 

 
 

Figure 3.10 Measurement points along cantilever for sensitivities based on force curve 

and amplitude – distance method.    

 

 

The amplitude sensitivity is an approximating alternative for dynamic sensitivity. We 

applied the amplitude sensitivities measured at different spot locations to calibrate the 

spring constant through the thermal method. The results are compared with those 

obtained by reference lever method [50] in Table 3.2. Amplitude sensitivity at 
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6.0/ =effLx  can provide enough accuracy to calibrate the spring constant.  

 

Table 3.2 Calibration Results of Spring Constant by Reference Lever Method and 

Thermal Method with Using Amplitude Sensitivity 

Reference Lever Method (N/m) Thermal Method with using Amplitude 
Sensitivity (N/m) 

 
 
 
 
 
 

6.47 ±0.06 

6.27 ±0.19 (along whole cantilever) 
7.09 ±0.18 (at 1.0/ =effLx ) 
6.01 ±0.09 (at 2.0/ =effLx ) 
6.74 ±0.04 (at 3.0/ =effLx ) 
6.57 ±0.04 (at 4.0/ =effLx ) 
6.59 ±0.16 (at 5.0/ =effLx ) 
6.31 ±0.08 (at 6.0/ =effLx ) 
6.03 ±0.06 (at 7.0/ =effLx ) 
5.91 ±0.08 (at 8.0/ =effLx ) 
6.01 ±0.13 (at 9.0/ =effLx ) 

 

 

3.6 CONCLUSIONS 
For dynamic force microscopy applications of an optical lever AFM system, the optimal 

detection sensitivity is determined in this study as a function of the order of the flexural 

vibration mode, the ratio of the force constant to the cantilever stiffness ( Ceff kk / ), the 

laser spot size and location on the cantilever. We have tabulated a chart of the globally 

optimized detection sensitivity and the tip optimized detection sensitivity in the 

fundamental and high-order flexural modes for different Ceff kk / . The optimized 

sensitivities in high-order flexural modes are less affected by Ceff kk / . They are more 

stable than that of the fundamental mode (e.g., tapping mode). For Ceff kk / <1, we have 

developed a calibration method for the detection sensitivity in high-order modes. Our 

results have shown that the detection sensitivity is not only more stable but also largely 

enhanced in high-order flexural modes. In further, we introduced a calibration method for 

higher – order mode AFM. At the last, we described the sensitivity at tapping frequency 



 

 

90

and proposed that amplitude sensitivity can be adopted as a possible alternative for this 

tapping sensitivity. As a result, the spring constant can be successfully calibrated through 

thermal method.  
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CHAPTER 4 

A NEW AFM NANOTRIBOLOGY MODE FOR  

FRICTION COEFFICIENT∗ 
 

Lateral scanning mode based on AFM provides frictional image on samples, for example 

HOPG image in Figure 1.13. It has also played an important role in the fundamental 

study of friction mechanism at nanoscale. In addition, literatures have developed the 

lateral friction AFM as a chemical force microscopy to distinguish chemical groups on 

the surfaces. This chapter will describe a newly developed method for friction coefficient 

measurement, based on utilization of a T – shape cantilever with its off-axis tip [1] which 

has been discussed in the Chapter 1 of this thesis.  

 

4.1 INTRODUCTION 
Tribology covers fundamental researches and practical applications involving friction, 

lubrication, and wear of interacting surfaces in relative motion. The existence of tribology 

has been witnessed everywhere in our daily life and modern industry. Appropriate 

utilization of tribology can reap a significant amount of economic and environmental 

benefits such as the reduction in use of both energy and materials. Therefore, 

understanding the tribological phenomena especially frictional mechanisms of interfaces 

is of fundamental significance. With the recent trend of science and technology in making 

miniaturized devices at micro- and/or nano-scales [2-4], study of micro/nanotribology has 

become more important. To date, AFM has been developed as a powerful tool in lateral 

friction measurement [5-9], and for compositional mapping of surfaces at the nanometer 

scale [10, 11] as well.  

 

In literature, two AFM methods have been proposed for friction coefficient measurement. 

The first one includes successive steps of calibrating the normal signal sensitivity, normal 

                                                 
∗ A modified version of this part has been published as: Liu, Y., Leung, K.M., Nie, H.Y., Lau, W.M., and 
Yang, J., “A new AFM nanotribology method using a T-shape cantilever with an off-axis tip for friction 
coefficient measurement with minimized Abbé error”, Tribology Letters, 2010.  
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stiffness, lateral signal sensitivity and lateral stiffness before measuring the friction 

coefficient. Although the normal sensitivity can be directly calibrated in the contact mode, 

it requires access to the optical geometry of AFM systems in order to calibrate the lateral 

sensitivity [12]. However access to the optical path is generally unavailable in 

commercial AFM systems. Therefore a number of special accessories were designed for 

measuring the lateral signal sensitivity [13-16] as shown in Figure 1.8. However strict 

requirements for the alignment tolerance increase the design complexity and related 

manufacturing cost. On the other hand, calculation of the lateral stiffness requires 

accurate information about the cantilever geometry and high degree of material 

homogeneity of the cantilever [17-19]. It is difficult for information of cantilever 

geometrical parameters to meet the required accuracy, and for the rigorous requirements 

to be satisfied.  

 

As a result, the second method was developed for directly determining the conversion 

relationship between friction force coefficient and lateral voltage response, which 

bypasses the aforementioned difficulties in separate measurements of the lateral 

sensitivity and stiffness in the first method [10, 20, 21]. However this direct method 

needs a well-defined wedge as a tribolgoical reference, shown in Figure 1.10. Additional 

steps are required to scan both of the tilted and flat surfaces of the wedge at a given load 

to calculate the friction force calibration factor. Since the tilt angle of the wedge needs to 

be known exactly, the originally proposed calibration standard [20] used a treated SrTiO3 

specimen. Owing to the small dimensions of its terraces, the SrTiO3 specimen is only 

suitable for very sharp probe. As an alternative, Tocha et al. [10] fabricated an universal 

calibration platform on a Si(100) wafer. The platform contains several notches with four 

different slopes with respect to the wafer surface. Accurate microfabrication process 

using focused ion beam milling was involved.  

 

In this study, we have developed a simple AFM method by only using a T-shape 

cantilever with an off-axis tip for measuring friction coefficient. This new method does 

not require the aforementioned accessories and additional calibration steps. Thus it is 

easy-to-use, and needs the least operating procedures among the existing methods. In 
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addition, a very practical method has also been introduced, which can significantly 

reduce Abbé error. 

 

4.2 THEORY 
Recent progress in micro-/nano-fabrication technology allows us to fabricate T–shape 

optical-lever AFM cantilevers with an off-axis tip as shown in Figure 4.1, which are 

actually commercially available now. This type of cantilever has been extensively studied 

on torsional harmonic AFM for mapping materials properties at nanoscale [22-24]. Sahin 

and co-workers have developed the so-called HarmoniX® mode by tapping such a T-

shape cantilever on a polymer sample, in which force-distance curves per tapping cycle 

are reconstructed and analyzed in real time for compositional mapping of Young’s 

modulus, adhesion and energy dissipation of the sample [1].  

 

We report here that, for the first time, a T-shape cantilever is applied in contact mode for 

fast friction coefficient measurement due to its unique T–shape design, as shown in 

Figure 4.2. The typical radius of the off-axis tip of a T-shape cantilever is less than 10 nm, 

which ensures that our measurement is in nanoscale contact. In contact mode, the change 

in normal voltage signal nVΔ  on the AFM photodetector is proportional to the normal 

loading force nF  by [10, 12, 16] 

nncn VSkF Δ=                                                       (4.1) 

where nS  is deflection sensitivity and ck  is the normal stiffness of the cantilever used in 

this paper, nominally ~4N/m (HMX – 10, Veeco, Inc.). Both of the sensitivity and the 

stiffness can be accurately calibrated in experiments if the normal force needs to be 

known [25]. However, to be discussed in the following part, our technique saves the 

effort to calibrate the normal stiffness and lateral stiffness for friction coefficient 

measurement. We notice that, although this kind of cantilever was originally designed for 

tapping HarmoniX mode[1], such stiffness is much smaller than conventional tapping 

cantilever with typical stiffness ~ 40N/m. Therefore, they can be successfully applied in 

contact mode for many materials [8, 10, 26, 27].  
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Figure 4.1 Scanning electron microscopic (SEM) images of a T–shaped cantilever whose 

tip height (H) of 8.45µm and tip offset (D) of 21.12µm have been characterized. 
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Figure 4.2 Schematics of using T–shape cantilever for measuring friction coefficient in 

contact mode. Left: (a) perfect alignment between the cantilever width axis and the 

scanning line; Right: (b) Abbé error sinθ involved due to misalignment between the 

cantilever width axis and the scanning line.  
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Due to the position of the off-axis tip, the normal load nF  induces a torque that twists the 

cantilever as shown in Figure 4.3(up), and the resultant change in the lateral voltage 

signal detected by the AFM photodetector is 

nnncnLn VCVSkCFCV Δ=Δ==Δ 000 '                                   (4.2) 

0'C  is a coefficient constant as calibrated by monitoring the lateral signal through 

increasing the normal voltage but without commencing scan (scan size = 0 nm or the tip 

is not moving). 0'C  is independent of the substrate in calibration, but affected by laser 

spot size, spot location and effective power received by the photodetector [28, 29]. 

Therefore the coefficient 0'C  should be always re-calibrated whenever the cantilever is 

changed. The calibration of 0'C  can be implemented on the measured sample so that 

there is no any additional accessory in need for reference.   

 

Once commencing the lateral scan, under the normal force nF  there is a friction force fF  

between the tip and the sample. Both nF  and fF  can cause twisting of the T-shape 

cantilever as shown in Figure 4.3(bottom), and hence cause a additional change of lateral 

voltage signal on the photodetector. However, the change of the lateral voltage due to nF  

can be decoupled and offset from the total lateral voltage. Therefore, we are able to detect 

the lateral voltage change due to fF , LfVΔ , only. LfVΔ  is the half-width of the “friction 

loop” during lateral scanning as shown in Figure 4.4.  

 

The lateral voltage change due to fF  can be expressed as 

nfLf FCFCV '01 ==Δ                                              (4.3) 

where nF '  is an equivalent normal force of fF  assuming that nF '  causes the same 

torsional moment as fF  about the longitudinal axis of the cantilever. They can be 

correlated as 

D
HF

F f
n ='                                                         (4.4) 
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Figure 4.3 The principle of measuring friction coefficient: (up) without scanning, the 

increase of loading twists the T – shape cantilever; (bottom) with lateral scanning, the 

friction force further twists the cantilever. 
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Figure 4.4 Determination of ΔVLf from the half-width of “friction loop” obtained in 

lateral scanning   

 

Therefore 

HC
DV

F Lf
f

0

Δ
=                                                       (4.5) 

where H is the height of the tip and D is the distance from the tip to the longitudinal axis 

of the cantilever as depicted in the scanning electron microscopy (SEM) images shown in 

Figure 4.1.  

 

The friction coefficient can be finally expressed as [20] 

0 0 0'
f Lf Lf Lf

n n c n n n

F V V D VD D
F C F H C k S V H C V H

μ
Δ Δ Δ

= = = =
Δ Δ

                      (4.6) 
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As a result, our method only needs to detect the normal voltage signal nVΔ and the lateral 

voltage signal related to fF , LfVΔ , for measuring the friction coefficient.  

 

4.3 DISCUSSION OF ERROR SOURCES 
Abbé error, which is encountered in friction coefficient measurement, is engendered by 

misalignment between measuring straight line (x – axis) and scanning straight line [30]. 

Herein we provide a solution to minimize its effect. Firstly, we define a Cartesian 

reference coordinate O-xyz: x axis and y axis are along the width direction and the length 

or longitudinal direction of the cantilever, respectively, and they are located in the 

scanning x – y plane; z axis is normal to the scanning plane (see Figure 4.2). Ideally, we 

expect that the lateral scanning line is in perfect coincidence with the x axis. However, 

when loading the cantilever on the probe holder, there is always misalignment between 

the cantilever longitudinal axis and y axis. As a result, Abbé error, θsin , is introduced 

and the y-axis component of friction force causes a longitudinal buckling on the 

cantilever by [30] 

θsin1 fVn FCV =                                                  (4.7) 

where θ  is the Abbé (misalignment) angle.  

 

Such buckling results in additional deflection of the cantilever and introduces additional 

normal voltage signal on nV . It causes an error in measurement of friction coefficient. 

Nevertheless, based on Equation (4.7), if we can adjust the scanning angle in x – y plane 

to compromise the Abbé angle θ , there is a possibility to reduce the related effect. As 

demonstrated in Figure 4.5, when the tip scans with perfect alignment q = 90°, there is no 

friction loop on the normal voltage signal, and both of trace and retrace scan lines overlap; 

in other misalignment cases such as q = 0°, 89° or 92° friction loops clearly appear, 

where the upper curve is due to positive buckling and lower curve is due to negative 

buckling. Through this no-friction-loop method, we can effectively minimize the Abbé 

error within 1° in our experiments. Our AFM system can only allow the least increment 

or decrement of scanning angle by 1°, thus 1° is the limit for the minimization of the 

Abbé angle.  
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Figure 4.5 Normal voltage signals of the AFM photodetector at different θ  with lateral 

scanning size 10 µm on sapphire. Top left: 90θ = o ; Top right: 0θ = o ; Bottom Left: 

92θ = o ; Bottom right: 89θ = o . 
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4.4 EXPERIMENTS 
4.4.1 Friction Coefficients of polystyrene, mica and HOPG 
In the first study, the coefficient constant 0'C  of the T-shape cantilever in Equation (4.2) 

is 0.1586 as shown in Figure 4.6, which was calibrated on a sapphire sample. For the 

cantilever used here, H and D were measured on SEM to be 8.45 µm and 21.12 µm, 

respectively. SEM is a convenient tool in precisely measuring these two geometrical 

parameters of the T-shaped cantilever. The SEM we used was a Hitachi S-4500, which 

was calibrated using a standard for dimension measurements. Because the resolution of 

an SEM is usually several nanometres, the characterization of the micrometer-scale H 

and D of a cantilever is simple and fast.  For example, it took less than half an hour for us 

to obtain the images shown in Figure 4.1. This step can even be done after all 

experiments have been finished. For commercially available cantilevers, their dimensions, 

such as cantilever thickness and tip height, can vary to a substantial extent. For example, 

according to the manufacturer, the tip height, H, of the T-shaped cantilever we used is 

specified within the range of 4 to 10 µm. D is not even specified by the manufacturer, 

though it may be close to the width of the cantilever. Therefore, it is necessary for us to 

actually measure the dimensions such as H and D in order to ensure accurate 

measurement of friction coefficient in our method. SEM appears to be the most practical 

technique to measure cantilever dimensions. 

 

As shown in Figure 4.7, the measured slopes Lf

n

V
V

Δ

Δ
on polystyrene (PS), freshly cleaved 

mica and HOPG are 0.02484, 0.02359 and 0.00035 in ambient environment (humidity 

~50% and at temperature ~22°C), respectively. The corresponding friction coefficients 

according to Equation (4.6) are listed in Table 4.1. These values fall correspondingly in 

the ranges of friction coefficients reported in literature for these samples [31-34] as 

shown in Table 4.1 as well. We therefore confirm the validation of the proposed method 

for friction coefficient measurement. Specially, a softer T – shaped cantilever with 

stiffness ~0.18N/m was recently customized by Dong et al. [35]. Softer T – shape 

cantilevers with spring constant less than 1N/m have also been commercially available 
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(HXMS, Veeco. Inc) and therefore our technique could be extended for imaging much 

softer samples including self-assemble monolayers [36] and living cells [37] in contact 

mode.  
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Figure 4.6 Calibration of the coefficient 0'C according to the linear relationship between 

the resultant lateral voltage signal ΔVLn and the normal voltage ΔVn when an increasing 

normal load applied to the tip without scanning.   
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Figure 4.7 The relationship between the lateral voltage signal related to fF , LfVΔ , and 

the normal voltage signal nVΔ  when increasing the normal load with scan size 1 um and 

scan rate 1 Hz on samples of polystyrene, freshly cleaved mica and freshly cleaved 

HOPG in ambient air with humidity 50% and at temperature 22°C.  

 

 

4.4.2 Chemical Force Microscopy to Distinguish Chemical Groups on 

Self – Assembled Monolayers  
As an advancement of the proposed cantilever method as applied in chemical force 

microscopy, we have designed another experiment of mapping quantitatively friction 

coefficient distribution of a composite surface consisted of self-assembled monolayers 

(SAMs). The composite surface was made by the micro-contact printing method [38] 
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patterning two different self-assembled monolayers (SAMs), mercaptoundecanoic acid 

(MUDA) HS(CH2)10COOH and dodecanethoil(DCT) HS(CH2)11CH3, on Au surface.  

 

All chemicals were used as received, unless otherwise stated. MUDA and DCT were 

purchased from Sigma Aldrich. Bare and fresh Si (100) wafer was cleaned and cut into 

~1.5cm by 1.5cm pieces. And a thin gold layer with thickness around 40 ~ 50nm was 

sputtered on each piece of Silicon. The Au substrate was immediately sent for micro-

contact printing.  

 

Micro-contact-printed self-assembled monolayers (SAMs) on Au substrates were 

prepared according to published procedures[38]. The PDMS stamp was fabricated on the 

prepared pattern by curing the degassed pre-polymer and initiator (10:1) mixture in a 

heater for 2 hours at 80ºC, and then peeled off gently. The PDMS stamp was fixed on a 

customized printing device for printing as shown in Figure 4.8. We first wetted the stamp 

with an “ink” of MHDA solution (~2mM in ethanol) and bring it into contact with the Au 

substrate for 10 ~20s. The MHDA transfers from the stamp to the gold upon contact, 

forms patterns (brighter areas) as shown in Figure 1.14. The patterned SAM with – 

COOH groups was rinsed with ethanol, DI water and dried in a N2 stream. Then the 

whole Au substrate was immersed into ~2mM solution of ODT for 10 ~20s, followed by 

rinsing with ethanol, DI water and dried in a N2 stream. The whole process is 

summarized in Figure 4.9.  

 

We carried the friction coefficient measurement on the composite surface using the newly 

developed method as described before. In friction measurements of the SAMs, the 

scanning rate was setting as 40µm/s (1Hz and 20µm by 20µm scan size). Figure 4.10 

clearly shows the contrast between –COOH domain and –CH3 domain. In this second 

experiment as chemical force microscopy, the required dimensions of T – shape 

cantilever are measured as D = 19.21µm and tip height H = 6.26µm on SEM. The 

corresponding coefficient 0'C  is calibrated as shown in Figure 4.11 and equal to 0.2214.  
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Figure 4.8 Experimental setup of micro-contact printing system by manual.  

 

After laterally scanning the surface with increasing the normal load, the lateral friction 

images in Figure 4.10 show higher contrast between –COOH and –CH3 head groups. The 

corresponding friction force distributions reveal that both the difference between the 

mean (peak point) friction forces as well as the peak widths increase with higher normal 

load. This is due to a higher friction coefficient of the hydrophilic areas compared to the 

hydrophobic areas for the hydrophilic silicon tip as used in this measurement. Therefore, 

the slopes for –COOH domain and –CH3 domain were obtained as shown in Figure 4.12: 

0.0097 ± 0.0011 and 0.0066 ± 0.0008, respectively. Based on Equation (4.6), the friction 

coefficients for mercaptoundecanoic HS(CH2)10COOH and dodecanethoil HS(CH2)11CH3 
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are 0.134 ± 0.015and 0.091 ± 0.011, respectively. These values are in match with the 

reported results from the literatures [39, 40] for the same SAMs molecules under a 

similar humidity condition. Table 4.1 provides a comparison between our results and 

results in literatures. 
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Figure 4.9 Procedures of micro-contact printing SAMs 
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Figure 4.10 Friction contrast of a –COOH and –CH3 SAMs pattern under different 

normal load. Experiments were performed by the newly developed nanotribology method 

using a silicon HXMS-T – shape cantilever with nominal spring constant less than 

1.0N/m from Veeco, Inc. The scanning speed is 40µm/s. 

 

 

 



 

 

111

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6

-0.15

-0.10

-0.05

0.00

0.05

0.10

0.15

0.20

Slope = 0.2214

 

 

La
te

ra
l V

ol
ta

ge
 C

ha
ng

e Δ
V Ln

 (V
)

Normal Voltage Change ΔVn (V)

 
Figure 4.11 Calibration of the coefficient 0'C . 

 

4.4.3 Further Discussion 
Our method relies on the use of the T–shape cantilever in contact mode. For a traditional 

cantilever, there is always, more or less, a tip offset D due to microfabrication defects. 

However, for them, the uncertainty in measuring D using SEM probably is at the same 

order of the value of D, which will cause large deviation if we use Equation (4.6). But the 

uncertainty in measuring D of a T–shape cantilever is negligible compared with the value 

of D. In further, larger D will generate larger twist signal on photodetector due to normal 

load at zero scanning and therefore the slope 0'C  is larger. Based on Equation (4.6), the 

larger 0'C  can provide higher sensitivity to measuring smaller friction coefficient. Thus 

T–shape cantilever design with deliberated tip offset improves the experimental accuracy 
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in this method. In friction coefficient measurement, experimental errors may come from 

scan size, noise level, and sample roughness. 
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Figure 4.12 Calibration of the relationship between LfVΔ  and nVΔ  for hydrophilic and 

hydrophobic groups. 

 

 

4.5 CONCLUSIONS 
In summary, we have developed a simple and accurate AFM nanotribology method for 

fast friction coefficient measurement at nanometer scale. This method takes advantage of 

a T-shape cantilever with an off-axis tip AFM, and eliminates necessities of complex and 

rigorous calibration procedures in advance and/or any accessories during experimental 

preparation. The T-shape cantilever as applied in contact can decouple the linear 
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relationship between the lateral signal and friction force, from that between the lateral 

signal and normal force. Friction coefficient is completely determined by the calibrated 

relationships. With this proposed method, we examined the major error source and 

introduced the no-friction-loop method for minimizing Abbé error. This work has 

enriched our capability to apply AFM methodology for nanotribology research as well as 

in chemical force microscopy to map chemical groups on complex surface at nanometer 

scale.  

 

Table 4.1: Comparison of friction coefficients measured by our T – shape cantilever 

method and the conventional AFM methods. All experiment conditions are similar: room 

temperature and relative humidity, RH ~ 50%.  

Sample T – shape Cantilever 

method 

Conventional method(s) 

PS 0.391 0.33 – 0.50 [32]  

0.458 [34] 

Fresh Cleaved Mica 0.371 ~ 0.33 [33] 

0.05 – 0.3 [32] 

HOPG 0.005 ~0.006 [31] 

HS(CH2)10CO2H 0.134  ~0.15[40] 

HS(CH2)11CH3 0.091 ~0.081[39] 
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CHAPTER 5 

AFM CHARACTERIATION OF THIN FILMS UNDER LOW-

ENERGY HYROGEN BOMBARDMENT∗ 
 

A low-energy hydrogen bombardment process has been recently developed for 

engineering polymeric surface. AFM is applied in this study as one major tool to 

characterize the physical effects of the hydrogen bombardment on surfaces properties of 

thin films.  

 

5.1 INTRODUCTION 
There has been a remarkable growth of applications of organic thin films over the past 

years, such as wetting control [1], biotechnology [2], organic electronics [3, 4], optics and 

photonics [5, 6], data storage [7, 8] and chemical sensors [9, 10]. These applications need 

novel surface techniques to modify physical and/or chemical properties of thin films to 

meet various requirements. Traditional approaches for molecular cross-linking on a 

surface are wet chemical processes that rely on reactions of radicals and/or ions with 

organic molecules [11-15]. In these processes, specific chemical additives are used to 

introduce reactive sites for cross-linking[12], and consequently chemical disposal needs 

to be properly handled in the post processes.  

 

Environmental sustainability has become an emerging issue, which therefore requires us 

to develop more environmentally-friendly green techniques to maintain our ecosystem by 

minimizing disposal of pollutant chemicals into environment. To lessen chemical usage 

and disposal, a promising technique for surface modification has been invented using 

mass-separated ion beam to modify solid surfaces [16]. In this study, we applied a newly 

developed green process, a low-energy hydrogen bombardment method, to modify the 

physical properties of organic thin films. This method precisely controls neutral-charge 

                                                 
∗ A modified version of this part has been submitted to ACS Applied Materials and Interfaces: Liu, Y., 
Yang, D.Q., Nie, H.Y., Lau, W.M., and Yang, J. “Study of a Hydrogen bombardment process for molecular 
cross-linking with thin films”.  
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hydrogen projectiles, which carry ~10eV kinetic energy, to bombard the thin films. In 

such a way, this method enables modification of physical properties of thin films without 

using any chemical additives. Because of the use of the neutral-charge hydrogen 

projectiles, this method largely alleviates the surface charging effect that is commonly 

found in conventional ion/plasma-based bombardments [17-20]. In addition, this 

technique owns the potential to avoid dielectric damage on coatings esp. in the 

applications of semiconductor industry [21, 22].  

 

The physical principle of hydrogen bombardment is straightforward. According to the 

first-approximation of hard-sphere binary collision, when a projectile collides head-on 

with a target its energy can be most effectively transferred. The energy transfer fraction 

can be determined by ( )24 ptpt MMMM + [23, 24] as listed in Table 5.1. Theoretically, 

the maximum energy transferred from a 10eV hydrogen projectile to a hydrogen atom of 

the molecule charin is 10eV. From the atomic point of view, the effective energy left 

after collision, between the hydrogen projectile and the H atom, can break a C–H bond 

with bond energy 4.3eV (as listed in Table 5.2). However, if the 10eV hydrogen 

projectile colloids with a C atom of the molecule chain, the maximum energy transferred 

is only 2.8eV, which is not enough to break a C – C bond with energy 3.6eV. The 

schematic illustration of the hydrogen bombardment process is depicted in Figure 5.1.  

 

 

Table 5.1 Maximum energy transferred from hydrogen projectiles to target atoms 

Atom – Atom 

Interaction 

10eV 

H – H 

10eV 

H – C 

5eV 

H – H 

5eV 

H – C 

15eV 

H – H 

15eV 

H – C 

Transferred 

Energy (eV) 
10 2.8 5 1.4 15 4.3 

 

Table 5.2 Bond energy for typical chemical bonds 

Chemical bond C – H C – C C = C (π bond) 

Bond Energy (eV) 4.3 3.6 2.7 
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Figure 5.1 Schematics of generation of carbon radicals and formation of cross-linked 

chains due to the low-energy hydrogen bombardment.  

 

Long-chain n-alkane molecules CH3(CH2)nCH3 have been recognized as main 

ingredients of organic and biological molecules [25, 26], which have led to a great 

amount of theoretical and experimental research in polymer science and engineering [27-

29]. They are also of industrial importance as lubricant additives in applications of 
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adhesion, lubrication and coatings [30]. Since n-alkane molecules have linear molecular 

structure and have only saturated C-C, they are good sample molecules for characterizing 

our hydrogen bombardment process. Herein dotriacontane C32H66 was chosen as a 

prototypical molecule system for this study.  

 

Two characterization tools were used: X-ray photoelectron spectroscopy (XPS) and 

atomic force microscopy (AFM). XPS was first used to determine chemical component, 

i.e. carbon. AFM was used as the major tool to interpret the physical effects of the low-

energy hydrogen bombardment on the C32H66 monolayers, i.e. morphological and 

mechanical properties at the nanoscale. Both contact and tapping AFM modes have been 

successfully applied to study thin layers from different aspects [31-34]. In this paper 

HarmoniXTM [35, 36] and force modulation [37] AFM modes were utilized to 

characterize the mechanical strength of the thin films before and after the treatment of the 

hydrogen bombardment.  

 

5.2 THEORY  
5.2.1 Brief of XPS Principle 
XPS, also named as electron spectroscopy for chemical analysis, is a sensitive and 

quantitative spectroscopic technique to measure the elemental compositions within a 

material. It can provide information on both atomic concentration and chemical states of 

the surface constituents [38]. XPS utilizes a source of X – rays with a known energy of 

photoE  to irradiate a sample surface under ultra – high vacuum condition. The X – ray 

photos penetrate and interact with the inner – shell electrons of the atom. If the irradiation 

energy is sufficiently high, these electrons interacting with the photos are able to leave 

the atoms by overcoming the work function φ  of the spectrometer. Therefore, we have 

the binding energy according to [38]: 

( )φ+−= kineticphotobinding EEE                                     (5.1) 

where kineticE  is the kinetic energy of the electron as collected and measured by the 

spectroscopy. In order to eliminate the term φ , the binding energy of a stable element can 



 

 

121

be used as a reference, such as a sputter – cleaned Au standard surface which is grounded 

to the spectrometer. Finally, according to the Equation (5.1), once the value of kineticE  is 

measured, XPS can offer us identification of elements with specific binding energy 

bindingE .  

 

5.2.2 AFM: Tapping Mode, Force Modulation and HarmoniXTM 
AFM can provide both of topography and other properties of the surface at nanometer 

scale. We are especially interested in the mechanical property of surface which may be 

affected by the hydrogen bombardment.  

 

Through tapping mode AFM, the phase shift can be approximately proportional to 

reduced Young’s modulus of the sample [39] by: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
≈Δ

ck
QEa *ζφ                                               (5.2) 

where ζ  is a number between 1.9 and 2.4 [39], Q  is the quality factor, ck  is cantilever 

stiffness, and a  is time-average contact radius over one oscillating cycle of the tapping 

AFM. *E  is the reduced Young’s modulus as: 

sample

sample

tip

tip

E
v

E
v

E

22

*

111 −
+

−
=                                          (5.3) 

tipE  and sampleE  are Young’s moduli, and tipv  and samplev  are Poisson’s ratios, of the tip 

and sample, respectively.  

 

With the tapping condition such that setting point is ~ 60% of the freely vibrating 

amplitude[40], in phase image we can visibly distinguish softer and harder areas on the 

surface. However, the phase shift in tapping mode AFM could only be qualitatively 

associated with mechanical property variations in the presence of viscoelasticity and/or 

adhesion hysteresis [41].  
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To quantitatively understand the enhanced stiffness of bombarded layers, force 

modulation [37] mode and HamoniXTM [36] mode were applied. In force modulation 

AFM, the cantilever basis is low frequency modulated while tip is in contact with the 

surface. A stiffer area on the surface deforms less than a softer area and generates higher 

vibrating amplitude. With the Hertzian theory of elastic circular point contact applied, the 

Young’s modulus of sample can be correlated with cantilever amplitudes as follows [37]. 

The compression ratio is given:               

f

c

z
z

=ε                                                            (5.4) 

where cz  is the excitation amplitude of the cantilever; and fz  is the amplitude of the 

cantilever exerting force on a sample with finite stiffness. Then, Young’s modulus can 

finally be determined by  

tipsample HEE
ε

ε
−

=
1

                                              (5.5)                         

where H is related to apparatus ccoefficient [37]. The force modulation AFM has a 

separate piezoelectric actuator to independently modulate the probe (Veeco Application 

Note: Force Modulation Imaging with Atomic Force Microscopy). 

 

For HamoniXTM [36] mode, a T – shape cantilever is vibrated as in tapping mode and 

twisted by the interaction between the tip and sample. The torsional response signal to 

noise is much significant than that with flexural response.  When the tip hit the sample, 

the cantilever bends torsionally in proportion to the torque generated by the tip – sample 

forces. Furthermore, there was an existing transfer function to map the relationship 

between first torsional response and tip – sample interaction:  

( )
TTT

TT
opticalT Qi

KcH
/

/
22

2

ωωωω
ωω
+−

=                                  (5.6) 

where ω  is the angular frequency, Tω  is the torsional resonance frequency, opticalc  is a 

scalar multiplier corresponding to the bending angle of the cantilever for a unit tip 

displacement in the torsional mode, TQ  is the quality factor of the torsional resonance, 

and TK  is the effective spring constant of the torsional resonance. Time resolved tapping 



 

 

123

force can be calculated based on this equation using the monitored torsional deflection 

signal. With approximately known vertical position of the tip, the force – displacement 

curve can be finally obtained and the Young’s modulus can be calculated based on DMT 

model or Hertz model. 

 

These two modes are well complementary to each other. In theory, force modulation can 

be used for measuring Young’s modulus at any order. However, it is still operating in 

contact mode and easily damages soft samples with low stiffness. Especially in air when 

there is large capillary force involved, the engagement of soft cantilever on surface is 

embarrassing. HamoniXTM mode, which works as torsional tapping mode carrying a T – 

shape cantilever, can measure a large dynamic range of mechanical properties from 

1MPa to 10GPa [42]. It is a tapping mode and well suitable for measuring the polymer 

thin films with very low stiffness.   

 

5.3 MATERIALS AND METHOD 
Sample Preparation: A 0.3 wt.% Dotriacontane, CH3(CH2)30CH3, solution in hexane was 

spin coated on to a silicon (100) wafer covered by a native oxide layer. When the coating 

was performed on a spin coater with 5000 rpm for 1 min, this concentration of 

doctriacontane solution can form “fractal-like island” monolayer as shown in Figure 5.3. 

We already carried out topography and phase images at difference sites on the samples 

and confirmed that under this condition there was only single perpendicular monolayer 

growing above the parallel layer. Seven samples with different bombardment times were 

prepared for experiments. Total two runs of experiments were carried for statistical 

analysis.  

 

Hydrogen Bombardment: The low-energy hydrogen bombardment was performed with a 

home-built and low-cost mass-separated low energy ion beam system [16, 24, 43, 44], 

which delivers a hydrogen beam to the target substrate in a high vacuum chamber. 

Hydrogen gas with the purity of 99.8% was used in the bombardments. The final beam 

energy was controlled at 10eV and the full width at half maximum of the energy 

distribution of hydrogen molecules was less than 0.6eV. The fluence was varied from 
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1×1016 cm–2 to 1×1018 cm–2 with the bombardment times from 5 s to 700 s but with other 

bombardment parameters kept same.  

 

AFM Experiments: The morphology and mechanical properties of the monolayers were 

investigated on a commercially Dimension V AFM with Nanoscope V controller from 

Veeco Inc., which was equipped with a quadrant photodetector for detecting the 

cantilever deflection [45, 46]. All AFM experiments were performed in ambient 

environment. Rectangular silicon cantilevers from Nanoscience Instruments with nominal 

spring constant 0.03 N/m and 3.0 N/m were used in contact mode for height 

measurements and tapping mode for roughness measurements, respectively. A diamond-

coated cantilever with calibrated tip radius 52 nm and spring constant 0.23 N/m from 

Nanoscience Instruments was used in force modulation. The tip used in HarmoniXTM was 

with T shape and tip radius 8nm as calibrated by blunt method  in SPIP software (Image 

Metrology); and its spring constant of 2.76 N/m was calibrated by thermal fluctuation 

method [47]. We calibrated the measurements of Young’s modulus on PS-LDPE 

calibration sample (Veeco, Inc.) before, during and after experiments, as reference. There 

is no significant change on the Young’s modulus of PS at ~2 GPa and LDPE ~0.1 GPa. It 

shows the consistence of our experiments.  

 

5.4 EXPERIMENTS 
5.4.1 XPS Results 
XPS spectra of thin films as prepared are displayed in Figure 5.2, which were used for 

determining whether the chemical component have retained after our proposed 

bombardment. Spectrum of virgin thin films (Figure 2(a)) shows virtual C 1s signal at 

285 eV from the C32H66 and Si 2s, Si 2p and O 1s signals detected from the substrate. 

Before hydrogen bombardment, the thin films are soluble in a hexane immersion for 5 

min, which is shown by the significant reduction of the C 1s signal in XPS spectrum as in 

Figure 2(b). However, for the thin films bombarded by a 10 eV hydrogen beam up to 600 

s, no visible changes in the intensity of C 1s signal can be found comparing XPS 
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spectrums before and after immersion in hexane as shown in Figure 2(c) and (d). 

Therefore, it is reasonable to point out the occurrence of the thoroughly cross-linking on 

d

c

b

a

 
Figure 5.2 XPS survey spectra of (a) virgin C32H66 monolayer; (b) sample measured after 

5 min hexane immersion; (c) 600 s bombarded C32H66 monolayer; (d) 600 s bombarded 

sample after 5 min hexane.  

d 

c 

 b 

a 
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the bombarded monolayer after 600 s. In addition, the results present that the proposed 

hydrogen bombardment can not break C – C bonds (C 1s signals) and causes no main 

chain scission on the thin layers as mentioned before. We will use AFM to further 

illustrate physical effects of the thorough bombardment based on morphological and 

mechanical properties of the treated thin films.  

 

5.4.2 Height and Denser Molecule Network by Bombardment 
At the microscopic scale, the growth of n-alkane layers on SiO2 surface has attracted 

increasing interests [27-29, 48-50]. Both of theoretical simulation [50] and experimental 

measurements [51, 52] confirmed such a structural model: one or two layers of C32H66 

are immediately adsorbed on the SiO2 surface with the long axis of the molecule parallel 

to the interface; and then additional layers are standing upright with the long axis oriented 

perpendicularly and all-trans length. Due to greatly different adhesion forces of parallel 

and perpendicular layers acting on AFM tip, amplitude-modulation tapping AFM 

measured “false step” heights for the all-trans and perpendicular monolayer adsorbed on 

a SiO2 substrate. However, contact AFM clarified the height for the all-trans 

conformation of the n-alkane molecular monolayer[51]. We also confirmed the results 

and therefore utilized the contact AFM measurements for the heights of virgin C32H66 

perpendicular monolayer and bombarded ones.  

 

Through appropriate sample preparation i.e. 0.3 wt.% dotriacontane and 5000 rpm spin-

coating speed in ambient, perpendicular monolayer resembling “fractal-like island” was 

formed [49] as shown in Figure 3. The height of perpendicular layer was measured as a 

function of bombardment time (Note: other bombardment parameters were kept same in 

this paper for our study; so that the different bombardment time corresponds to different 

bombardment fluence). The measurement results are shown in Figure 5.4. In literature, 

high-resolution ellipsometry has demonstrated that the height of an all-trans conformation 

of C32H66 monolayer is ~44 Å [48, 53]. From our results, the height of the virgin C32H66 

monolayer was estimated to be 4.56±0.19 nm, consistent with that of an all-trans 

conformation of the molecular monolayer. Through the hydrogen bombardment, Figure 4 

shows that the monolayer height decreases with increase of bombardment time. At and 
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after bombardment time 600 s, the molecular layer height has become 2.58±0.08 nm, 

only about 57% of that the virgin layer. However, in our XPS results, the estimated layer 
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Figure 5.3 Topographic images (top) and heights (bottom) of C32H66 monolayer at 0 s 

and 700 s bombardment  
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thickness of 4.3±0.3 nm does not change with bombardment time. This comparison 

between AFM and XPS results suggest that the bombarded thin film becomes tightly 

cross-linking and forms denser molecular networks as a result of cross-linked C – C 

bonds between molecular chains. It was also noticed that thorough bombardment brought 

less variance on the height measurements of the perpedicular layers. Nevertheless, at the 

partial bombardment time step such as between 50 s and 400 s only random part of film 

was bombarded but other parts had not been affected. The resultant values of heights as 

measured could be non-uniform.  
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Figure 5.4 Contact AFM mode measurements of height decrease of C32H66 monolayer 

with increasing bombardment time 

 

5.4.3 Roughness and Critical Bombardment Time 
In the above discussion, the time at ~400 s represents a critical bombardment time and 

consequently necessary hydrogen fluence for thorough bombardment on the C32H66 thin 
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film. In this bombardment process, a bundle of hydrogen molecules are projected on the 

target. It is difficult to control the distribution of projectiles evenly on the sample surface 

and the collisions between hydrogen and C – H bonds are random. However, the collision 

average effects could be quantitatively determined based on the roughness measurements 

through two runs of experiments in our study. The referred roughness is defined as[54] 

∑∑
= =

−=
M

j

N

i
averageija zz

NM
R

1 1

1                                             (5.1) 

The roughness Ra measurements were carried on the perpendicularly oriented monolayers 

with a constant scan area of 200 nm × 200 nm for all of samples [54]. Tapping mode was 

adopted as the characteristic means because it gently tunes the tapping force exerted on 

the monolayer [55] and owns statistical advantages to provide more reliable results on 

roughness measurements [56]. As shown in Figure 5.5, virgin C32H66 (perpendicular) 

monolayer has a very smooth surface of Ra = 0.14±0.02 nm, which is very close to the 

roughness of the supporting silicon substrate ~ 0.1 nm [57]. With increasing 

bombardment time, we noticed that the roughness on the bombarded surface increases 

with the increasing bombardment times; and at ~ 200 s, the roughness increased to a peak 

value at Ra = 0.70±0.04 nm. After further increase of bombardment time > 200 s, the 

roughness started to decrease and eventually the surface becomes very smooth again from 

~ 400 s with a stable Ra at ~ 0.15±0.01 nm.  

 

The results shown above first tell us that the well-bombarded alkane thin film surface can 

keep the same smooth surface as the virgin film. Secondly, the bombardment time at ~ 

400 s specifies sufficient ion fluence required to implement thorough bombardment for 

the C32H66 thin film. Finally, at 200 s there is a maximum value ~ 0.70 nm on the whole 

roughness measurement plot, nearly five times larger than the roughness of virgin surface. 

This corresponds to a partially bombarded case (also shown in Figure 5.4) in which only 

local areas of the thin film surface were bombarded but other areas unaffected. This 

phenomenon can be further explained in such a way: in this experiment, we have C32H66 

molecules perpendicularly aligning on substrate with an all-trans length; for a partial 

bombardment at ~ 200 s, some molecules were cross-linked with each other and then 

bent down but other intact molecules are still standing perpendicularly with its full length. 
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The uneven length distribution produced a rugged surface and as a result the roughness is 

high. Therefore, roughness measurements have been developed in this study as an 

efficient parameter to determine the bombardment process.  This conclusion also 

confirms that in Figure 5.4 the measured variance of height values at 200 s is largest due 

to the maximum roughness herein.   
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Figure 5.5 Tapping AFM mode measurements of roughness variance of C32H66 

monolayer with increasing bombardment time.  
 

 

5.4.4 Enhanced Stiffness of Thin Films by Bombardment 
Tapping mode AFM can provide qualitative contrast on mechanical properties of the 

surface. Tomayo and Garcia [41] theoretically and experimentally demonstrated that the 

phase shift is not sensitive to stiff materials with larger Young’s modulus, approximately 



 

 

131

when E > ~1 GPa, even with energy dissipation involved. At present, we only can 

qualitatively obtain that the Young’s modulus of parallel layer or the stiffness of both 

layers are smaller than 2 GPa before bombardment based on Figure 5.6. After 700 s 

bombardment as shown in Figure 5.7, such phase contrast can barely be differentiated. 

And both of these two layers had been stiffened with Young’s modulus > ~1 GPa.  

 

Perpendicular

Parallel

 
 

Figure 5.6 Phase contrast of tapping AFM to distinguish virgin (0 s) C32H66 

perpendicular layer from parallel layer: darker region corresponds to C32H66 

perpendicular layer; and brighter region corresponds to parallel layer.  
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Figure 5.7 (Continued) 
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Figure 5.7 Topographic (top) and phase (bottom) images of C32H66 perpendicular and 

parallel layers after 700 s bombardment  

 

 

To quantitatively measure the Young’s moduli of both perpendicular and parallel layers 

[35-37, 58, 59], HarmoniXTM and force modulation can be both applied. HarmoniXTM 

mode [36, 60] has been developed as an advanced tapping mode carrying the capability 

to quantitatively obtain stiffness contrast on heterogeneous surface with high lateral 

resolution. This mode resolves the tip-sample contact in time domain through analyzing 
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the difference at higher harmonics on the broarder FFT spectrum of tip-sample 

interaction, which carry rich information about the mechanical property of the surface. To 

test the capability of HarmoniXTM mode, as shown in Figure 5.7 we chose representative 

samples low-density polyethylene (LDPE) ~ 100 MPa, polystyrene (PS) ~ 2 GPa, 

polypropylene (PP) ~ 1.2 GPa, and mica ~ 50 GPa. The measured results from 

HarmoniXTM are ~77 MPa, ~1.9 GPa, ~1.5 GPa and ~10.9 GPa, respectively. As to the 

measurement of mica, HamoniXTM has lost its resolution for the sample with stiffness 

larger than 10 GPa[42].  
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Figure 5.8 Large dynamic range nanomechanical measurements for several reference 

samples: Low-density polyethylene (LDPE) ~ 100 MPa, Polystyrene (PS) ~ 2 GPa, 

Polypropylene (PP) ~ 1.2 GPa and Mica ~ 50 GPa. 
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We applied HarmoniXTM on measuring the Young’s moduli of virgin perpendicular layer, 

virgin parallel layer and 700 s bombarded parallel layer. As shown in Figure 5.9, 

HarmoniXTM mode can effectively separate these two differently oriented layers, with 

parallel layer of ~ 0.2 GPa softer than perpendicular of ~ 1.2 GPa.  After 700 s 

bombardment, the parallel layer was stiffened to ~ 1.0 GPa and the perpendicular layer 

was stiffened to ~ 6.5 GPa.  

 

Force modulation has been also applied to measure the stiffness of both layers. In this 

study, the excitation amplitude of the cantilever measured on a rigid sapphire (E ~ 435 

GPa) and is 10.51 mV, which corresponds to 2.39 nm amplitude of the cantilever with 

calibrated sensitivity 227.5±2.0 nm/V. The diamond tip with calibrated spring constant 

0.23 N/m was modulated at the frequency of 10.86 kHz and contact deflection with 

sample was set at 5.23 nN. Representative amplitude curves along scan direction with 

size 3 µm shown in Figure 5.10, the average amplitudes are 9.17 mV, 10.17 mV and 

10.48 mV for 0 s bombarded perpendicular monolayer, 700 s bombarded perpendicular 

monolayer and SiO2 layer, respectively. Because the Young’s modulus of the SiO2 is 

known as ~ 70 GPa, we can successfully obtain the constant value for tipHE  in Equation 

(5.5). Continuously using Equation (5.5), we can easily calculate the Young’s moduli for 

virgin perpendicular and 700 s bombarded perpendicular monolayer are ~ 1.5 GPa and ~ 

6.2 GPa, respectively. The measured value for the virgin perpendicular monolayer is in a 

good match with the value from HarmoniXTM ~ 1.2 GPa in Figure 5.9. They both fall in 

the range as reported in literature [58, 61]. Through the proposed bombardment, we can 

enhance stiffness of the thin films up to five times.  

 

Finally, we tested the possible effect of substrate under the very thin film during force 

modulation measurements. There is a well-known Bückle’s rule that the substrate will not 

significantly affect the mechanical properties of the over layer if the indentation is less 

than 10% of the layer thickness [62, 63]. From Hertzian contact model with 52nm tip 

radius characterized by blind reconstruction from the image of porous aluminum (PA01, 

MicroMasch Inc.), the indented depth on sample was estimated about 0.45 nm which fall 

within the 10% of our measured perpendicular monolayer height of 4.5 nm. Same way 
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was used for the 700 s bombarded monolayer, because of the increased Young’s modulus 

of the perpendicular monolayer the indented depth was only 0.18 nm within 10% of the 

monolayer height. Therefore, we can safely conclude that the substrate has negligible 

effect on the measured Young’s modulus in this study.  

 

 

Table 5.3 Young’s Modulus of C32H66 Thin Films before and after bombardment 

 Parallel Layer Perpendicular Layer 

 0 s 700 s 0 s 700 s 

Young’s Modulus by 

HarmoniX (GPa) 

~ 0.2 ~ 1.0 ~ 1.2 ~ 6.5 

Young’s Modulus by Force 

Modulation (GPa) 

N.A. N.A. ~ 1.5 ~ 6.2 

 

 

5.5 CONCLUSIONS 
Direct surface modification of a molecule monolayer has been implemented by 

selectively breaking C – H bonds of hydrocarbon chains to make carbon radicals leading 

to formation of C – C bonds between hydrocarbon chains with hyperthermal hydrogen 

projectile bombardment technology. The chemical property of the monolayer was 

preserved completely. Through studying morphological and mechanical properties, the 

bombarded monolayers have been proved to possess cross-linked molecular networks 

with well-defined smooth surface and the mechanical strength has been enhanced by 

about five times. A carbon-rich (like amorphous) layer may form in the hydrogen 

bombardment process. These advantages with this technique are very important in 

improving tribological properties of modern miniaturized systems and extending their life 

cycles. Wherein the enhanced stiffness has also been demonstrated on other polymeric 

systems such as butyl rubber and polylactic acid films, the Young’s moduli of which 

were prompted by ~ 8 times through 30 minutes bombardment, respectively. 
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Perpendicular
Parallel

 
Figure 5.9 Nanomechanical mapping of parallel and perpendicular layers of virgin 

C32H66 thin film in the HarmoniXTM Mode. Upper figure shows whole range of stiffness 

contrast; lower figure shows a section line profile, where perpendicular layer is ~ 1.2 GPa 

and parallel layer is ~ 0.2 GPa.   
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Figure 5.10 Amplitudes of cantilever in force modulation on virgin C32H66 perpendicular 

layer (dot) and 700 s bombarded perpendicular layer (dash) are 9.14 mV and 10.17 mV, 

respectively.   
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CHAPTER 6 

SUMMARY AND FUTURE WORK 
 

6.1 SUMMARY  
Main motivation of this thesis work is to better probe the surface properties at the 

nanometer scale. Both of theoretical and experimental studies have demonstrated several 

improvements in development and application of AFM.  

 

Chapter 2 and Chapter 3 demonstrate the calibration and optimization of sensitivity at 

normal direction for both of static and dynamic modes. First, for the static AFM mode as 

applied in liquid environment, a theoretical model has been developed for the detection 

sensitivity. The enhancement or degradation of AFM sensitivity in liquid environment as 

compared with sensitivity in air is determined by the coupling effects of laser spot size, 

spot location, and refractive indices of mediums which laser beam is transmitted through. 

In most of liquid applications, such sensitivity is enhanced. However, if low refractive 

index mediums such as gas are involved, the sensitivity may be degraded depending on 

the spot location and spot size. Based on the proposed model, the sensitivity as calibrated 

by force curve in air can be applied to predict the sensitivity in liquid. This is important 

for experiment designs and sensitivity improvement in advanced applications, including 

single molecule force, cell – cell interaction, interface & colloid force, confined liquid at 

nanoscale, et al.  

 

However, the detection sensitivity from force curve in static mode is can not be applied 

as the sensitivity on dynamic AFM modes including tapping mode and higher – order 

mode. This is mainly due to that the optical – lever AFM is detecting the slope of the 

cantilever rather than its end deflection. The slope of the cantilever is further dependent 

on beam shape of the cantilever in vibration. Chapter 3 provides the detailed discussion 

on optimization and calibration of sensitivity in dynamic mode, which is completely 

affected by spot size, spot location, and tip – sample interaction in vibrating process. 

Higher – order AFM mode is more immune to the effect of tip – sample interaction and 
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has higher sensitivity and stability. This can partially explain the reason that higher – 

order AFM mode can provide more stable and accurate image. We established a method 

to calibrate the sensitivity of higher – order AFM mode.  

 

Different from calibration of the sensitivity at normal direction, the sensitivity at lateral 

direction is difficulty to be implemented, in that there has not been any standard process 

to introduce exactly known displacement at lateral direction. The method in Chapter 4 

applies a T – shape cantilever, with its tip offset by a distance from its main axis, in 

lateral contact scanning to benefit the simplification and accuracy of measurement of 

friction coefficient. We discussed the basic principle, algorithm, and its implementation 

on a chemical force microscopy.  

 

In Chapter 5, the effects of hydrogen bombardment on surface properties of alkane thin 

films were studied. We discussed the excellence of applying AFM to characterize the 

bombardment process and relevant results can explain the principle of hydrogen 

bombardment. The study mainly focused on tapping mode, force modulation mode and 

HarmoniX mode for measuring stiffness of thin films before and after bombardment. 

Successful results demonstrate the induced cross-linking between alkane molecules by 

bombardment and the Young’s modulus of thin film is increased by 5 times as well as the 

smooth surface is retained.  

 

6.2 Thesis Contributions 
The contributions of this thesis are summarized as below: 

 Based on a developed model, the sensitivity as calibrated by force curve in ambient 

can be applied for the sensitivity calibration in liquid environment, although they are 

different. To improve the detection sensitivity in biological applications, operation 

environment, laser spot size and laser spot location should be integrated for 

consideration.  

 The optimization of the sensitivity in dynamic mode has been discussed, which is 

well beneficial for resolving details of AFM tip – sample interactions. AFM dynamic 

sensitivity is dependent on the significance of tip – sample interaction as compared to 
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the cantilever stiffness. An important conclusion has been obtained that, when laser 

spot is located at normalized position 6.0/ =effLx , the sensitivity is same to the 

sensitivity from force curve and is least affected by the tip – sample interaction. It is 

critical for calibration of dynamic sensitivity at different resonance modes. The 

6.0/ =effLx  is also useful for calibration of AFM spring constant based on the 

thermal method, which utilizes the spectrum information at the vicinity of tapping 

frequency.  
 New nanotribology method based on T – shape cantilever has been developed to 

bypass the difficulty of calibrating lateral spring constant and lateral sensitivity. T –

shape cantilever as applied in lateral scanning mode can decouple the effect of 

normal load from that of lateral load on the lateral signal. Two steps of individual 

calibrations save conventional efforts relying on complex accessories and procedures. 

It has been applied as chemical force microscopy to quantitatively distinguish 

chemical groups at nanoscale.   
 

6.3 FUTURE WORK 
AFM has been becoming one of most powerful tools to study phenomena at nanometer 

scale. The present work on AFM sensitivity can be applied to: (1) optimize and calibrate 

the sensitivity of AFM in applications, and therefore provide more accurate force 

information between tip and sample. We will apply these results in explanation of surface 

properties, with more focus on higher – order AFM mode; (2) optimize the design of 

nanomechanical cantilever sensors, which are being increasingly developed for 

measuring minute weights, pH value, hydrogen concentration, and so on. The relevant 

methodologies are also applicable for designing MEMS beam system as accelerator in 

aerospace and automotives.   

 

Our lateral friction force microscopy based on T – shape cantilever is simple and accurate. 

It has been successfully demonstrated on chemical force microscopy to distinguish 

chemical groups. We are applying this method to study tip – sample interaction through 

modifying the cantilever tip with specified chemical group. Furthermore, with the 
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recently increasing interests on nanotribology, this method could be extended in lubricate 

coating on MEMS/NEMS devices, friction force to move nanotube on substrates, and 

tribological properties of nanowire / nanobelt / nanorod / nanosheet and even graphene.  
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