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Abstract

If a smart grid is to be described in one word, that word would be 'connectivity'. While electricity production and consumption still depend on a limited number of physical connections, exchanging data is growing enormously. Customers, utilities, sensors, and markets are all different sources of data that are exchanged in a ubiquitous digital setup. To deal with data complexity, many researchers recently focused on machine learning (ML) applications in smart grids. Much of the success in ML is attributed to discriminative learning where models define boundaries to categorize data. Generative learning, however, reveals how data is generated by learning the underlying distribution functions. In the past few years, generative models brought new dimensions to various domains. Computers became painters and composers.

This thesis identifies three applications in the smart grid where generative learning has great potential. On the demand side, residential loads such as dishwashers and clothes driers are simulated using generative models. In specific, the latest developments in generative adversarial networks and kernel density estimators are levered to learn the underlying distributions of individual loads for both power consumption patterns and usage habits. Being data-driven, the learning process eliminates any biases introduced by rule-based models where predetermined fixed formulas describing each load are considered. The study demonstrates the flexibility, viability, and remarkable accuracy of the proposed framework. The resulting synthetic power consumption patterns and usage habits for individual loads are valuable sources for researchers to build or improve their data-driven models for demand-side studies.

Non-intrusive load monitoring (NILM) is the second topic researched on the demand side. The goal in NILM is to identify the status of individual loads in a household by merely relying on a smart meter’s measurements without any hardware installations. The research focuses on identifying the operational condition of individual loads by developing a novel hybrid algorithm that combines the widely used generative technique, namely, hidden Markov model, with k-means clustering. The hybrid model is demonstrated to accurately identify the operation conditions of individual loads based on the ingested aggregate signal.
Finally, for power transmission, a combination of generative models is proposed to estimate power states from a set of redundant measurements. Power state estimation is a fundamental technique in shedding light on the operational condition of the grid. A traditional state estimator is typically executed online and, in its non-linear formulation, involves a high level of computational complexity. Generative models shift that burden to the offline learning process. On the other hand, bad data detection and identification is a central feature in traditional estimators. As such, the developed framework integrated that feature in the data-driven state estimator by incorporating forward and backward generative adversarial networks. Simple domain knowledge is further incorporated in the model to improve its accuracy against the benchmark data-driven model. The proposed framework remarkably detected tampered measurements including false data injection.

**Keywords:** Non-intrusive load monitoring, load simulation, power state estimation, machine learning, generative adversarial network, false data injection
Summary for Lay Audience

As per Hegel, ontological categorizations are concepts that a simple person uses to recognize the world [1]. Indeed, classification is a fundamental rational activity that scientists brought to machines in the era of ”machine learning”. Artificial neural networks made this possible through discriminative learning, e.g. machines learn to discriminate dogs from cats. But this is not the end of the story. People’s mental power extends to more than a mere classification of objects. People can extract common features among a set of objects and generate new ideas. While architects can discriminate between good and bad designs, they can learn from these historical records to come up with novel designs. This is why it is widely accepted among researchers that brains learn generative models [2]. To mimic human intelligence, generative learning is considered an essential part of artificial intelligence.

This thesis applies recent developments in generative modelling by tackling three problems in the modern electrical grid. First, a model is developed to simulate the operation of electrical loads in the residential sector. The generative model eventually learns how to behave like a dishwasher, a cloth dryer, and so on. If the model is instructed to simulate a dishwasher, it will generate a signal that looks similar to that generated by a real dishwasher in terms of both signal’s shape and its occurrence in time. The generated synthetic data is a valuable tool that can be used by researchers in further studies such as non-intrusive load monitoring (NILM). This is the second area where generative modelling is applied. In simple words, NILM is the process of identifying the operational status of individual loads inside a house by just reading the measurements recorded by a modern electric meter. The recorded aggregate power consumption for a household is passed to the developed generative model that will, in turn, identify which individual appliances were operating during that time. One of the advantages of NILM is to help consumers to have a better planning of their power consumption and, hence, reduce electricity bills.

Finally, generative techniques are leveraged to assist in quickly monitoring the status of the power grid. Typically, in an electrical grid, measurements (e.g. power values) are taken at
various locations along the grid and sent back to a control centre. These measurements are fed to the pre-trained generative model which will instantly provide the operator with a snapshot of the voltage complex values at different buses, i.e. common connections. These values can be used to determine the status of the whole grid. In addition, the generative model can identify any bad measurements that do not seem to be within the acceptable range of error that is usually associated with the measuring process. The developed framework reflects the great benefit that generative models bring to the industry.
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Chapter 1

Introduction

In the past few years, several industries witnessed breakthroughs in artificial intelligence by employing generative learning. Computers started to generate paints [5] and turn design mock-ups into running codes [6]. Generative models will play a fundamental role in the future development of machine learning. This chapter presents the importance of machine learning and highlights the differences between discriminative and generative models. The next sections identify three smart grid applications where generative learning is of special interest. Each corresponding state-of-the-art is thoroughly discussed. Finally, research motivations, objectives and thesis outline are presented.

1.1 Machine learning in smart grid

The electrical power grid has evolved from a one-way electromechanical grid to a two-way smart grid. In their latest release, the National Institute of Standards and Technology (NIST) lays down a conceptual model of smart grid (Figure 1.1) [3]. While energy production and consumption remain straightforward, information exchange has grown into high complexity. As clearly depicted by the conceptual model, connectivity is a major aspect of a smart grid. It is even anticipated that a smart grid will eventually evolve into a neural grid wherein ubiquitous connectivity and cloud-based artificial intelligence will play major roles [7].

The large volume of data brought by connectivity motivates advanced techniques for planning and control. On the other hand, the emerging complexity is accompanied by cybersecurity concerns. The need for machine learning techniques to deal with data volume, variety, and cybersecurity becomes inevitable.

Machine learning (ML) is the science of programming computers so they can learn from data [8]. So, typically, machine learning does not entail the knowledge of physics. In its basic form, training data is ingested into the model’s function or hypothesis, the output is evaluated
against ground truth and the function is updated to minimize the error. ML becomes very useful when the system under consideration is complex, i.e. a long list of physical rules is required to describe the system. In general, rule-based systems are inconvenient to address complex problems. Further, they lack the flexibility to adapt to new requirements [9].

ML is usually classified based on the amount of supervision required during training. In supervised learning, the training data includes the target i.e. labels. Consider a classification problem where an image is needed to be identified whether it is for a dog or cat. The training dataset will include different images of dogs and cats (i.e. observations) along with their proper labels. If the targets are numeric values (e.g. load forecasting) rather than labels, the problem is categorized as regression problem. Alternatively, observations may be referred to as examples or, simply, samples. Some common ML algorithms for supervised learning include logistic regression, k-nearest neighbours, support vector machines, decision trees, and neural networks. In unsupervised learning, the training dataset is unlabelled. The ML algorithm detects patterns among the training examples based on their input features. Clustering is a typical example of unsupervised learning. For example, a person may need the ML algorithm to group various songs in few playlists based on their audio features such as speechiness, loudness, instrumentalness, etc [10]. Several algorithms for clustering are developed such as k-means and Gaussian mixture. When true cluster labels are available, the model’s performance can be validated against these labels.

Figure 1.1: NIST smart grid conceptual model [3]
1.2 Generative vs. discriminative models

The previous section mentioned that ML models are broadly classified as either supervised or unsupervised. ML models may be also classified as either discriminative or generative. Discriminative models are synonymous with supervised models where labelled datasets need to be used for training. Given a specific training example, a discriminative model estimates the probability of a specific label. For instance, consider a discriminative model that is trained to discriminate the paintings of Oscar-Claude Monet from others. If a new painting is fed to the model, the output will be the probability that the input sample is painted by Monet. However, unlike generative models, the discriminative model will not able to generate a painting that seems to be painted by Monet. Hence, generative models, estimate the probability of observing a training example. Generative models will be discussed further in 2.1.2.

On the demand side of the smart grid, generative models are quite useful. In this thesis, generative models are used to simulate residential electrical loads such as dishwashers, cloth dryers, etc. Further, a generative model is used to disaggregate the smart meter readings to identify the status of individual loads (i.e. whether on or off) without any hardware installations. This is also known as non-intrusive load monitoring. On the transmission side, power state estimation and bad data detection is another area where generative models can be exploited. State-of-the-art related to these three topics are discussed in subsequent sections.

1.3 State-of-the-art

The following subsections present a review of the literature and state-of-the-art proposals related to the three core topics, namely, residential load simulation, non-intrusive load monitoring, and power state estimation. While the focus of this thesis is on data-driven models, traditional techniques are occasionally presented for comparison purposes. When discussing the literature related to state estimation, state-of-the-art data-driven proposals for bad data detection are also included.
1.3.1 Residential load simulation

Broadly speaking, residential load simulation (RLS) can be classified into two categories: rule-based and data-driven. The rule-based approach involves the representation of a certain load using a set of electrical components with known physical behaviours (e.g. resistors, inductors, etc.). Measurement-based modelling is another common form of data-driven technique. In this case, measurements are taken for a specific load and a statistical model (e.g. polynomial) is fitted with the measured quantities in order to find the model’s parameters (e.g. polynomial’s coefficients). Although it is built on statistics, measurement-driven techniques involve a certain level of expert knowledge since the model structure needs to be pre-determined (e.g. an expert shall decide the type and order of the function to be used). With loads becoming more sophisticated and with the necessity to model the temporal behaviour of the load in addition to its electrical characteristics, more complex expert-free data-driven techniques are devised [14].

When the temporal dimension is not considered, this is usually called 'load modelling'. Here, the overall goal is to develop a mathematical representation of the electrical characteristics. A common example is ZIP model where the model includes a constant impedance (Z), current (I) and power (P). In some literature, the same model structure can be applied to both individual loads and aggregate loads. For instance, the Electric Power Research Institute (EPRI) proposes a model that combines ZIP, exponential and frequency-dependent models. If the model is used to represent an individual load rather than an aggregate load, then the initial operating conditions stated in the devised model equation shall be replaced by the ratings of the individual load under consideration [14].

RLS involves modelling both the electrical characteristics and the consumer’s behaviour. Occasionally, literature refers to RLS as the process of generating load profiles. Once again, the word 'load' may be used for both the individual and the aggregate loads. However, it is common to use the term "load profile" to refer to modelling the aggregate signal at the bus level in the distribution network rather than modelling an individual load.

A comprehensive RLS model was early proposed by [15]. The proposal includes models to capture both electrical characteristics and consumer behaviour. The model is meant to be used by utilities to predict the temporal magnitude variations of the aggregate residential loads for better power generation planning. The author follows a bottom-to-top approach by modelling the individual loads in a residence, then sums them up to reach the model for the ‘residential load’. By the same token, an ‘area load’ is the summation of all ‘residential loads’. The author had to classify individual loads into types, then model each single expected function corresponding to each type. Each specific function is thoroughly studied. For instance, the switching function is impacted by the availability (i.e. probability that someone is available), the proclivity (i.e. the probability that someone will operate the load’s switch) and the normal-
cycle which is impacted by the internal automatic switching mechanism of the load. The availability is further impacted by a consumer’s sleeping hours and so forth. Similarly, proclivity is impacted by consumer’s convenience and so forth. For every load, a probabilistic model with many random variables (e.g. breakfast length, travel time to work, ...etc.) is constructed. This results in a highly sensitive complex model for each individual load. Moreover, if a new load needs to be added, the whole design process shall start over. This complex process makes it impractical to cope with the pace of introducing new appliances to the consumers’ market.

Reference [16] proposes and develops Smart Residential Load Simulator using MATLAB’s Simulink toolbox. The modelled loads included: smart thermostat, air conditioner, furnace, water heater, dishwasher, clothes washer, dryer, light, pool pump and fridge. In addition, wind and solar power generation, as well as battery sources, are modelled. The user selects his loads of interest and enters the current ambient temperature, the number of family members and their ages. Appliances may be simulated individually or as a group. The simulation result outputs the consumed and generated power by each appliance and source. Consumption/Generation profiles may be plotted individually or as a group. Other useful information is provided such as cost and gas consumption. The underlying models are rule-based where various loads are represented in terms of electrical components. The framework lacks the flexibility of easily adding new loads. Further, the consumers’ habits are manually entered by consumers rather than being learnt from consumers’ historical behaviours.

Reference [17] categorizes individual loads into load types. For each type, three variables are modelled: pre-set power demand per day per operation, probability of operation and the number of appliances of each type per country. The model uses historical data without availing the advancement in machine learning. The complexity of the model is not far from what was proposed by [15] and, hence, it makes it difficult to add any new loads.

Some researchers focused on simulating special types of loads. For instance, [18] uses physical measurements for an AC and reproduces these measurements without employing any probabilistic model. The procedure is load-specific and can not be extended to other loads. Reference [19] provides an overview of HVAC simulation techniques and highlights the complexity-uncertainty trade-off.

Instead of tackling individual loads, reference [20] categorizes consumers based on dwelling type and constructs a load profile for each type. A probabilistic mathematical model is proposed. Each dwelling type is assumed to comprise a set of appliances. Each appliance is represented by its average power consumption rather than a consumption pattern. This level of abstraction makes the model ineffective for detailed studies on the demand side such as NILM.

Reference [21] uses MATLAB’s Simulink library to model and simulate several appliances. The authors combine both finite-state and state-space modelling techniques to simulate the
appliances. The models incorporated many parameters that increased error margins.

In data-driven approaches, the operational characteristics of loads are not imposed by the designer; rather, they are learnt from historical operational data. This reduces complexity while achieving a high level of accuracy. However, both rule-based and data-driven models perform better if more features (such as the weather condition) are incorporated in modelling the system. A comprehensive review of data-driven approaches is given by [14]. Gaussian Mixture and Markov Models are used in references [22] and [23]. Recurrent neural networks are used by [24] to learn the power-voltage functions of various loads. [25] uses an unsupervised learning technique to model loads. Another ML-based solution is proposed by [26].

Following the success of Generative Adversarial Networks (GANs) in generating synthetic images, researchers tried to carry that success to other disciplines. References [27] and [28] applied GANs to generate residential load profiles. In both cases, the load profiles simulate the aggregate load at the household level. Such models may be used by utilities for planning and load forecast purposes; however, they remain very limited for other demand-side studies such as NILM.

In its basic form, a GAN consists of two neural networks (namely the generator and the discriminator) playing a min-max game. The vanilla GAN was first proposed by [29] and it will be thoroughly discussed in section 2.1.2. Later, several types of GANs (e.g. DCGAN, Wasserstein, ..etc.) emerged as presented by [30]. Evaluation of GAN’s performance is a topic of research by itself. Since a major application of GANs is to generate synthetic images, inception score (IS) is occasionally used for evaluating a GAN’s performance. IS measures the KL-divergence between the response produced by the generated image and the average response of all generated images [31]. Alternatively, some distance measures between the real and synthetic data are calculated. Among the divergence scores used are Jensen-Shannon Divergence, f-divergence, Wasserstein distance and Maximum-Mean Discrepancy [32].

### 1.3.2 Non-intrusive load monitoring

Non-intrusive load monitoring (NILM) is a technique used to identify both power consumption and operational schedule of individual loads from the measurements of aggregated power consumption data [33]. NILM does not involve any hardware installations; rather it involves an algorithm to identify individual loads based on measurements recorded by the smart meter. Historical data about the consumption patterns of individual loads along with the aggregate load are typically necessary to train NILM algorithms. Reference [34] lists some of the most common datasets used in NILM studies. NILM is mainly used to propose demand response programs to consumers based on their power consumption patterns. For instance, if a consumer
operates an appliance during on-peak hours, a utility may send a notification message about the savings that can be made if that appliance is operated during off-peak hours. Detailed bill information may be also sent to improve the usage habits of consumers. Other benefits include occupancy detection and illegal load detection [35].

Reference [36] proposes a classifier that classifies appliances into three distinct units: motor, resistance and electronic. Appliances are then identified using both steady-state and transient responses. A high sampling rate of 10 Hz is needed for that purpose. Besides, the algorithm heavily depends on power factor measurement.

Hidden Markov Model (HMM) is widely used to disaggregate the main feed power signal into individual loads. In general, HMM for NILM involves both steps of structure modelling and parameter estimation. This will be described in details in section 3.1.1. In [37], power consumption of selected appliances is sampled at a rate of 0.1Hz. The profile for each load is pre-processed for edge detection. After that, HMM is used to solve the load identification problem. While the proposed sampling rate is considered low, it is still not favourable to many utilities. In general, NILM algorithms that are intended to be applied to smart meters from all over the world need to be built based on a low sampling rate of active power only [38]. In practice, a sampling interval of few minutes of active power is well entertained by utilities.

In [39], the number of loads is identified manually. Dataset is preprocessed and HMM is built for each load. Gaussian distribution is considered to relate the hidden states with the power emitted by each state. Once transition and emission matrices are calculated for each load, the model for the aggregated signal may be obtained. Viterbi algorithm is finally used to determine the likely states for specific emissions. Gaussian distribution is associated with restrictive assumptions that do not capture all nuances and relationships between hidden states and observations for all types of loads. When there is a large number of loads, the process of combining such loads becomes cumbersome. The sparsity of HMM is capitalized in [39] to increase computational efficiency. Factorial HMM is utilized in [40] to develop separate Markov chains for each appliance. However, these do not capture inter-dependencies between loads.

On the other hand, neural networks are frequently used in NILM. For instance, [41] disaggregates Air Conditioning load. Training Data of one-minute granularity is taken from houses in Austin Texas for one month. The next month is used for validation. Both Feed Forward Multi-Layer Perceptron (MLP) network and Long Short-Term Memory (LSTM) Recurrent Neural Network (RNN) are explored. MLP outperformed LSTM. The study is limited to one load which makes it less attractive as an overall solution for NILM.

Reference [42] suggests modelling the individual loads using HMM while modelling the aggregated signal using Deep Neural Network (DNN). The model is experimented on REDD
dataset, which is a public dataset for energy disaggregation research [43]. The framework calculates the most likely state sequence of each load. Viterbi algorithm is used to estimate the underlying state sequence. Finally, the most likely observation sequence of the aggregate signal is estimated by maximizing the conditional distribution given the estimated state sequence. In addition to being computationally intensive, deep learning requires large volumes of data to be processed for learning purposes.

Integer Programming Optimization is also used to tackle the NILM problem [44]. Appliances are assumed to attain one or more states when they are ON, i.e. Non-Off states. The aggregated power is a summation of these non-off states. A binary vector (0 or 1) is used to indicate the current state of the appliance at time instance $k$. Basically, these are the unknown decision variables for each appliance. The aggregated power at the $k^{th}$ time instance, which is known for us, is equal to the combination of all loads with their corresponding power values multiplied by their unknown binary vectors. The objective is to find the current binary values for each load that minimizes the squared difference between the known aggregated value and the said equation. The constraints added to the optimization problem include fine details of the load patterns that may not be simply obtained from appliances’ data sheets.

Reference [35] lists other techniques such as Denoising Autoencoders, Convolution 1-Dimensional Neural Networks and LSTM. Reference [45] extensively researched neural networks for NILM. Three architectures of neural networks are investigated: LSTM, Denoising Autoencoders and Regression Network. For each architecture, a separate network is trained for each load. This makes it a costly solution. Five appliances are considered in this study. Hence, five neural networks is constructed for each of the architectures above. The input to every NN is a window of aggregated power. The output is the power consumed by the appliance pertaining to that NN. In case of the regression network, the output consists of three nodes standing for average power consumed by the pertaining appliance, start time and end time of the appliance’s cycle relevant to the aggregated input window. The sampling time considered is 6 seconds. As discussed earlier, granularity in the range of minutes is usually more attractive to utilities.

LSTM is also proposed by [46]. The architecture is meant to estimate the ON/OFF state of each appliance without an estimation of the average power consumed. The number of output nodes is equal to the number of appliances with each assuming either 1 (ON) or 0 (OFF). Typically, the input is only the aggregated power. An ensemble model that combines both LSTM and Feed Forward Neural Network is proposed by [47].

Reference [48] extensively explores various methods used in NILM. The parametric approach assumes probabilistic distribution while the non-parametric approach induces the model from the data. Researchers propose Multi-Label Classification as an effective solution for the
problem. However, when evaluated against Factorial Hidden Markov Chain (FHMM), Multi-Label \( k \)NN approach (ML\( k \)NN) was superior only for selected appliances [48]. It is imperative that the importance of multi-labelling stems from the fact that the aggregated signal is dealt with as a summation of independent individual signals representing each load. This concept of superposition is fundamental in building the model.

### 1.3.3 Power system state estimation

Power system state estimation (PSSE) is a fundamental tool used to monitor the operation of a power grid [49, 50]. A set of redundant measurements acquired by various measuring instruments is used to estimate the network’s states i.e. voltage phasor of each bus [51]. Power state estimation will be discussed in details in section 4.1.1. Traditionally, model-based techniques to estimate states such as Weighted least-squares (WLS) are well established [52, 53, 54]. WLS estimates states by minimizing the measurement error which involves iterative calculations of non-linear equations. Occasionally, decoupled formulation and DC approximation may be used to reduce complexity [55, 56, 57]. WLS is further developed to detect bad data and identify tampered measurements. Some assumptions are typically made about the probability distributions and correlations among measurement errors. Since WLS is executed online and due to its high computational complexity, researchers investigated data-driven models to estimate states. In their inference mode and once trained, data-driven models substantially reduce computational complexity.

Data-driven techniques utilize machine learning constructs to extract underlying patterns from grid measurement and state data logs for PSSE. Reference [58] proposes Multilayer Perceptron Neural Network (MLP) to estimate states. Power flows and voltages are used as inputs without adding any noise. Estimated states are restricted to voltage magnitudes. The proposal was tested only on IEEE-14 bus system and resulted in 2.18% of mean absolute error.

An MLP is also used by [59] to estimate states. The input includes both voltage angles and magnitudes as recorded by phasor measurement units (PMUs). When a combination of power flow measurements and four PMU measurements were considered in 47-bus system, an average estimation error of 1-4% was achieved. The error of estimating angles was substantially higher than that of estimating magnitudes.

Reference [60] proposes MLP with initial states included in the input vector in addition to flow measurements. The authors focused on optimizing the hyper-parameters and exploring the best back-propagation algorithm. On IEEE-118 bus system, the best-proposed architecture scored 0.178 RMSE for magnitude estimation and 0.164 RMSE for angle estimation.

A physics-aware data-driven framework is proposed by [61] by unrolling the prox-linear it-
erative solution developed by [62] for least-absolute-value estimation. The proposal comprised a prox-linear Deep Neural Network (DNN) for state estimation. The proposed DNN is a combination of vanilla Feed Forward Neural Network with skip-connections that connect the input (i.e. measurements) to intermediate layers of the network. Tested on IEEE-118 bus system, the prox-linear DNN achieved $2.97 \times 10^{-4}$ of RMSE normalized by the number of buses. The proposal is further extended by the same authors in [63] to count for pseudo-measurement. RNN is directly used to generate pseudo-measurements based on historical data. Then, the output of the RNN is concatenated with the real measurements to estimate states using the previously developed prox-linear DNN estimator. While the paper shows a competitive performance of the proposed DNN for estimating states, it does not discuss the topic of bad data detection. Further, it is assumed that historical measurement-state pairs are readily available for training purposes.

Reference [64] approached the state estimation problem by partitioning it into smaller problems. The partitioning is based on the installation of µPMU at various locations. The location is optimized by minimizing the size of the resulting block partitions. A neural network is used to estimate the states within a block. The number of layers of the NN is determined by the optimization problem of locating the µPMUs. The proposed estimator scored a normalized MSE of $1.273 \times 10^{-3}$ when simulated for IEEE-37 network.

To compare various proposals, we consider normalized RMSE. By normalization, we mean dividing the resulting RMSE by the number of buses in the test system. Table 1.1 summarizes the results of the reviewed data-driven based proposals.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Normalized RMSE% (Magnitudes)</th>
<th>Normalized RMSE% (Angles)</th>
<th>Identifying individual bad measurements</th>
<th>Paired Measurement/State vectors for training</th>
</tr>
</thead>
<tbody>
<tr>
<td>[60]</td>
<td>0.1508</td>
<td>0.139</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>[61]</td>
<td>0.0297</td>
<td>0.0297</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>[64]</td>
<td>0.1273</td>
<td>0.1273</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1.1: Accuracy comparison of various data-driven state estimators

In general, all reviewed data-driven models for estimating states assume that measurements are authentic. The models perform a direct mapping between measurements and states and no inherent mechanism is provided to detect bad measurements. This is no practical since the resulting estimated states are assumed to be correct, which is not always the case since the input measurement vector may include some bad measurements that result in incorrect states. Further, the proposed models assume the availability of paired measurement/state vectors at various load conditions of the grid. In other words, at a given time instance (aka load scenario or snapshot), the set of observed measurements and the corresponding (paired) set of states shall be available for training the model.
The detection of bad measurements is separately tackled using machine learning (ML) algorithms such as multidimensional scaling [65], support vector machine [66], k-nearest neighbour [67] and others. Some approaches combine traditional methods for detecting bad data via Chi-squared test with ML algorithms [68]. The performance of an algorithm depends on the type of the launched attack. In [69], a comparative study is conducted to evaluate common ML algorithms against different types of attacks. In all these studies, bad data detection is approached apart from power state estimation. This involves additional training overhead after state estimation.

Reference [70] proposes a combination of GAN and adversarial auto-encoder (AAE) to detect the unobservable FDI. The AAE is trained to encode the labelled and unlabelled measurements into two hidden representations. The two hidden representations are used in the GAN as conditions added to the GAN generator’s noise input. The paper has several vague points with some typos. For instance, the authors assumed that hidden representations follow Gaussian distribution without any justification. In summary, unlike our proposal, the proposed model is based on the availability of labelled measurements. In practice, attack-labelled measurements are not readily available. Another limitation is the fact that, once an FDI is detected, the model is not capable to identify and eliminate the individual tampered measurements. The highest reported classification accuracy for 123-bus distribution system is 96.7%.

Reference [71] focuses on Synchrophasor data attacks when PMUs are deployed. Several types of attacks are defined. The proposed model detects the type of attack. The input is the PMU data collected for a window length of half a minute with an adjustable step from 1 to 10 seconds. The model comprises feature extraction block, modified CNN and a multi-class classifier. Clearly, the model is trained on labelled data. The actual synchrophasor data is provided by FNET/GridEye which monitors the power grid in North America [72]. The attacks are not real; they are generated by the authors.

Reference [73] proposes a framework that detects bad data and re-constructs the contaminated states. The classification part is achieved using an ensemble of ELMs. ELM is a single hidden layer feed-forward neural network that eliminates the need for back propagation. However, it is quite sensitive to initialization and hence, the authors proposed an initialization scheme. In any case, the proposed classifier needs to be trained on labelled data that include both authentic and compromised samples. On the other hand, the exact compromised (i.e. tampered) measurements are further identified. This is achieved by replacing the contaminated states with forecasted values. The measurement matrix is used to work out the corresponding measurements. Then the normalized residuals are calculated in the same traditional way of state estimation. Finally, the corrupted measurements are eliminated and the new states are re-calculated. Using the forecast states involves forecasting errors. The paper considers 726
measurements for the 118 bus system. They reported detection accuracy of 81.94%.

In summary, and to the best of our knowledge, no model is yet proposed to integrate both state estimation and bad data detection.

1.4 Research motivations

In the following three sections, we present some challenges encountered in the industry and the motivations behind our research.

1.4.1 Residential load simulation

Today, utilities, like London Hydro [74], actively engage customers in maintaining a healthy power grid. Incentives are provided to encourage more economical and sustainable energy consumption patterns [75]. To encourage the active participation of consumers in demand response programs, further research needs to be advanced at the demand side. For instance, load disaggregation studies require data for training and testing. Several datasets are available in different countries with some variations in the quantities being measured and their granularity. Locked datasets need special permission for access. Some public datasets, e.g. PLAID, comprise measurements for a short duration with high sampling rates. Others, e.g. ECO, do not record time stamps. Data acquired on an hourly basis is not that useful since operating cycles of appliances are usually less than one hour. Occasionally, data is acquired on the branch circuit level and not for individual loads. Reference [76] provides a comparison of household energy datasets.

For demand-side studies such as load disaggregation, we define the following criteria to develop useful disaggregation models that can be adopted by utilities:

- Dataset shall include Energy measurements for both individual appliances and the corresponding aggregated smart meter readings.
- Dataset shall indicate the timestamp of each measurement.
- Dataset shall not include erratic readings resulting from power outage or any other reason.
- Dataset shall include various loads and households throughout the year.
- Granularity shall be in minutes. For instance, a common one-hour granularity can not be used in disaggregation studies.

Obtaining physical measurements, i.e. intrusive monitoring, is a challenging process. It involves getting the consent of various consumers to install measuring instruments on their
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premises. As such, only a few public datasets meet the above criteria. In general, the available public data is quite limited in terms of the number of intrusively monitored houses, the logging duration, and the sampling rates.

We are motivated by the lack of data volume and versatility to design a data-driven generative simulator that learns the physical data distribution from datasets that meet the criteria above (e.g. appendix A) and generates synthetic data from the learnt distribution. As discussed earlier in 1.3.1, rule-based models lack the flexibility of easily adding new loads and learning consumers’ habits. On the other hand, among various data-driven solutions, GAN performs well on reduced datasets as demonstrated by reference [77]. The synthetic patterns and habits generated by GANs resemble real-life data. The generated synthetic data is a valuable source for researchers in the fields of demand response and load disaggregation. Reference [78] summarizes the benefits of synthetic data and their applications in various industries.

1.4.2 Non-intrusive load monitoring

As part of Demand Response (DR) programs, utilities encourage consumers to level out their power consumption and avoid peak hours. This has the direct benefit of producing energy at higher efficiency. For instance, a customer may use his cell phone to track his hourly aggregate consumption and manage his appliances in a way to avoid peak hours. However, the consumption of individual appliances is not usually readily available. Providing disaggregate consumption has several advantages:

– Provides energy consumers with almost instant feedback (e.g. using text messaging) when operating an appliance during peak hours. Instant low-level feedback even becomes more important for prosumers (producers/consumers) who use Distributed Energy Resources (DERs) such as solar Photovoltaic to produce energy.

– Collects information about the usage of certain appliances. Such information may be used to identify inefficient appliances, predict failures and propose the replacement of appliances ahead of time.

– Collects information about customers’ usage habits of various electrical loads. With such information, optimal schedules to operate electrical loads are proposed to customers to minimize cost while maximizing convenience.

– With minimal hardware installations (e.g. smart hub and smart plugs for selected appliances), automated schedules based on disaggregate data can be used to automatically turn on or off certain appliances.
In brief, smart meters allow customers to be more informed about their aggregated energy consumption. NILM studies go a step further and identify the usage pattern of individual loads without the need to install any additional hardware. In this research, a well-established model used in NILM, i.e. HMM, is combined with another machine learning algorithm, i.e. k-means, to propose a hybrid algorithm that reduces computational cost during training.

1.4.3 Power system state estimation

Electric utilities made substantial investments in the installation of supervisory control and data acquisition (SCADA) systems. The master station or control center processes the gathered data. The main elements of SCADA system include Human Machine Interface (HMI), application servers, communication front-end and external communication servers for data exchange with other control centres. The application servers support Energy Management System (EMS) and historical databases besides other functions [79]. Remote terminal units (RTUs) send back various measurements to the master control center through communication links. Reliable estimation of states needs to be done by the application servers for system monitoring and other applications.

In practice, the transmitted measurements may not comprise the active and reactive power injections. Recall that, for PQ buses, power injections are necessary inputs to conduct power flow analysis. If any of the inputs is missing, traditional power flow analysis cannot be used to estimate states. Moreover, the transmitted measurements are prone to various types of errors such as large measurement and telecommunication errors [80]. Bad data maybe even injected as stealthy attacks in both transmitted measurements and control signals. As such, researchers closely studied the problem of power state estimation which is an important topic in power engineering.

State estimation was first proposed by [55]. After that, traditional state estimators (e.g. WLS estimator) were extensively researched. Typically, state estimators comprise several functions such as topology processing (i.e gather the states of circuit breakers and switches), observability analysis (i.e. determining if a state estimation solution can be obtained from the available observed measurements), bad data processing and network parameter data processing [80]. Yet, in its non-linear formulation, WLS has high computational complexity [81] and occasionally encounters ill-conditioning and non-convergence [82]. As per [83], ill-conditioning can occur in the presence of a large number of injection measurements or due to other factors. Another challenge is the assumption made by WLS about the error distribution. Reference [84] indicates that a least-squares estimator is an unbiased estimator if and only if the model is accurate and the measurement error is statistically distributed. In practice, both conditions may
not be true. Finally, traditional estimators may fail to detect all types of attacks. For instance, reference [57] shows that an attack designed as a linear combination of the column vector of the measurement matrix will not be detected by WLS estimator. The measurement matrix will be discussed in details in [4.1.1]. Data-driven models are recently researched to tackle these problems. We are motivated to investigate and propose a generative data-driven framework that will estimate power states. The framework will learn the mapping functions and the underlying distribution from the grid’s historical data during normal operation. Our proposal shall integrate both states estimation and bad data identification. The topics of topology processing, network parameter estimation and network observability are beyond the scope of this thesis.

1.5 Research objectives

Machine learning (ML) techniques are penetrating various aspects of life and bringing great benefits to users. The application of ML in the smart grid is rapidly evolving. The vast majority of ML applications focus on discrimination-based models. In our thesis, we investigate the applications of generative models on both sides of power demand and power transmission. In the light of the motivations discussed in [1.4], objectives are defined as follows:

- Propose data-driven generative framework to simulate electrical loads that are usually present in households such as dishwashers, cloth dryers and others. The framework shall learn loads’ patterns and usage habits. Usage habits include user’s availability, proclivity (i.e. tendency to operate the load) and the load’s internal automatic cycle. Being generative, the data-driven model will learn the underlying distribution of the habits associated with each load.

- Investigate the application of hidden Markov models in disaggregating the smart meter signal into individual loads. Given the discrete-time sequence of power samples, the proposed model shall identify the on/off status of individual loads (e.g. dishwasher, dryer..etc.) at each time instance.

- Propose a generative data-driven framework to map a set of redundant measurements into a grid’s power states. Besides, state estimation, the proposed framework shall be capable of identifying tampered measurements.

The next section presents the thesis outline with the main tasks necessary to accomplish the objectives.
1.6 Thesis outline

Figure 1.2 shows the outline of this thesis. The research focuses on the application of data-driven generative models in the smart grid. Generative frameworks are developed for specific applications in two areas, namely, power demand and power transmission. On the demand side, we focus on two problems: simulation of residential loads and secondly non-intrusive load monitoring. In the area of power transmission, we focus on power state estimation and the associated bad data identification.

Chapter 2 begins with a necessary technical background that is also important for chapter 4. The problem is defined and the proposed framework is presented. Experimental studies then follow with model’s training and ending with model’s evaluation. A brief description of the public datasets that are used in training and testing the model is given in the appendix.

Chapter 3 begins with a necessary technical background related to the disaggregation problem. The problem is defined and the proposed algorithm is presented. Experimental studies then follow with models’ training and evaluation. The same dataset used in chapter 2 is used in this chapter.

Chapter 4 begins with a necessary technical background including an overview of the widely adopted traditional state estimation method. The problem is defined and the proposed framework is presented. Experimental studies start with constructing the necessary dataset that is used in training and testing the proposed model. This is followed by the model’s training and evaluation. The model’s performance is tested for both state estimation and bad measurement identification.

Chapter 5 concludes with a brief summary and thesis contribution. Possible future work is also discussed.
Figure 1.2: Thesis outline including the main tasks in the research
Chapter 2

Residential load simulation

This chapter begins with background about Machine Learning (ML) tools and statistical methods that are used to develop our framework. First neural networks (NNs) are introduced as the basic building blocks in the subsequent discussion about generative adversarial networks (GANs). Vanilla GAN and its variations are generative models that we use in both this chapter and chapter [3]. As a quality measure of GANs, Maximum Mean Discrepancy (MMD) is then discussed. Kernel Density Estimator (KDE), as a statistical non-parametric density estimation tool, follows. The background section is concluded by a discussion about matched-filers that are normally encountered in the literature of digital signal processing.

Following the background, the problem entailing load simulation is defined and followed by the proposed framework. Experimental studies applying the proposed framework are then presented and discussed. Finally, the chapter concludes with a summary.

2.1 Background

2.1.1 Neural networks

The basic block of a neural network is a neuron or a node. The node computes the weighted sum of its inputs and applies an activation function \( f \) to the output. A neural network consists of many connected nodes arranged in layers. Since each node is a mathematical function mapping inputs into an output, the neural network is essentially a nested mathematical function [85]. Consider the neural network in figure [2.2]. The network consists of four inputs, two hidden layers and two outputs. The layers are fully connected as depicted by the arrows. This is typically called Multilayer Perceptron (MLP) neural network. The input vector is \( \mathbf{x} = [x_1, x_2, x_3, x_4]^T \). The output vector is \( \mathbf{y} = [y_1, y_2]^T \). Each node is represented by the gray rectangle. For the \( i^{th} \) node in \( l^{th} \) layer, its input \( x_i^l \) is the weighted sum of all the outputs of the previous
layer, i.e. \( a^{l-1} \). Assume the number of nodes in the \( l^{th} \) layer is \( M \) and the number of nodes in the \( l-1^{th} \) layer is \( N \), then we can write:

\[
z^l = W^l a^{l-1} \quad (2.1)
\]

\[
a^l = f^l(z^l) \quad (2.2)
\]

where

\[
z^l = [z^l_1 \ z^l_2 \ldots \ z^l_M]^T
\]

\[
a^{l-1} = [1 \ a^{l-1}_1 \ a^{l-1}_2 \ldots \ a^{l-1}_N]^T
\]

\[
W^l = \begin{bmatrix}
w_{10}^{l} & w_{11}^{l} & w_{12}^{l} & \ldots & w_{1N}^{l} \\
w_{20}^{l} & w_{21}^{l} & w_{22}^{l} & \ldots & w_{2N}^{l} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
w_{M0}^{l} & w_{M1}^{l} & w_{M2}^{l} & \ldots & w_{MN}^{l}
\end{bmatrix}
\]

Note that \( W^l \) is \( M \times (N+1) \) matrix since its first column corresponds to biases added to nodes. For the first hidden layer, the input to the nodes is \( x = [1 \ x_1 \ x_2 \ldots \ x_N]^T \). Clearly, this can fit in equation (2.1) by setting \( a^0 = x \). Similarly, the output \( y \) may be thought of as \( z^{L+1} \) where \( L \) is the number of hidden layers.

Given an input \( x \), the neural network is optimized to predict an output \( y \). For a neural network with \( L \) hidden layers, the optimization process finds all weight matrices i.e. \( W^l \forall l = 1 \ldots L + 1 \). Due to the non-linearity introduced by the activation functions \( f^l \forall l = 1 \ldots L \) in equation (2.2), no global optimization is guaranteed. Optimization is carried out using a training dataset. Three main processes are involved during optimization. When the training dataset is ingested to the input of the neural network, a forward propagation according to equation (2.1) and (2.2) takes place. The output resulting from the forward pass is compared with ground truth using a cost or loss function \( C \). The cost function is chosen to match the problem under consideration. For instance, mean-squared error may be used in problems where an input vector needs to be mapped to an output vector. In this case, the squared errors between the resulting output components and their ground truth values are averaged. If a problem is related to binary classification, cross-entropy may be used as a loss function.

Each component \( w_{ij} \) in all weight matrices is adjusted in a way to minimize the loss \( C \). This is typically achieved by gradient descent algorithm which is summarized by equation (2.3)

\[
w_{ij} \leftarrow w_{ij} - \epsilon \frac{\partial C}{\partial w_{ij}} \quad (2.3)
\]
To calculate the gradients in equation 2.3, the back propagation algorithm uses the chain rule. For instance, in figure 2.2 and given the loss function $C = f(y)$, we can write:

$$\frac{\partial C}{\partial w_{13}} = \frac{\partial C}{\partial z_{1}^{2}} \cdot \frac{\partial z_{1}^{2}}{\partial w_{13}} = \frac{\partial C}{\partial \delta_{1}^{2}} \cdot \frac{\partial \delta_{1}^{2}}{\partial z_{1}^{2}} \cdot a_{3}^{1} = \frac{\partial C}{\partial a_{1}^{2}} \cdot f^{2'}(z_{1}^{2}) \cdot a_{3}^{1}$$

(2.4)

Clearly, $a_{3}^{1} = \frac{\partial z_{1}^{2}}{\partial w_{13}}$ follows from equation 2.1. Further, $f^{2'}$ is the derivative of the activation function $f$. Usually, activation functions are differentiable. Some examples include rectified linear (ReLU), leaky ReLU and Sigmoid as shown in figure 2.1. The sigmoid function is quite useful as it maps its input between 0 and 1 so it can be used in the output node for a binary classification problem.

---

Figure 2.1: Examples of activation functions

In summary, weights are first initialized with random values, forward propagation is executed, the loss function is calculated, and backpropagation is executed to calculate the gradients and update them according to gradient descend. This is iterated until the desired accuracy is achieved.

For neural networks that are used for multi-class classification (e.g. classify an image if it is for dog, cat or others), the soft-max function given in equation 2.5 is typically used at the output of the classifier [8].

$$\hat{p}_{k} = \frac{\exp(s_{k}(x))}{\sum_{j=1}^{K} \exp(s_{j}(x))}$$

(2.5)

where:

- $\hat{p}_{k}$ is the estimated probability of class $k$ given the sample $x$.

---

1Image courtesy of reference [86]
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- \( K \) is the number of classes.
- \( s(x) \) is a vector containing the scores of each class for the sample \( x \).

A widely used loss function in multi-classification problem is the categorical cross entropy given in equation (2.6) \[8\].

\[
J = -\frac{1}{m} \sum_{i=1}^{m} \sum_{k=1}^{K} y^{(i)}_k \log(\hat{p}^{(i)}_k) \tag{2.6}
\]

where:

- \( m \) is the number of training samples.
- \( y^{(i)}_k \) equal to 1 if the ground-truth class for the \( i^{th} \) sample is \( k \); otherwise, it is equal to 0.

![Figure 2.2: Neural Network](image)

### 2.1.2 Generative adversarial networks

Statistical models can be classified as **discriminative** or **generative**. Discriminative models are typically encountered in classification problems. For instance, a model that classifies an image as being for 'dog' or 'cat' is a discriminative model. The model’s training set comprises several observations and their corresponding labels. Observation is typically multi-dimensional since it includes a number of features. Discriminative models estimate conditional probabilities while generative models learn distributions. Let an observation be denoted \( x \) and its label
A discriminative model is trained to estimate $p(y|x)$ while a generative model is trained to estimate $p(x)$ \[86\]. Occasionally, generative models estimate distributions conditioned on labels i.e. $p(x|y)$.

Discriminative models have more applications than generative models\[86\]. For instance, we are more interested to classify tweets as positive or negative than generating tweets. Further, evaluating generative models is more challenging. In discriminative models, estimated labels are tested against ground truth labels. On the other hand, consider a generative model that produces fake paints for Vincent van Gogh. These synthetic images have no real pairs painted by Gogh in order to make a one-to-one comparison. Accordingly, when developing generative models, special care needs to be given to the model’s evaluation.

A Generative Adversarial Network (GAN) has many variations such as Deep Convolutional GAN (DCGAN), Stack GAN, Info GAN, Wasserstein GAN and others. These variations are typically used in the context of generating images \[87\]. In its basic form, a vanilla GAN consists of two multi-layer perceptron networks (MLPs) namely the generator ($G$) and discriminator ($D$) (figure 2.3). The generator’s input is noise ($z \sim p(z)$) and its output $G(z)$ is synthetic or fake data. In other words, the generator’s target is to learn the underlying distribution of the training data $p_{data}$. On the other hand, the discriminator accepts two inputs: the first is the ‘real’ training data ($x \sim p_{data}(x)$) and the second is ‘fake’ synthetic data generated by the generator. The discriminator outputs a single scalar indicating whether the input samples are real or fake. The discriminator’s output plays a vital role in optimizing the parameters of both the discriminator and the generator (dotted lines in figure 2.3).

![Figure 2.3: Generative Adversarial Network](image)
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Refer to equation 2.7 which is first proposed by [29]. The generator \((G)\) is trained to minimize \(\log(1 - D(G(z)))\) or essentially maximize \(D(G(z))\). On the contrary, the discriminator is trained to maximize \((\log(1 - D(G(z)))\) or essentially minimize \(D(G(z))\). This means that the generator and the discriminator are playing a min-max game. GAN is a zero-sum non-cooperative game. If one player wins, the other loses. Zero-sum game converges when Nash equilibrium is reached. This is the state reached when the first player will not change action regardless of the second player and vice versa.

\[
\min_G \max_D V(D, G) = \mathbb{E}_{x \sim p_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim p_z(x)}[\log(1 - D(G(z)))]
\] (2.7)

The generator tries to generate samples that will not be labelled by the discriminator as fake, while the discriminator tries to label all samples generated by the generator as fake. Further, the discriminator is trained to maximize \(D(x)\), i.e. labelling true samples as real. In other words, the generator learns the distribution \(p_g\) over data \(G(z)\) where \(z \sim p_z\).

Consider training \(G\) till it learns the distribution \(p_g\) and fix it. Then train \(D\) to attain optimality, i.e. reach the best \(D\) that can discriminate \(p_{data}\) from \(p_g\). Reference [29] shows that such optimal discriminator is given by equation 2.8 below.

\[
D^*_G(x) = \frac{p_{data}(x)}{p_{data}(x) + p_g(x)}
\] (2.8)

Note that in equation 2.8, the less that \(G\) learns the data distribution, the closer \(D\) is to 1, i.e. \(D\) can easily discriminate real and fake samples. Substituting equation 2.8 in equation 2.7, we reach equation 2.9 below.

\[
C(G) = \max_D V(G, D) = \mathbb{E}_{x \sim p_{data}} \left[ \log \frac{p_{data}(x)}{p_{data}(x) + p_g(x)} \right] + \mathbb{E}_{z \sim p_z} \left[ \log \frac{p_g(x)}{p_{data}(x) + p_g(x)} \right]
\] (2.9)

Divergence scores measure the difference between two probability distributions and can be used to evaluate GAN’s performance. The min-max game illustrated by equation 2.7 attempts to learn the underlying distribution from which the real samples were drawn. In essence, this reduces the min-max game to the problem of minimizing a divergence score between the synthetic data and the real data distribution. As per [29], it is shown that his proposed objective function in equation 2.7 approaches a problem of minimizing the Jensen-Shannon divergence (JSD).

JSD is based on Kullback-Leibler (KL) divergence which is also called relative entropy. Let \(P\) and \(Q\) be the probability mass functions with the same support \(\chi\), then the entropy, cross-entropy and KL divergence are given receptively by [88]:
\[ H(P) = -\sum_{x \in X} P(x) \log P(x) \] (2.10)

\[ H(P, Q) = -\sum_{x \in X} P(x) \log Q(x) \] (2.11)

\[ KL(P \parallel Q) = H(P, Q) - H(P) \] (2.12)

JSD is a symmetric version of KL divergence above and given by:

\[ \text{JSD}(P \parallel Q) = \frac{1}{2} KL(P \parallel P + Q) + \frac{1}{2} KL(Q \parallel P + Q) \] (2.13)

where \( M = \frac{1}{2}(P + Q) \)

Setting \( P = p_{data} \) and \( Q = p_g \) in equation (2.13) and as showed by [29], we can write (2.9) as follows:

\[ C(G) = -\log(4) + 2 \cdot \text{JSD}(p_{data} \parallel p_g) \] (2.14)

Hence, the min-max problem defined in (2.7) approaches a problem of minimizing the Jensen-Shannon divergence (JSD).

In conditional generative adversarial networks, proposed by [89], both generator and discriminator are conditioned on extra information such as class label. For instance, instead of having a GAN trained to generate any fake paint of Vincent van Gogh, a conditional GAN may be constructed to generate a fake paint exclusively for natural scenes. The conditional GAN is illustrated in figure 2.4. The difference is mainly due to the addition of a label (i.e. condition) to the inputs of both the generator and the discriminator. It is imperative that the training set shall be labelled. Consider labels \( y^i \forall i : 1, \ldots, N \) where \( N \) is the number of labels associated with \( M \) number of data points (i.e. examples). If the first training example has label \( y^i \), then \( y^i \) shall be concatenated to the noise vector \( z \) and the generated fake example \( G(z) \). Embedding may be used alternatively with concatenation.

The min-max game between the generator \( G \) and the discriminator \( D \) in a conditional GAN is described by equation (2.15)

\[
\min_G \max_D V(D, G) = \mathbb{E}_{(x, y) \sim p_{data}(x, y)}[\log D(x|y)] + \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z)|y))] \] (2.15)

where \((x, y)\) is a pair of real example \( x \) and its corresponding class label \( y \) drawn from the distribution \( p_{data}(x, y) \), and \( z \) is the input noise vector drawn from the random noise \( p_z(z) \).
2.1. Background

same min-max game applies for both equations 2.7 and 2.15.

![Diagram of Conditional Generative Adversarial Network]

Figure 2.4: Conditional Generative Adversarial Network

Equation 2.7 is the loss function used in vanilla GAN. In general, GAN is notoriously difficult to train [90]. As such, other variations of vanilla GAN are introduced such as Wasserstein GAN [91], least-square GAN [92] and others. In this chapter, we focus on the conditional GAN. While the addition of a label (i.e. condition) affects the architecture of the generator and the discriminator, it has no impact on the objective function as defined by the vanilla GAN in equation 2.7. Hence, we alternately refer to the conditional GAN as vanilla GAN.

In addition, several problems are encountered. Non-convergence occurs when the training parameters (i.e. weights and biases) fail to converge. Model collapse occurs when the generator keeps generating the same set of samples. Over-fitting occurs when the generator produces outputs indistinguishable from the training set [93]. Last, but not least, GAN is quite sensitive to the selection of the hyper-parameters such as the number of nodes in a certain layer.

2.1.3 Maximum-mean discrepancy

Divergence scores measure the difference between two probability distributions and can be used to evaluate GAN’s performance. As per [29], when the discriminator is optimized, GAN reduces to a generative model that minimizes the Jensen-Shannon divergence (JSD). JSD is based on Kullback-Leibler (KL) divergence which is also called relative entropy.
Recall that in GAN, the generator is trying to learn a distribution $Q$ that is as close as possible to the underlying distribution $P$ from which the training examples were drawn. Both $P$ and $Q$ are defined on the same probability space $\mathcal{X}$. Since we only have samples from both distributions (i.e. distribution of real data and distribution of fake data), we need to use a two-sample test as a quality metric. Maximum Mean Discrepancy (MMD) has a lower computational cost when compared with other two-sample tests \cite{32}. MMD is used to test whether two distributions are different by finding a well-behaved function that is large on the points drawn from the first distribution and small on the points drawn from the second distribution. The difference between the mean function values on the two samples is called MMD. When MMD is large, the samples are likely from different distributions.

Let the features vector for $i^{th}$ real example be $\{x_i\}_{i=1}^m \sim p(x)$ and the features vector for $i^{th}$ fake example be $\{y_i\}_{i=1}^n \sim q(y)$. Also, let $\mathcal{F}$ be a class of functions $f: \mathcal{X} \to \mathbb{R}$, then MMD is defined as:

$$
MMD[\mathcal{F}, p, q] := \sup_{f \in \mathcal{F}} (\mathbb{E}_x[f(x)] - \mathbb{E}_y[f(y)])
$$

\hspace{1cm} (2.16)

The is found to reduce to \cite{32}:

$$
MMD = \left( \frac{1}{m(m-1)} \sum_{i=1}^m \sum_{j \neq i} k(x_i, x_j) + \frac{1}{n(n-1)} \sum_{i=1}^n \sum_{j \neq i} k(y_i, y_j) - \frac{2}{mn} \sum_{i=1}^m \sum_{j=1}^n k(x_i, y_j) \right)^{1/2}
$$

\hspace{1cm} (2.17)

where $k(.)$ is a kernel and typically chosen to be Gaussian radial kernel defined as:

$$
k(x_i, y_j) = \exp\left(-\frac{\|x_i - y_j\|^2}{2\sigma^2}\right)
$$

\hspace{1cm} (2.18)

where $\sigma$ is a free parameter.

\subsection{Kernel density estimator}

In parametric estimation, the sample is assumed to be independent and identically distributed drawn from a distribution family (e.g. Gaussian) with unknown parameters (e.g. mean and standard deviation). We find the unknown parameter by maximizing the product of the likelihoods of the sample points. This is called maximum likelihood estimation. In non-parametric estimation, no assumption is made about the distribution family that the sample was drawn from. Rather, estimation is made exclusively based on the available training data points.

A histogram is typical non-parametric estimator. Consider a histogram with a bin width of $h$ and a sample $X = \{x_i\}_{i=1}^N$ where $N$ is the number of sample points, the histogram estimator is \cite{94}:
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Figure 2.5: Typical kernels used Kernel Density Estimation

\[ \hat{p}(x) = \frac{\# \{ x_t \text{ in the same bin as } x \}}{Nh} \]  

(2.19)

If we take \( x \) to be always the center of the bin, we can write 2.19 as:

\[ \hat{p}(x) = \frac{\# \{ x - h/2 < x_t \leq x + h/2 \}}{Nh} \]  

(2.20)

As presented in [94], equation 2.20 can be rewritten as:

\[ \hat{p}(x) = \frac{1}{Nh} \sum_{t=1}^{N} w\left( \frac{x - x_t}{h} \right) \]  

(2.21)

where the weight function is:

\[ w(u) = \begin{cases} 1 & \text{if } |u| < 1/2 \\ 0 & \text{otherwise} \end{cases} \]

Apparently, the weight \( w \) makes 2.21 discontinuous at \( x = y_i \pm h/2 \); hence it is replaced by a smooth weight function, i.e. the kernel function. This takes us to the kernel density estimator. We further extend the univariate case in 2.21 to \( d \)-dimensional case. As such, we can write the Kernel Density Estimator (KDE) as:

\[ \hat{p}(x) = \frac{1}{Nh^d} \sum_{t=1}^{N} K\left( \frac{x - x_t}{h} \right) \]  

(2.22)
where $\mathbf{x}, \mathbf{x}_t \in \mathbb{R}^d$, $h$ is a hyperparameter and $K$ is the kernel function. The most popular kernel is Gaussian. It is given as [95]:

$$K(u) = \frac{1}{\sqrt{2\pi}} e^{-u^2/2} \quad (2.23)$$

Other functions such as exponential, rectangular (tophat), Epanechnikov, triangular (linear), and cosine are also available. Figure 2.5 shows these kernels.

By combining both 2.35 and 2.23, we notice that two important parameters impact KDE. These are the selected kernel function $k$ and the bandwidth $h$. Figure 2.6 shows the impact of the bandwidth on the Gaussian kernel.

The bandwidth $h$ is occasionally called the smoothing parameter. As $h$ increases, the estimated density function becomes smoother; however, this may risk capturing the variation in the underlying distribution function which we are trying to estimate. This is called oversmoothing. Conversely, smaller $h$ leads to undersmoothing.

2.1.5 Matched-filter

A matched filter is used to extract a known pattern (a.k.a. template) from signals corrupted with noise. It has several applications in communication such as radar. For example, a radar station may transmit a known signal (template) toward an object and decide how far the object is by detecting the reflected signal. Typically, the reflected signal is corrupted with noise, so a matched filter is used to extract the original template and correctly estimate the distance from the object. A matched filter may be also used to classify the body’s activities that are recorded by body-worn sensors as discussed in the paper [96]. Matched filters are also used in communication over power lines [97]. Define:
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Figure 2.7: Repetitive patterns detected using matched filter

$x[n]$: Discrete signal embedded in noise while $n$ is an independent variable representing the time step.

$s[n]$: Template signal which needs to be extracted from $p[n]$.

$T$: A scaler representing the time steps occupied by the template and indicated as template’s window size.
$h[n]$: The impulse response of the matched filter.

$y[n]$: Filtered output signal.

The matched filter is the optimal linear filter that maximizes the output signal-to-noise ratio. In other words, in order to find the impulse response $h[n]$ of the matched filter, the signal-to-noise ratio needs to be formulated and maximized. Upon solving the optimization problem, the impulse response of the matched filter is found to be (98):

$$h[n] = s[T - n] \quad (2.24)$$

To find the filtered signal $y[n]$, the noisy signal $x[n]$ is convolved with the filter’s impulse response $h[n]$ as per equation (2.25)

$$y[n] = x[n] \otimes h[n] = \sum_{k=-\infty}^{\infty} x[k]h[n - k] \quad (2.25)$$

Combining (2.24) and (2.25), we can write:

$$y[n] = \sum_{k=-\infty}^{\infty} x[k]s[T - (n - k)] \quad (2.26)$$

$$y[n] = \sum_{k=-\infty}^{\infty} x[k]s[T - n + k] \quad (2.27)$$

Figure 2.7 clarifies the filtering process. In the figure, the input signal $x[n]$ has three patterns embedded in noise. The patterns occur at around 30 and 47 time steps. The first pattern extending in time from 0 to 10 is used as a template $s[n]$. The matched filter $h[n]$ is constructed from the template. Finally, the input signal is convolved with the matched filter to produce the output $y[n]$. The output has three peaks that occur at the end of each detected pattern. These peaks can be easily detected by applying a threshold (the red dotted line) and the three embedded patterns can be retrieved. In general At time step $n = T$, the output reaches the maximum value of $\sum x[k]s[k]$. In general, the output $y[n]$ of the matched filter is compared with a threshold $\lambda$ to decide whether a pattern exists (i.e. whenever $y[n] \geq \lambda$) or not.

### 2.1.6 Cross validation

Neural networks and machine learning algorithms usually involve parameters (e.g. weights of neural network) that are optimized during training. In addition, hyperparameters are usually encountered and need to be optimized or tuned. For instance, for a neural network, hyper-
parameters include the number of hidden layers, number of nodes in each layer and others. Tuning hyperparameters may be accomplished using grid search. For instance, a researcher may assign a different number of hidden layers and check the results using the pre-defined quality metric. For the purpose of comparing models and deciding the best hyperparameters, other than the training set shall be used. This is usually called the validation set. The testing set is reserved for the final testing of the model after all its hyperparameters are selected. Instead of isolating a specific set of data samples for validation purposes, k-fold cross-validation is usually adopted.

In k-fold cross-validation, the set of available training examples are divided into k partitions (i.e. folds) of equal sizes. The first fold is held out for testing while training is carried out using the remaining k-1 folds. This is repeated k times with each one of the k partitions being held out for testing. The resulting k scores are averaged. k-fold cross-validation is performed with different values of the hyperparameter to be tuned. Finally, the hyperparameter resulting in the best score is chosen. Clearly, an increased number of folds will result in fewer testing samples. Widely used values of k are 5 and 10.

2.2 Problem definition

It is quite challenging to gather physical measurements for electrical loads in occupied houses. Assume we need to measure the current consumptions of loads in a house for a whole year. This means that we need to keep the measuring instruments (e.g. current transformers) connected to the loads throughout that year. Installing such instruments causes a great deal of inconvenience. Clearly, it is not a matter of accessing the main electrical panel and installing these measuring instruments at the branch circuits; rather each specific load (e.g. dishwasher, furnace, toaster, etc.) needs to be plugged into a standalone local meter. Even if smart plugs are used to sense the currents and wirelessly transmit the data to a central hub, it is still expensive and inconvenient. For instance, a smart plug connected to an electric range may be bulky due to power requirements. To install it, either an electrician needs to be hired to install a recessed receptacle that can accommodate the smart plug, or the house owner needs to live with his range misaligned with the rest of the kitchen cabinets. On the other hand, to ensure variety in data, measuring instruments need to be deployed in several houses of different sizes and in different areas. In practice, it is unlikely that consumers keep eye on the measuring instruments to ensure that they are functional throughout the year. Data may end up being inconsistent and inadequate.

Despite the challenges, there were several decent attempts to gather physical measurements for residential electrical loads [99]. However, these datasets differ in granularity, the number of
houses considered, the number of individual loads and duration. Many of the datasets are for a single home only. Others provide data for multiple homes but at very low granularity which will not allow testing non-intrusive load monitoring algorithms. In this chapter, a framework based on state-of-the-art generative adversarial networks is developed to generate synthetic data for residential individual loads.

Figure 2.8: Power demand patterns for different residential individual loads

Figure 2.8 shows the power demand of two individual loads in a house when they are switched on. We can see that patterns differ in several aspects including cycle duration and power amplitude. However, for a specific load $l$, its pattern is not consistent whenever it is switched on. For example, consider the patterns for the same cloth dryer in figure 2.9. The x-axis shows the time steps in minutes starting from the date stamped at the origin. In the upper figure, the dryer was turned on twice on the 4th of April 2012. Both patterns seem similar. However, the patterns on 5th of April (lower figure) seem quite different. As such, modelling the dryer with a set of circuit elements (e.g. resistors, inductors, etc.) with deterministic values will result in erratic conclusions. Incorporating randomness in the physics-aware model is
2.2. Problem definition

ineffective as each individual load shall be studied separately to model the stochastic process.

![Cloth Dryer Power Demand](image)

**Figure 2.9: Power demand patterns for the same individual load at different times**

In addition to patterns, each individual load exhibits differences in usage habits throughout time. Consider the dryer in figure 2.10. The long bars represent the time when the dryer was switched on. The upper figure shows the usage habits in April while the lower figure shows the habits in May.

In summary, both patterns and usage habits for individual loads incorporate randomness. Patterns are decided by the internal characteristics of the equipment and the applied load. For instance, a cloth dryer may not be loaded with the same weight of clothes every time. Usage habits, on the other hand, are decided by three functions: user’s availability, user’s tendency to switch the load and any built-in automatic control [15]. A furnace is a good example where it is usually controlled by a thermostat, however, occupants can interfere any time to switch it on or off. Accordingly, we can think about patterns and habits as two separate random variables. In this chapter, a framework to learn the underlying distributions of these random variables is proposed. Once learnt, simulation is conducted by sampling from the learnt distributions.

Consider residential individual load \( l \in \{1, \ldots, L\} \) as any electrical load in a house of \( L \) number of load whereas \( l \) can be switched on or off by an occupant, automatic control or both. In practice, \( l \) may be a combination of loads, e.g. a single switch that controls several
light fixtures. Define discrete random power sequence for any load \( l \) over a period \( T \) as \( o^l = \{o^l_1 \ldots o^l_T\} \), we need to:

- Extract from \( o^l \) the set of pattern examples \( \{x^l_i\}_{i=1}^M \) where \( M \) is the number of extracted examples and \( x^l_i \in \mathcal{R}^d \) such that \( d \) is the dimension of the extracted pattern.
- Find the underlying pattern distribution for load \( l \), i.e. \( p(x^l|l) \).

- Extract from \( o^l \) the set of habit examples \( \{y^l_i\}_{i=1}^M \) where \( y^l_i \in \mathcal{R}^3 \) such that the extracted dimension of a habit example represent month of year, day of week and hour of day.
- Find the underlying habit distribution for load \( l \), i.e. \( p(y^l|l) \).
- Generate synthetic pattern and habits from the learnt distributions above, i.e. simulate load \( l \).

As we will see in the following sections, we use generative models to construct both pattern and habit distributions.

Figure 2.10: Power demand habits for the same individual load at different times
2.3 Proposed framework

The proposed framework in this chapter is based on the author’s work published in reference [4]. As explained in 2.2, our main goal is to construct a framework that can estimate both \( p(x^l | l) \) and \( p(y^l | l) \). The proposal is based on the author’s work published in reference [75].

![Diagram of proposed framework](image)

Figure 2.11: Proposed framework for learning patterns and habits of residential individual loads.

Figure 2.11 shows the main blocks in our proposal. Estimating distributions for patterns and habits involves three stages: preprocessing, training and evaluation. The raw data used
Residential load simulation for training is typically provided as a discrete sequence of real power measurements for each load \( l \in \{1, 2, \ldots, L\} \) where \( L \) is the number of loads processed by the proposed model. First, the sequences shall be preprocessed to clean time inconsistency and remove outliers. Time inconsistency, if any, is corrected using interpolation. Outliers are replaced by the mean of adjacent sample points. Once cleaned, the matched filter is used to extract all available patterns and the associated timestamps when patterns start. Templates that the matched filter uses to extract the patterns are either manually extracted from the input power sequence or provided by the manufacturer of that electrical load or appliance.

The proposed model in figure (2.11) allows power measurements to be received from different datasets and for different loads. Datasets may have different sampling rates. For the model to process data from different datasets, a unified granularity interval \( T_g \) (in seconds) shall be defined for all datasets used in training. If the sampling interval of a dataset \( T_s \) (in seconds) is less than \( T_g \), the corresponding power measurements \( o^l \) shall be down-sampled. The load template shall be down-sampled as well and the adjusted load cycle window (i.e. number of sample points in the template) \( W^l \) is calculated.

Loads have different cycle windows \( W^l \). For instance, a dishwasher may have a maximum operational cycle window of 2 hours while a toaster may not exceed 5 minutes. A master window \( W \) for all loads shall be calculated. This is typically taken as the maximum cycle window among all loads. Algorithm 1 summarizes the calculation of \( W^l \) and \( W \). Note that these are unitless scalar quantities as they represent counts of samples. \( W \) is important for designing the conditional generative adversarial network of patterns while \( W^l \) is used in the matched filter.

**Algorithm 1** Computation of \( W \) and \( W^l \)

**Input:**
- Unified granularity interval in seconds \( (T_g) \)
- Dataset sampling interval in seconds \( (T_s) \)
- Cleaned load templates \( s^l \) for all loads \( l \in 1 \ldots L \)

**Output:**
- Adjusted load cycle window \( (W^l) \) \( \forall l = 1 \ldots L \)
- Master window \( (W) \)

1: \textbf{for} \( l = 1 \) to \( L \) \textbf{do}
2: \hspace{1cm} \( W^l \leftarrow \text{ceiling}(T_s/T_g \times \text{length}(s^l)) \)
3: \hspace{1cm} \textbf{end for}
4: \( W \leftarrow \max\{W^l\} \forall l = \{1, 2, \ldots, L\} \)

The matched filter in figure (2.11) receives two inputs: the cleaned and re-sampled power sequence \( o^l \) for each load and its respective template \( s^l \). The matched filter is constructed as per equation (2.27) and convolved with the input signal \( o^l \). Substituting the obtained \( W^l \) in
algorithm[1], we can re-write equation [2.27] for each load $l$ as:

$$y^l[n] = \sum_{k=-\infty}^{\infty} o^l[k] s[W^l - n + k]$$

(2.28)

The indices of the peaks are detected by applying a threshold to $y^l$. The indices represent timestamps when a pattern in $o^l$ is detected. In specific, the SNR is maximized when the end of each pattern is detected. Hence, $W^l$ number of samples that occur before the detected index is extracted. If $W^l < W$, the extracted pattern is padded with zeros to have a dimension of $W$.

The extracted power values are saved as the $i^{th}$ example of pattern which is concatenated with the load’s label, $l$. This is repeated for all detected patterns to end up with the set of training examples $\{x^l_i\}_{i=1}^M \forall l$ such that $x^l_i \in \mathbb{R}^{W+l}$. Figure 2.12 shows a typical example of the dataset to be used for training patterns using conditional GAN.

On the other hand, the time stamp when the patterns are detected is passed on to the feature engineering module shown in figure 2.11. The module extract from the timestamps the three features mentioned in 2.2, i.e. week-of-year, day-of-week and hour-of-day. The engineered features are concatenated with the load’s label $l$. This is repeated for all detected time stamps to end up with the set of training examples $\{y^l_i\}_{i=1}^M \forall l$ such that $y^l_i \in \mathbb{R}^4$. Figure 2.13 shows a typical example of the dataset to be used for training the habits.

The above assumes that loads are encoded using integer numbers. This is usually known as label encoding and it is used throughout our discussion for simplicity. However, using integer numbers implies that loads are ordinal. i.e. load encoded 1 is less than load encoded 2 and so forth. However, this is not true, so a better way to encode loads is to use one-hot-encoding. In such a case, each load is represented by a unit vector. For instance, if we have 3 loads, the first load will be encoded as [0 0 1], the second as [0 1 0] and so forth. Hence, one-hot-encoding will increase the dimension of the datasets shown in figure 2.12 and 2.13 by the number of loads less 1. The one is subtracted since the one-hot-encoding will replace integer encoding. Accordingly, the dataset used for patterns can be expressed as $\{x^l_i\}_{i=1}^M \forall l$ such that $x^l_i \in \mathbb{R}^{W+l}$.

![Typical example used for training patterns](image)
where \( L \) is the number of loads. Similarly, the dataset used for habits can be expressed as \( \{y^l\}^M_{i=1} \) \( \forall l \) such that \( y^l \in \mathcal{R}^{3+L} \).

Figure 2.13: Typical example used for training habits

In practice, the datasets \( \{x^l\}^M_{i=1} \) \( \forall l \) and \( \{y^l\}^M_{i=1} \) \( \forall l \) are usually split into training and testing. Further, the batch size is defined so training examples can be ingested into generative adversarial networks in batches. For clarity, in subsequent discussions, we will refer to a batch of patterns as \( x \) and to a batch of habits as \( y \). The bold symbol indicates that each example in the batch is multi-dimensional. Recall that loads’ labels are already concatenated in \( x \) and \( y \) as explained in figures 2.12 and 2.13. Further, \( z \) refers hereafter to the batch compromising noise vectors concatenated with labels matching these concatenated in the real examples. In other words and without loss of generality, although our model involves conditional generative adversarial networks as demonstrated by figure 2.4, we will treat these as generative adversarial networks as per figure 2.3. The conditional GAN for patterns is abbreviated CGAN-Patterns, while the conditional GAN for habits is abbreviated CGAN-Habits.

In figure 2.11, CGAN-Patterns receives \( x \). Initially, the loss defined by 2.7 is used. However, during experimental trials, we encountered instability using the vanilla loss, so we introduced inverted vanilla loss that resulted in substantial improvement in the performance. The introduced loss is given in 2.29 below.

\[
\min_G \max_D \mathbb{E}_{x \sim p_{data}}(\log(1 - D(x))) + \mathbb{E}_{z \sim p_z}[\log D(G(z))] \quad (2.29)
\]

Following the steps of [29] and as discussed in 2.1.2, we write our inverted vanilla optimal discriminator (for fixed \( G \)) as:

\[
D^*_G(x) = \frac{p_g(x)}{p_g(x) + p_{data}(x)} \quad (2.30)
\]

The proof is straightforward and follows the same steps of [29] with 2.29 used instead of 2.7. We may simplify 2.29 by showing that we are sampling from \( p_g \) instead of sampling from
Accordingly, we write our objective as:

\[
\min_G \max_D L(D, G) = \mathbb{E}_{x \sim p_{\text{data}}} [\log(1 - D(x))] + \mathbb{E}_{x \sim p_g} [\log D(x)]
\]  

(2.31)

Substituting the optimal discriminator in 2.31, we obtain the virtual training criterion:

\[
C(G) = \max_D L(G, D) = \mathbb{E}_{x \sim p_{\text{data}}} \left[ \log \frac{p_{\text{data}}(x)}{p_{\text{data}}(x) + p_g(x)} \right] + \mathbb{E}_{x \sim p_g} \left[ \log \frac{p_g(x)}{p_{\text{data}}(x) + p_g(x)} \right]
\]  

(2.32)

which is identical to the equation derived by [29]. Similarly, our training criterion will similarly reduce to:

\[
C(G) = -\log(4) + 2 \cdot \text{JS}D \left( p_{\text{data}} \parallel p_g \right)
\]  

(2.33)

where JSD is the Jensen-Shannon divergence between the real and model distributions. Hence, our inverted vanilla GAN is related to JSD in exactly the same way the vanilla GAN is related to JSD.

While the parameters (i.e. weights and biases) of CGAN-Patterns are learnt during the training process, hyperparameters need to be optimized (i.e. tuned) as well. Below is the list of the hyperparameters for CGAN-Patterns.

1. Batch size.
2. Number of epochs.
3. Number of iterations within an epoch for the discriminator.
4. Number of iterations within an epoch for the generator.
5. Weight initializers for both generator and discriminator.
6. Number of hidden layers for the discriminator.
7. Number of nodes in each layer for the discriminator.
8. Type of activation functions used in each layer for the discriminator.
10. Input noise type for generator.
11. Input noise dimension for generator.
12. Number of hidden layers for generator.
13. Number of nodes in each layer for generator.
14. Type of activation functions used in each layer for generator.
15. Applied node drop-out percentage for generator.
16. Type of loss for both generator and discriminator.

For learning habits distribution, two methods are used for further comparison. First, CGAN-
Habits is constructed using the inverted vanilla loss as shown in equation (2.34) below.

\[
\min_G \max_D L(D, G) = \mathbb{E}_{y \sim p_{\text{data}}(y)}[\log(1 - D(y))] + \mathbb{E}_{z \sim p_z(z)}[\log D(G(z))] \tag{2.34}
\]

where \( y \in \mathcal{R}^4 \) with an individual example as shown in figure 2.13. Recall that \( z \) represents noise vectors concatenated with labels paired with labels that are concatenated with the engineered features. Clearly, likewise CGAN-Patterns, in CGAN-Habits only one conditional GAN is used for all loads \( l \in \{1, 2, \ldots, L\} \) where \( L \) is the number of loads. The hyperparameters of CGAN-Habits are similar to those listed previously for CGAN-Patterns.

Secondly, the engineered features are passed to kernel density estimators as given in (2.35). Unlike CGAN-Habits, a separate kernel density estimator (KDE) has to be established for each load. Let \( \{v_l^i\}_{i=1}^M \) such that \( v_l^i \in \mathcal{R}^3 \) be the set of engineered features extracted from \( \omega_l \) for for load \( l \). Then for each load \( l = \{1, 2, \ldots, L\} \), a KDE shall be constructed as given in the equation below.

\[
\hat{p}(x) = \frac{1}{Mh^3} \sum_{i=1}^M K\left(\frac{x - v_i}{h}\right) \tag{2.35}
\]

Once constructed for each load, any number of samples may be drawn from the distribution to reflect learnt usage habits for load \( l \). Both kernel \( K \) and bandwidth \( h \) are treated as hyperparameters and shall be optimized.

Ultimately, and once models are trained, the framework is used to generate patterns and habits based on the given load. For instance, a user may be interested in simulating a cloth dryer. The name of the load and the duration of the simulation are ingested into the framework. The user, in return, receives a specified number of patterns and habits. Figure 2.14 shows the trained framework in the simulation mode where the blue ovals represent the output of the proposed framework. The user may choose to randomly combine habits and patterns if needed. Note that, for habits, the best of the two trained models (i.e. CGAN-Habits and KDEs) is used.

### 2.4 Experimental studies

#### 2.4.1 Preprocessing

The experiment is conducted using four loads that are selected from the dataset described in appendix [A]. The loads include cloth dryer (CDE), dishwasher (DWE), fridge (FGE) and heat pump (HPE). Figure 2.17 shows the patterns of various loads before any preprocessing. The signals differ in both shapes and amplitudes.
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Figure 2.14: Trained framework for simulating residential loads

The data is provided in granularity of both one minute (AMPd dataset) and one second (RAE dataset). Reducing granularity by down-sampling the training patterns directly impacts the dimension of the input to the conditional GAN (CGAN-Patterns) which, in turn, leads to less computational complexity. However, further reduction of granularity may lead to losing important features of the patterns. Figure 2.16 shows how some features are lost when granularity is reduced to 5 minutes for a cloth dryer. Reduced granularity causes the learnt distribution for synthetic patterns to deviate from the distribution of real patterns. We found a three-minute granularity to be a good compromise between dimensionality and maximum mean discrepancy, which is the quality metric used to measure the distance between the learnt distribution and the underlying real distribution.

The usage habits of various loads differ widely. Figure 2.17 shows that the usage frequency of a cloth dryer is far less than that of a heat pump. Clearly, the fridge has the highest frequency, which is dictated by the automatic start-ups of the compressor.

As per figure 2.11, the dataset is cleaned by the basic removal of outliers. Data for all four loads are imported from AMPd dataset. Further data for CDE and HPE is imported from RAE dataset. The unified granularity $T_g$ indicated in algorithm 1 is defined as 180 seconds.
Figure 2.15: Raw patterns for different loads

Figure 2.16: Impact of reducing granularity ($T_g$) on the training samples for cloth dryer

(3 minutes). The resulting lengths of templates (i.e. $length(s')$) for CDE, DWE, FGE, HPE are 23, 42, 29 and 16 respectively. This corresponds to lengths of 69, 126, 87 and 48 minutes receptively. Clearly, the window size $W$ is the largest, i.e. 42. The matched filter is then applied to each load to extract all the patterns and their corresponding time stamps. The timestamps are further processes and three features are extracted, i.e. week-of-year, day-of-week and hour-of-day. The datasets for both CGAN-Patterns and CGAN-Habits are finally arranged in the forms of figures 2.12 and 2.13.
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2.4.2 Generating patterns

The processed dataset for patterns is split 80/20 for training and testing datasets. The training dataset is used to train CGAN-Patterns. The architecture of CGAN-Patterns is given in table 2.1. Since we have four loads for our experiment, their labels are encoded as unity vectors of dimension 4. For the generator, the encoded label is concatenated as a condition to a normally distributed noise vector of dimension 100, ending with a generator’s input nodes of 104. Leaky ReLU activation functions are used in the hidden layers while the output layer is Tanh. The output of the generator has a dimension of 42 standing for a synthetic pattern corresponding to the encoded input condition. On the other hand, the encoded label of dimension 4 is concatenated to either the real or synthetic patterns, ending up with 46 input nodes. The discriminator has a binary output representing the probability of an input being real or fake. A sigmoid activation function is used at the discriminator’s output which will limit the output between 0 and 1.

Three types of losses are tested: the vanilla loss (equation 2.7), the inverted vanilla (equation 2.29) and the Wasserstein loss proposed by reference [91]. When using the vanilla loss, the model did not converge. Figure 2.22 shows the evolution of the loss functions for both generator and discriminator during training. Clearly, the losses reach equilibrium in the min-max game.
Table 2.1: Architecture of CGAN-Patterns [4].

<table>
<thead>
<tr>
<th>Component</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Master Window</strong></td>
<td>42</td>
</tr>
<tr>
<td>Conditions (loads)</td>
<td>4 (One-hot Encoded)</td>
</tr>
<tr>
<td><strong>Generator</strong></td>
<td>5 Layers</td>
</tr>
<tr>
<td>Nodes/layer</td>
<td>L1: 104, L2: 100, L3: 150, L4: 100, L5: 42</td>
</tr>
<tr>
<td>Activation/layer</td>
<td>Leaky ReLU, Leaky ReLU, Leaky ReLU, Tanh</td>
</tr>
<tr>
<td><strong>Discriminator</strong></td>
<td>5 Layers</td>
</tr>
<tr>
<td>Nodes/layer</td>
<td>L1: 46, L2: 100, L3: 150, L4: 100, L5: 1</td>
</tr>
<tr>
<td>Activation/layer</td>
<td>Leaky ReLU, Leaky ReLU, Leaky ReLU, Sigm</td>
</tr>
</tbody>
</table>

Figure 2.18: Evolution of the inverted loss during training.

Figure 2.22 shows random samples of the synthetic patterns generated by the CGAN-Patterns with the inverted loss function. The patterns look similar to the real patterns provided in the testing dataset. No over-fitting is experienced as the synthetic patterns are similar but not identical to the training dataset. This indicates that the CGAN-Patterns has successfully learned the distribution of the real data and managed to generate patterns that are drawn from the learnt distribution.

When Wasserstein loss was used, CGAN-Patterns did not learn the underlying distribution properly. Figure 2.20 clearly shows the difference between the inverted vanilla GAN and the Wasserstein GAN vs. samples drawn from the real distribution. Both vanilla and Wasserstein were excluded from further testing and the inverted vanilla was used for optimizing CGAN-Patterns.
Figure 2.19: Synthetic patterns from proposed GAN.
Figure 2.20: Comparison of real versus synthetic patterns.
While training CGAN-Patterns, we faced a common phenomenon called *mode collapse*. This is when the generator replicates the same output every time as depicted in figure 2.21. The problem was eliminated by optimizing the number of iterations that the generator needs to be trained before the discriminator gets updated and vice versa.

![Figure 2.21: Mode collapse in CGAN-Patterns for Cloth Dryer](image)

For qualitative evaluation of the results, the maximum mean discrepancy (MMD) is plotted throughout the training process. Clearly, MMD for each load decreases reflecting successful learning of the underlying distribution from which the real samples were drawn.

![Figure 2.22: Training and synthesis of the GAN system](image)

For further objective evaluation, a classifier neural network is constructed to resemble a person’s eye in judging whether a generated pattern is good or bad. We call this classifier *Evaluator* and its architecture is given in table 2.2. In this case, the encoded labels are used as
output and not input. The evaluator has an input of 42 nodes corresponding to the input pattern for any load. The evaluator is trained to identify the load associated with the input pattern. The evaluator is trained using categorical cross-entropy function given in 2.6. The evaluator is trained using 80% of the real patterns dataset. Once trained the synthetic patterns are passed to the evaluator to check if the evaluator fails to recognize the label of any of the ingested synthetic patterns.

<table>
<thead>
<tr>
<th>Cost Function</th>
<th>Categorical Cross Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Features</td>
<td>42</td>
</tr>
<tr>
<td>Classes</td>
<td>4 (One-Hot Encoded)</td>
</tr>
<tr>
<td>Layers</td>
<td>6</td>
</tr>
<tr>
<td>Nodes/layer</td>
<td>L1: 42, L2: 8, L3: 10, L4: 10, L5: 10, L6: 4</td>
</tr>
<tr>
<td>Activation/layer</td>
<td>ReLU, ReLU, ReLU, ReLU, Softmax</td>
</tr>
</tbody>
</table>

Table 2.2: Evaluator net architecture [4].

Figure 2.23 shows that the evaluator identified the correct labels for almost all the ingested synthetic examples generated by CGAN-Patterns.

![Normalized confusion matrix for synthetic data.](image)

2.4.3 Generating habits

The prepared dataset of engineered features is used to develop models using two generative techniques, namely Kernel Density Estimator (KDE) and CGAN-Habits.
KDE is established for each load using equation 2.35. In training phase, the kernel $K$ and the bandwidth $h$ are selected using 10-fold cross validation. Table 2.3 shows the optimized parameters for all four loads.

<table>
<thead>
<tr>
<th>Load</th>
<th>Cloth Dryer</th>
<th>Dishwasher</th>
<th>Fridge</th>
<th>Heat Pump</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>Gaussian</td>
<td>Gaussian</td>
<td>Exponential</td>
<td>Gaussian</td>
</tr>
<tr>
<td>$h$</td>
<td>0.177827941</td>
<td>0.177827941</td>
<td>0.177827941</td>
<td>0.177827941</td>
</tr>
</tbody>
</table>

Table 2.3: KDE optimized parameters using 10-fold cross-validation [4].

The same engineered dataset is split 80/20 to train the CGAN-Habits. Table 2.4 shows the architecture of the network. The input of the discriminator is the three engineered features concatenated with the one-hot-encoded label as a condition. This results in 7 input nodes with one output node representing the probability of the input data being real or fake. The input of the generator is a noise vector of dimension 50 concatenated with the condition resulting in 54 input nodes. The output of the generator is the synthetic habits, i.e. synthetic week-of-year, day-of-week and hour-of-day.

<table>
<thead>
<tr>
<th>Features</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditions (loads)</td>
<td>5 Layers</td>
<td>4</td>
</tr>
<tr>
<td>Discriminator</td>
<td>5 Layers</td>
<td></td>
</tr>
<tr>
<td>Nodes/Layer</td>
<td>7, 100, 200, 2, 1</td>
<td></td>
</tr>
<tr>
<td>Activation/Layer</td>
<td>Leaky ReLU, Leaky ReLU, Leaky ReLU, Sigm</td>
<td></td>
</tr>
<tr>
<td>Generator</td>
<td>5 Layers</td>
<td></td>
</tr>
<tr>
<td>Nodes/Layer</td>
<td>54, 120, 240, 120, 3</td>
<td></td>
</tr>
<tr>
<td>Activation/Layer</td>
<td>Leaky ReLU, Leaky ReLU, Leaky ReLU, Tanh</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.4: Architecture of CGAN-Habits [4].

While training, snapshots of the distribution of the three features are taken. In figure 2.24, the real training samples for all loads are plotted in blue (circles) while the synthetic samples are in orange (triangles). The real samples maintain the same distribution throughout the training process. Initially, the generator in CGAN-Habits constructs synthetic samples from the input random noise. Since the network’s parameters are not yet optimized, the distribution generated samples (iteration 0) is completely different from that of the real samples. After 1000 iterations, the difference between the two distributions becomes smaller. The learnt distribution keeps oscillating about the target distribution until it reaches equilibrium in the min-max game between the generator and discriminator. This is further illustrated in figure 2.25 which shows the fluctuating losses of both adversaries.
Figure 2.24: Synthetic (triangles) vs. real distribution (circles) while training CGAN-Habits.

Figure 2.25: Loss while training CGAN-Habits
Figure 2.24 does not allow us to clearly see the final distribution of synthetic data compared to that of the real data. To simplify representation, we need to plot the final distribution of each feature for each load. However, this representation of features assumes that features are correlated. For that purpose, we investigate the correlation among the three features for each load. The correlations are shown in figure 2.26. Since correlations among the engineered features are relatively small, we can plot the distributions per load per feature. Distributions of the synthetic features generated by both CGAN-Patterns and KDE are plotted against the distribution of real samples. This is shown in figures 2.27, 2.28, 2.29, and 2.30. In general, the plots indicate that both KDE and CGAN-Habits successfully learnt the underlying distributions of the real engineered features. In some loads, the day-of-week exhibit the largest discrepancy. This discrepancy shall not be fully attributed to the error in learning the target distribution since features are correlated as mentioned earlier.

![Correlation Matrices](image)

(a) Cloth Dryer (CDE)  
(b) Dishwasher (DWE)

![Correlation Matrices](image)

(c) Fridge (FGE)  
(d) Heat pump (HPE)

Figure 2.26: Correlation among engineered features for all loads.

Figure 2.31 shows that MMD for each load is decreasing along the training steps. This quality metric shows that CGAN-Habits successfully approached the target distribution of the
Figure 2.27: Histograms for usage habits of Cloth Dryer (CDE).

Figure 2.28: Histograms for usage habits of Dishwasher (DWE).
2.4. **Experimental studies**

![Histograms for usage habits of Fridge (FGE).](image1)

**Figure 2.29:** Histograms for usage habits of Fridge (FGE).

![Histograms for usage habits of Heat pump (HPE).](image2)

**Figure 2.30:** Histograms for usage habits of Heat pump (HPE).
real samples.

Finally, per load MMDs are calculated for both KDE and CGAN-Patterns. Table 2.5 summarizes the results. KDE surpasses CGAN-Habits in all four loads. However, KDE inherits the limitation of a non-parametric estimator. Hence, for each load, the training dataset shall be always saved to estimate the target distribution in real-time as per equation 2.35. On the other hand, for CGAN-Habits only the model’s optimized need to be saved and a simple feed-forward operation takes place whenever a synthetic sample needs to be generated.

<table>
<thead>
<tr>
<th></th>
<th>Cloth Dryer</th>
<th>Dishwasher</th>
<th>Fridge</th>
<th>Heat Pump</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAN</td>
<td>0.08</td>
<td>0.13</td>
<td>0.20</td>
<td>0.10</td>
</tr>
<tr>
<td>KDE</td>
<td>0.03</td>
<td>0.04</td>
<td>0.06</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 2.5: MMD comparison of usage habit synthesis.

2.5 Summary

In this chapter, we used the latest advancements in generative modelling to develop a novel framework for simulating residential electrical loads. The developed framework is a valuable tool for demand-side studies. Traditionally, simulating the power consumption of electrical loads depends on physics-driven models. In our case, data-driven models are used. In specific,
generative models learn from historical measurements their underlying distributions. Once a distribution is learnt, synthetic data is generated by simply sampling from that distribution.

In the off-line training mode, the framework incorporates three stages: pre-processing the raw power measurements, training the generative models and finally evaluating the results. Once trained, the framework is used to simulate both power consumption patterns and usage habits of the modelled electrical loads.

The framework included conditional Generative Adversarial Network (GAN) as a major building block in addition to Kernel Density Estimator (KDE). Other novel contributions included the automatic extraction of training samples using matched filter and the elimination of GAN divergence problem by inverting the vanilla loss function.

The experimental study was conducted for four electrical loads. The framework successfully learnt the target distributions for both habits and patterns.
Chapter 3

Non-intrusive load monitoring

This chapter first discusses the basic theoretical background of the ML methods used in developing our proposed framework. These methods include hidden Markov model (HMM) and k-Means clustering. HMM is a generative modelling technique mainly used to model a sequence of random variables including time series. In specific, our discussion is limited to Markov models with discrete time steps and first-order Markov property as will be explained later. k-Means clustering is an unsupervised learning technique where no labelled data is present. We only provide general discussion about both HMM and k-Means without discussing the details of their underlying algorithms.

Next, the problem is defined while highlighting the computational complexity involved and assumptions that are usually made about emission distributions. Such assumptions are unlikely to hold for various types of loads and states. In the next section, we tackle these shortfalls by proposing a framework that takes advantage of ML techniques to bypass these assumptions. Finally, the numerical results are presented and the chapter concludes with a summary.

3.1 Background

3.1.1 Hidden Markov model

Hidden Markov Models (HMMs) is a widely used technique in sequence modelling. It has many applications. For instance, a sequence may be a set of words comprising a sentence or a times series data such as the active power consumption recorded by a smart meter.

A sequence is generated by a random process. Unlike random variables, where we may model the variable by a probability distribution, a sequence carries dependency among its successive instances. Each instance is considered as a random variable, i.e state, that is dependent on all previous states. Markov property tightens that dependency by assuming that the distri-
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The distribution of the current state depends only on the distribution of the previous state. Let \( S_t \) be the state at time \( t \), then Markov property may be expressed as \( P(S_t | S_{t-1}, S_{t-2}, ..., S_0) = P(S_t | S_{t-1}) \). This is called a first-order Markov chain. If the current state distribution depends on the previous two states’ distributions, it is called a second-order Markov chain and so forth. To model the whole sequence of states in a first-order Markov chain, we can simply use the chain rule to find their joint distribution.

Figure 3.1: Hidden Markov Model

In *Hidden* Markov Models, states are not observable. Rather, we observe a sequence of emissions or observations caused by these hidden states. For example, for Part-of-Speech tagging, we can think about the sequence of words as the emissions and the underlying part-of-speech (i.e. noun, verb, etc.) as the hidden states.

Consider figure 3.1, the system assumes two states. At any time instance, we can only observe one of three discrete emissions. The probability of transitioning from State 1 to State 2 is \( T_{12} \). The probability of observing Emission 2 while in State 2 is \( E_{22} \) and so forth. Extending the number of states to \( N \) and the number of discrete emissions to \( M \), we define:

\[
\begin{align*}
S &= \{S_1, S_2, \ldots, S_N\} \text{ is the set of hidden states that may be assumed by the system} \\
V &= \{v_1, v_2, \ldots, v_M\} \text{ is the set of emissions that can be observed} \\
q &= \{q_1, q_2, \ldots, q_T\} \text{ is the sequence of states assumed by the system at time instances } 1, 2, ..., T \\
o &= \{o_1, o_2, \ldots, o_T\} \text{ is the sequence of observations at time instances } 1, 2, ..., T
\end{align*}
\]

Accordingly, HMM involves two levels of randomness: probabilities associated with state-to-state transition and probabilities associated with state-to-observation emission. If we know the
initial probabilities of the states, we can fully describe the model by:

$$\lambda = (A, B, \pi) \quad (3.1)$$

where:

- $B = \begin{bmatrix} b_j(m) \end{bmatrix}$ is $N \times M$ emission probability matrix where $b_j(m) \equiv P(o_t = v_m|q_t = S_j)$ is probability of observing $v_m$ at time $t$ given that the system is in state $S_j$

- $A = \begin{bmatrix} a_{ij} \end{bmatrix}$ is $N \times N$ transition probability matrix where $a_{ij} \equiv P(q_{t+1} = S_j|q_t = S_i)$ is probability of assuming state $S_j$ at time $t+1$ given that the system is currently in state $S_i$

- $\pi = [\pi_i]$ is initial state probability vector of $N$ dimension where $\pi_i \equiv P(q_1 = S_i)$

Based on the above, we can define the three common problems typically encountered in HMM [94]:

- Problem #1: Given an emission sequence $o$ and the model’s parameters $\lambda$, find the probability of that given sequence i.e. $P(o|\lambda)$. This is typically solved using forward-backward algorithm which has a complexity of $O(N^2T)$

- Problem #2: Given an emission sequence $o$ and the model’s parameters $\lambda$, find the most likely underlying sequence of hidden states, i.e. find $q^*$ that maximizes $P(q|O, \lambda)$. Viterbi algorithm is typically used to solve this problem which also has a complexity of $O(N^2T)$.

- Problem #3: Find the model’s parameters $\lambda$ by fitting it to $K$ training examples of emission sequences $X = \{o^1, o^2, \ldots, o^K\}$, i.e. find $\lambda^*$ that maximizes $P(X|\lambda)$. A variation of expectation-maximization algorithm, namely Baum-Welch algorithm, is used to solve this problem.

### 3.1.2 k-means clustering

k-Means is a clustering algorithm used in unsupervised learning when no labelled data is available. For example, while analyzing customer’s spending behaviours, we may be interested to classify a customer as either a low spender or a high spender. In this case, we do not need historical labelled data classifying a customer as a low or high spender. Rather, we need to detect similarities in shopping habits among all the customers in the sample. k-Means clustering can be used to detect such similarities.

Assume a sample $X$ with $N$ sample points $X = \{x_i\}_{i=1}^N$. Let us pick $k$ reference vectors or centroids, $m^j, j = 1, \ldots, k$. Note that $m^j$ has the same dimension of $x_i$. We can measure
the distance (e.g. Euclidean distance) between each of the picked reference vectors and every sample point. Each sample point will be allocated to the cluster that minimizes $\|x_t - m_j\|$. We need to find the optimized values of $m_j$ across all the sampling points. The best centroids will be the ones that minimize the reconstruction error defined as [94]:

$$ E \left( \left\{ m^i \right\}_{i=1}^k \mid X \right) = \sum_i \sum_t b^i_t \| x_t - m^i \|^2 $$  \hspace{1cm} (3.2)

where $i : 1, \ldots, k$ is the index for reference vectors and $t : 1, \ldots, N$ is the index for sample points and $b^i_t$ are the estimated labels given as:

$$ b^i_t = \begin{cases} 
1 & \text{if } \| x_t - m^i \| = \min_j \| x_t - m^j \| \\
0 & \text{otherwise}
\end{cases} $$  \hspace{1cm} (3.3)

The first line in 3.3 means that a sample point is allocated to the centroid $m^i$ which is nearest to that sample point among all available $k$ centroids $m^j \forall j : 1 \ldots k$. The optimization problem given in 3.2 is solved iteratively. First, we set the values of $m^i$ randomly and calculate $b^i_t$ for all sample points. Finally, the algorithm converges to an optimized $k$ number of centroids $m^i$ to which each set of sample points are allocated. The returned centroid is the center point of the cluster.

In summary, if the input of the k-Means algorithm is sequence vector $o = \{o_1o_2o_t \ldots \}$, we can obtain the corresponding sequence vector of estimated labels $y = \{y_1y_2y_t \ldots \}$ such that $\forall t, y_t \in \{1, 2, \ldots, k\}$.

### 3.1.3 Quality metrics

Accuracy is a widely used metric to evaluate the performance of a classifier. For instance, a classifier may be used to predict if a certain load is 'on' or 'off'. This is a binary classifier. Usually, in supervised machine learning algorithms, a labelled dataset is provided. The dataset is divided into training and testing. The data samples used for training are not used for testing. After constructing the classifier, the true labels provided in the testing dataset are compared with labels predicted by the classifier. Since classification is binary, we may define one label as positive (e.g. 1 or 'on' state of an electrical load) and the other label as negative (e.g. 0 or 'off' state). If a sample is correctly labelled as positive, we count this as true positive (TP). If a sample is incorrectly labelled as positive, we count this as (FP). Similarly, if a sample is correctly labelled as negative, we count this as true negative (TN). If a sample is incorrectly labelled as negative, we count this as false negative (FN). Accordingly, the model accuracy can
be calculated using equation 3.4 

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \tag{3.4}
\]

When the dataset includes unbalanced samples from both labels, accuracy becomes insufficient to judge the soundness of the model. The two metrics given in equations 3.5 and 3.6 expose that problem.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{3.5}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{3.6}
\]

Usually, any improvement in the model’s precision will be at the expense of recall and vice versa. As such, a single metric ($F_1$) score is used to describe the classifier’s performance. The $F_1$ score is given in 3.7

\[
F_1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{3.7}
\]

### 3.2 Problem definition

In general, an electricity meter records the aggregate energy consumption of a household in kWh. Smart meters make such readings available at fixed time intervals with relatively high granularity. For instance, smart meters installed by London Hydro may provide aggregate energy consumption of a household every 4 minutes. Given that power is the rate of change of energy, we can convert energy readings into power at fixed sampling intervals. Let $\Delta E$ be the kW.h change in energy in the sampling interval $T_s$ in seconds. The estimated power in Watts at $T_s$ is $\Delta E \times 1000 \times 3600 \times \frac{1}{T_s}$. Accordingly, given the energy readings at fixed time intervals $T_s$, we can obtain a sequence of power values for the aggregate load of a household. Consider:

- $\mathbf{o}^l = \{o^l_1, o^l_2, \ldots, o^l_T\}$: the observed aggregate power measurements at time instances 1, 2, $\ldots, T$.
- Alternatively, this may be the estimated power from the recorded energy samples as discussed above.
- $\mathbf{q}^l = \{q^l_1, q^l_2, \ldots, q^l_T\}$: the sequence of states assumed by the electrical load $l$ at time instances 1, 2, $\ldots, T$.

$L$: number of connected electrical loads to the smart meter.

At any point in time, a load is operating in one of its states. For instance, if load $l$ is characterized by $K$ states, then $q^l_t \in \{S_1, S_2, \ldots, S_K\}$. In general, different loads may have a different
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Figure 3.2: Factorial hidden Markov model where the aggregate power $o_t^A$ at any point in time $t$ is dependent on the internal states of all the connected loads at that time instance.

number of states. This is slightly different than what was explained in 3.1.1 where the observation herein is dependent on a collection of states of independent systems (i.e. loads) instead of being dependent on the states of only one system or chain. This is called Factorial Hidden Markov Model (FHMM) and is illustrated in figure 3.2. In FHMM, we may think about

Figure 3.3: Hidden Markov chain for load $l$ with univariate emission distribution such for observed power.

the combination of loads as one single virtual load. The virtual load will have a number of states which is equal to the sum of all states associated with the individual loads. For instance,
consider an aggregate power observation comprising only two loads. If load #1 has 3 states and load #2 has 5 states, then the virtual load may be considered as having a total of 8 states. However, the transition probabilities associated with transitions between the states of the individual loads are all set to zero. In the other words, transitions are only allowed between states belonging to the same individual load.

We can generalize further if we assume \( \mathbf{y}^t \) to be multivariate. For instance, the smart meter may be sampled for both the active power and power factor. In this case, \( \mathbf{y}^t \) will have a dimension of two, each impacted by the same combination of states at time \( t \).

The objective is to find the underlying states for all connected loads. First, the model parameters need to be found (problem #3 in 3.1.1). However, a certain emission distribution needs to be assumed. Consider the hidden Markov chain for load \( l \) in figure 3.3. Given the training dataset, transition probabilities among all states from 1 to \( N \) shall be estimated. Further, emission distribution parameters conditioned on each state shall be estimated. For that purpose, the emission is assumed to follow a certain distribution (e.g. Gaussian in figure 3.3). Then the corresponding parameters conditioned on each state shall be estimated. Note that if an observation is multivariate (e.g. both active and reactive power), a covariance matrix conditioned on each state rather than variance needs to be estimated. In the FHMM set-up (figure 3.2), the parameters shall be estimated for all loads. The assumption that all emission distributions follow the same type introduces errors in the model. Further, considering all loads and their underlying states, the estimation process becomes computationally expensive. In our proposal, we try to simplify the modelling procedure by eliminating the assumption about the type of emission distribution. Another question we answer is that how many states shall we consider for each load. Indeed, this will impact the complexity of the Markov chain and reflect on the computational complexity.

Once the parameters are estimated, Viterbi algorithm (problem #2 in 3.1.1) is used to decode the hidden states.

### 3.3 Proposed framework

The proposed framework in this chapter is related to the author’s work published in reference [75]. As discussed in 3.2, exiting HMM-based solutions for the NILM problem have high computational complexity. Besides, they make assumptions about emission distributions conditioned on various states.

Typically, in FHMM, given the emission sequence, we can find the underlying model (equation 3.1) using Baum-Welch algorithm. However, we eliminate that by proposing a hybrid model that combines both HMM and k-Means clustering to estimate the model parameters.
### 3.3. Proposed framework

In our proposed framework, we focus on simplicity. As such, we make the assumption that for any individual load $l$, only two states are considered: low power ($S^0$) and high power ($S^1$). This is a reasonable assumption since our interest in NILM is just to know if a load is OFF or ON at any instant. Let $\mathbf{q}_l = \{q_{l1}, q_{l2}, \ldots, q_{lT}\}$ be the sequence of hidden states for load $l$ for a duration of $T$. For any sequence instant $q_{lt}$, we can state our assumption as: $q_{lt} \in \{S^0, S^1\}$. We further assume that our observed aggregate quantity is univariate (e.g., only active power). If $\mathbf{o}_l = \{o_{l1}, o_{l2}, \ldots, o_{lT}\}$ is the sequence of observed aggregate signal for a duration of $T$, then for any sequence instant $o_{lt}$, we can state our assumption as: $o_{lt} \in \mathbb{R}$. These two assumptions will substantially reduce computational complexity since it is dependent on the number of states as explained earlier in 3.1.1. On the other hand, we do not make any assumptions about the emission distributions that are conditioned on various load states.

Figure 3.4 shows the main blocks of the proposal. First, physical measurements of individual electrical loads are used for training. Consider $L$ number of loads with physical measurement samples for a duration of $T$ such that $\mathbf{p}_l = \{p_{l1}, p_{l2}, \ldots, p_{lT}\} \forall l : 1, \ldots, L$. The physical measurements are cleaned and preprocessed by removing noise and outliers to obtain the corresponding observation sequences $\mathbf{o}_l = \{o_{l1}, o_{l2}, \ldots, o_{lT}\} \forall l : 1, \ldots, L$. The proposed Hybrid Training Algorithm (HTA) uses the input observations to estimate the parameters of the FHMM model. The parameters include the transition matrix of the aggregate signal ($A^A$) and the emission matrix of the aggregates signal ($B^A$). Further, the resulting centroids for the aggregate model are passed for clustering the aggregate observations $\mathbf{o}^A$ into a sequence of labels $\mathbf{y}^A$.

During production, the input aggregate signal ($\mathbf{p}^A$), typically acquired by the smart meter, is first processed to eliminate any outliers or temporal inconsistency in the sampling interval. The inconsistent sampling rate can be easily treated using interpolation. The obtained clean sequence of observations of the aggregate signal ($\mathbf{o}^A$) is converted into a sequence of labels ($\mathbf{y}^A$). This is achieved by measuring the Euclidean distance between each observation point and each centroid calculated by HTA. The observation point is assigned to the label of the centroid with the nearest distance. Equation 3.8 describes the process of converting the sequence of observations to a sequence of labels.

$$y_{lt}^A = \arg\min_j \|o_{lt}^A - c_j^A\| \quad (3.8)$$

where:

- $o_{lt}^A$ is an observation point (e.g., clean active power) at instant $t$ in the observation sequence $\mathbf{o}^A = \{o_1^A \ldots o_t^A \ldots o_T^A\}$.
- $y_{lt}^A$ is a label assigned to the observation point $o_{lt}^A$ at instant $t$ in the label sequence $\mathbf{y}^A =$
\{y_1^A, \ldots, y_T^A, \ldots, y_T^A\}.

c_j^A is the \(j^{th}\) component of the centroid vector \(c^A\) corresponding to the aggregate signal as calculated by HTA such that \(c^A \in \mathbb{R}^{k^A}\).

Figure 3.4: Hybrid Algorithm for NILM

The number of centroids \(k^A\) calculated by HTA is dependent on the number of centroids associated with each individual model. Let the number of centroids associated with the \(l^{th}\) individual model be \(k^l\), then for \(L\) individual models comprising the aggregate signal, the number of centroids corresponding to the aggregate signal is calculated as:

\[
k^A = \prod_{l=1}^{L} k^l
\]  

(3.9)

The Viterbi algorithm in figure 3.4 uses the saved model parameters \((A^A, B^A)\) to process the input sequence of labels \(y^A\). The algorithm predicts \(q^A\) which is the likely underlying hidden state sequence of the aggregate signal. Further decoding is necessary to obtain the sequence of hidden states for every load i.e. \(Q^l \forall \ l : 1, \ldots, L\). The number of hidden states for the aggregate signal is a combination of the states in the individual loads. Since each individual load is assumed to have two states only, the number of states in the aggregate signal is \(2^L\) where \(L\) is the number of individual loads. In general, the number of states in the aggregate signal equals the product of the number of states for the individual loads. Hence, we can write:
where:

$L$: no. of individual loads

$N_l$: No. of states of the $l^{th}$ load.

$N_A$: No. of states of the aggregate load.

Our proposed HTA is described in algorithm [2]. As input, the algorithm receives clean discrete sequences ($o_l = \{o_{l1} \ldots o_{lt} \} \forall l \in \{1, \ldots, L\}$) representing the processed measured active power values at fixed time intervals throughout a period of $T$ for various loads $l : 1, \ldots, L$ connected in a house. The received observations are clean and have consistent sampling intervals. The input signals are used by HTA to estimate the transition and emission matrices ($A^A, B^A$) for the aggregate clean observation sequence ($o^A$) as shown in figure [3.4]. Further HTA returns the centroid vector $c^A$ that is needed during the real-time disaggregation process to convert the aggregate signal $o^A$ to the corresponding labelled sequence $y^A$ as per equation [3.8].

The algorithm starts by initializing a transition matrix $A^l$ for each load $l$ with a size of $2 \times 2$. The size stems from the fact that we only consider in our model two states corresponding to low power $S_0$ (first row in the emission matrix) and high power $S_1$ (second row in the emission matrix) as explained earlier. The transition matrix will be filled with transition probabilities between states as explained in [3.1]. The algorithm also initializes an emission matrix $B^l$ for each load $l$ with a size of $2 \times k^l$. The emission matrix summarizes the distributions conditioned on every single state. The first row corresponds to emission probabilities conditioned on the low power state $S_0$ while the second row is conditioned on the high power state $S_1$.

Figure 3.5: Illustration of steps 4 and 5 in HTA algorithm. Clean observations $o^l$ (left) for load $l$ are converted to sequence of states $q^l$ (right) by applying a threshold $\tau$ (red dotted line). The four transition frequencies between states are calculated and the load’s transition matrix $A^l$ is updated accordingly.

Once $A^l$ and $B^l$ are initialized, $o^l$ is converted to a sequence of states $q^l$ by applying a threshold ($\tau$). The threshold is very low power value (e.g. 10 Watts) to distinguish $S_0$ states
from $S_1$ states. Then transitions between different states are counted and divided by total number of samples to calculate the corresponding frequencies. These will be the estimated transition probabilities and the $A^l$ is updated accordingly. Figure 3.5 illustrates lines 4 and 5 in algorithm 2.

The sequence of observations $o^l$ is passed to the k-Means algorithm. The number of clusters is determined by the input $k'$. k-Means basically maps each observation sample to the label corresponding to the nearest centroid (i.e. center of cluster) to that observation as explained in
Hence, the sequence of power observations for each load $o^l$ is converted into a sequence of labels $y^l$ and the set of centroids are returned as the centroid vector $c^l$ (line 6 in algorithm 2).

The low power state can not be assumed to emit zero emissions. Such an assumption will result in the cancellation of many load combinations due to multiplication by zero. Hence, we assign a probability of 1 to be associated with the centroid having the lowest power (line 8 in the algorithm 2). This probability is forced to zero (line 12 in the algorithm 2) when it is conditioned on the high power state (row 2). The value and index of the centroid that resulted in the lowest power is obtained in line 7.

The rest of emission probabilities conditioned on $S_1$ are obtained by finding the frequency pertaining to each cluster or label (line 10 in algorithm 2). Finding frequencies is equivalent to finding the histogram of $y^l$ as depicted by figure 3.6. However, since the probability pertaining to the lowest power and conditioned on $S_1$ is forced to be zero, the rest of the probabilities conditioned on $S_1$ shall be normalized so they sum up to 1 (line 13).

Finally, the transition matrix $A^A$ for the aggregate signal is found by Kronecker multiplication of the component transition matrices. The same applies for the emission matrix $B^A$ as depicted by lines 16 and 17 in algorithm 2. The centroids for the aggregate signal $c^A$ are calculated using outer summation of all the individual loads. As an example, consider load 1 with centroid vector $c^1 = \{c_1^1, c_2^1, c_3^1\}$ and load 2 with centroid vector $c^2 = \{c_1^2, c_2^2\}$, then $c^1 \oplus c^2 = \{c_1^1 + c_1^2, c_1^1 + c_2^2, c_2^1 + c_1^2, c_2^1 + c_2^2, c_3^1 + c_1^2, c_3^1 + c_2^2\}$.

![Figure 3.6](image)

Figure 3.6: Illustration of step 10 in HTA algorithm. Clean observations $o^l$ (left) for load $l$ are converted to sequence of labels $y^l$ (middle) using $k$-Means algorithm. The distribution of data is found (right) and the load’s emission matrix $B^l$ is updated accordingly.

### 3.4 Experimental studies

We use the dataset described in appendix A for our experiment. Given the aggregate whole house power signal (WHE), we define our objective to disaggregate the signal and identify the status of three appliances namely: the cloth dryer (CDE), the fridge (FGE) and the heat pump (HPE). Figure 3.7 shows the aggregate active power signal for 450 hours.
For training purposes, we use the physical measurement of power for the three appliances under consideration i.e CDE, FGE and HPE. Data is provided at a granularity of 1 minute. The physical measurements are relatively clean, so only basic detection of outliers is performed. We detect outliers by excluding samples that are substantially above the standard deviation. For both HPE and CDE no outliers were detected while 80 outliers were detected for FGE. Figure 3.8 shows three signals.

It is unlikely that utilities provide customers’ data at that granularity. Hence, the three signals are down-sampled to 3 mins intervals to resemble real-life situations. The three signals are ingested to the hybrid training algorithm (HTA) shown in figure 3.4.

HTP converts the signals to sequences of states. Figure 3.9 shows the resulting sequences for the three individual loads. The red dotted line indicates the applied threshold. Note that
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3.4.1 Experimental studies

Figure 3.9: Conversion of observed power values for various appliances to two-state sequence.

For the cloth dryer (CDE), its low power consumption (trailing edge) is converted to a state of '1' since the load is still operational. As discussed earlier, our objective is not to identify the internal states of a load, rather it is to identify whether that load is on or off. The transition matrix for each load is obtained by counting the 0→1 transitions as explained in 3.3.

Next, HTP performs k-Means clustering on observed sequences and converts them to label sequences as depicted by figure 3.10. The figures on the left represent the observation sequences (cleaned active power) for the three loads. The observations are converted to sequences of discrete labels (figures in the middle). Labels are indices of centroids. The labels and their respective centroids are given in tabular format on the right top of each figure. While we clustered each load into three clusters (i.e. \( k = 3 \) for all loads, we show only two centroids. This is because in our algorithm [2], we dedicate the centroid with the lowest power with \( S_0 \) and here we are interested only with the clusters pertaining to \( S_1 \), i.e. the state that emits higher power. Note that these centroids are not sorted. As such, a smaller label may be associated
with a higher value centroid. For instance, for a cloth dryer, if a sample point is labelled '1', it means that the point has a relatively higher power value than a point labelled '2', since label '1' is associated with a power of 4727 Watts while label '2' is associated with a power of just 266 Watts. Accordingly, the sequences of labels (figures on the middle) do not follow the same waveforms of observations (figures on the left). The column on the right represents the distribution of centroids across the observation sequences. For instance, the heat pump has most of the observed points clustered around 1778 Watts and so forth.

Figure 3.10: k-Means clustering of various load signals.

Once the model is trained according to algorithm 2, it is implemented to disaggregate the smart meter signal. The aggregate observations (figure 3.11) is converted to sequence of labels as explained in 3.3. Since we have three loads and each is clustered into three clusters, we end
up with $3^3 = 27$ centroids that are used to convert the aggregate signal to a sequence of labels (equation 3.9). Given both aggregate transition and emission matrices as estimated by HTA, Viterbi algorithm is used to predict the hidden states of the aggregate signal. Since each load has two hidden states, the number of states for the aggregate signal is $2^3 = 8$ as per equation 3.10. These represent the combination of states of the three loads as shown on the y-axis of figure 3.13.

The inferred state sequence for the aggregate signal is further decoded to identify the hidden state sequence for each individual load. The resulting state sequence train for load has a duration that is equal to the ingested aggregate signal as depicted by figure 3.10. This concludes the disaggregation process.

The AMPd dataset provides physically measured data for both the whole house signal (i.e. aggregate) and the individual loads. This allows us to split the data into training and testing datasets. We use the training dataset for constructing the model parameters for the aggregate signal using HTA. Once trained, the model’s performance is tested using the testing dataset. The resulting individual states are compared to those given in the testing dataset as per AMPd. Table 3.1 summarizes both accuracy and $F_1$ for each load. The cloth dryer scored the lowest $F_1$ score, yet the value is considered satisfactory in the NILM literature. For instance, [101] reports an enhanced $F_1$ score of 83.5% for one of the tested appliances compared with 66.7% when using Bayesian classifier.

<table>
<thead>
<tr>
<th>Load</th>
<th>No. of Centroids</th>
<th>Accuracy (%)</th>
<th>$F_1$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloth Dryer (CDE)</td>
<td>3</td>
<td>99.2</td>
<td>81.7</td>
</tr>
<tr>
<td>Fridge (FGE)</td>
<td>3</td>
<td>98.1</td>
<td>97.4</td>
</tr>
<tr>
<td>Heat Pump</td>
<td>3</td>
<td>99.9</td>
<td>99.4</td>
</tr>
</tbody>
</table>

Table 3.1: Results of proposed non-intrusive load monitoring showing remarkable disaggregation power.

3.5 Summary

In this chapter, a framework to perform non-intrusive load monitoring is proposed. At its core, the framework adopts hidden Markov chains, being one of the widely used generative modelling techniques. Further, a novel hybrid training algorithm (HTA) is proposed. HTA eliminates the need to make assumptions about the emission distribution associated with various electrical loads by incorporating k-Means unsupervised learning algorithm. Instead of restricting its output to both transition and emission distributions for the aggregate signal, HTA
outputs a list of all centroids that can be used to convert the aggregate signal to a sequence of labels. This eliminates the need to use Baum-Welch algorithm to solve for HMM’s parameters. When implementing and tested using the dataset described in A, the model scored remarkably
Figure 3.13: Decoding states of aggregate signal into individual loads

high accuracies.
Chapter 4

Power state estimation

This chapter focuses on the application of generative models to Power System State Estimation (PSSE). First, the necessary background for estimating power states is presented using the widely adopted method namely Weighted Least Squares (WLS). In addition to state estimation, traditional bad data detection (BDD) is discussed in a separate section. This is followed by a background about cycle Generative Adversarial Networks which is based on the material discussed in 2.1.1, 2.1.2 and 3.1.3.

Once the necessary background is discussed, the problem is stated followed by our proposed generative data-driven framework for state estimation and bad data detection.

Finally, experimental results using IEEE-118 test case are discussed and followed by the chapter’s summary.

4.1 Background

4.1.1 Power state estimation

Power state estimation refers to the statistical estimation of voltage phasors at all buses using a redundant set of measurements. The IEEE task force [102] defines two distinct operating conditions of a power grid: quasi-state and transient. In quasi-steady-state operating conditions, the system operating point changes due to slow and smooth load/renewable generation changes. For that purpose, a Static State Estimator (SSE) that processes measurement snapshots is used. In SSE, conventional measurements that are acquired by the remote terminal units in SCADA system are sufficient. Unlike, dynamic state estimators, synchrophasor measurements (like these acquired by phasor measurement units) are not necessary for SSE. In general, system dynamics are not tracked by SSE. It has no memory of the states in the previous time steps. It requires that all states are observable given the measurement vector. In this
chapter, we focus on SSE.

Weighted least-squares (WLS) is a commonly used criterion for SSE. Consider a system of \( N \) buses, the number of unknown states \( n \) is equal to \( 2N - 1 \). This includes all voltage magnitudes and phase angles excluding the reference bus whose phase angle is typically set to zero. A non-linear measurement model is described in [80], [54] and [53] as per equation (4.1).

\[
y = h(x) + e
\]  

where: \( y^T = [y_1, y_2, \ldots, y_m] \) is the vector of observed set of measurements. \( x^T = [x_1, x_2, \ldots, x_n] \) is the vector of true system states which we need to estimate. \( h^T(x) = [h_1(x), h_2(x), \ldots, h_m(x)] \) is the measurement function where \( h_i(x) \) is a scalar function relating the \( i \)th measurement \( y_i \) to all real states \( x \). \( e^T = [e_1, e_2, \ldots, e_m] \) is the vector of measurement errors.

The error given in (4.1) is usually weighted to reflect the accuracy associated with each measuring instrument. WLS provides an estimate of \( x \), namely \( \hat{x} \), by minimizing the sum of weighted error given below:

\[
J(x) = \sum_{i=1}^{m} w_i e_i^2
\]  

where \( w_i \) is weight associated with the \( i \)th measurement. The weight is typically taken to be the inverse of the variance that reflect the accuracy of the corresponding measuring instrument i.e. \( w_i = 1/\sigma_i^2 \). Further, the following assumptions are commonly made regarding the error:

- Any measurement error has an expected value of zero, i.e. \( E(e_i) = 0 \), \( i = 1, \ldots, m \)
- Measurement errors are independent, i.e. \( E[e_i e_j] = 0 \) for \( i \neq j \).

Defining the measurement error covariance matrix as \( R = E[e_i e^T_i] \), then based on the above assumptions, \( R = \text{diag}\{\sigma_1^2, \sigma_2^2, \ldots, \sigma_m^2\} \). Accordingly, we can write the objective function (4.2) in matrix form:

\[
J(x) = [y - h(x)]^T R^{-1} [y - h(x)]
\]  

Applying the first-order optimality condition, the iterative solution based on Gauss-Newton method is given as [80], [103]:

\[
\left[ G(x^k) \right] \Delta x^k = H^T(x^k) R^{-1} [y - h(x^k)]
\]  

where:

- \( k \) is the iteration index
– \( x^k \) is the solution vector at iteration \( k \)

– \( \Delta x^k = x^{k+1} - x^k \)

– \( H(x) = \left[ \frac{\partial h(x)}{\partial x} \right] \) which is \( m \times n \) matrix called the measurement Jacobian.

– \( G\left(x^k\right) = H^T\left(x^k\right)R^{-1}H\left(x^k\right) \) which is \( n \times n \) sparse matrix called the gain matrix.

Based on the above, we note the following:

– Network topology and parameters need to be known in order to calculate the measurement function \( h(x) \). First, various components (e.g. transmission lines, transformers...etc.) of the network are properly modelled in similar fashion to power flow analysis. Then power flow equations that relate all states with available observed measurements are obtained.

– It is necessary to calculate the measurement Jacobian and gain matrices for every iteration. This increases computational complexity and estimation time.

– In practice, not all measurements are obtained simultaneously, so for real-time estimation, the availability of time-tagged measurements is necessary [53].

– Convergence of Gauss-Newton algorithm is not guaranteed. Ill-conditioning may occur for different reasons such as widely different weighting factors and others [103], [53].

– Assumptions are made about the statistical distribution of error.

A DC approximation of the system described in eq. 4.1 is obtained by assuming that all voltage magnitudes are known to be equal to 1 per unit and neglecting all shunt elements and branch resistances. Consider \( N \) bus system, the DC approximated model is expressed as:

\[
y = Hx + e \tag{4.5}
\]

where:

– \( y \in \mathbb{R}^m \) is the vector of observed measurements and \( m \) is the number of measurements.

– \( H \) is \( m \times N \) measurement matrix relating states to measurements.

– \( x \in \mathbb{R}^N \) is the vector of bus phase angles. One of the buses is typically considered as a reference with its phase angle (i.e. state) set to 0.

– \( e \in \mathbb{R}^m \) is the vector of measurement errors.
Let bus indices $i, j \in \mathbb{N} = \{1, 2, \ldots, N\}$, then a branch $ij$ may represent a transmission line or transformer with branch reactance $X_{ij}$ in per unit.

In DC approximation, observed measurements are restricted to selected real power flows and power injections. Power flow from bus $i$ to bus $j$ is approximated by [80]:

$$y_{ij} = \frac{1}{X_{ij}}[x_i - x_j] + e \quad (4.6)$$

where $x_i$ is phase angle at bus $i$ and $x_j$ is phase angle at bus $j$ while $e$ is the measurement error associated with the measured power injection $y_{ij}$. Further, power injection at bus $i$ is the sum of power flows in the set of branches connected to that bus and denoted as $\mathbb{N}_i \subseteq \mathbb{N}$. Hence, the measured power injection at $i$ can be written as:

$$y_i = \sum_{j \in \mathbb{N}_i} \frac{1}{X_{ij}}[x_i - x_j] + e \quad (4.7)$$

Note that $e$ in eq. 4.7 is the error associated with measuring the power injection which is not the same as the error associated with measuring the power flow given in eq. 4.6. The measurement matrix $H$ can be calculated from both equations 4.6 and 4.7.

A closed form solution of equation for equation 4.5 can be expressed as:

$$\hat{x} = G^{-1}H^T R^{-1}y \quad (4.8)$$

where $G = H^T R^{-1}H$ and $R$ is defined earlier.

### 4.1.2 Bad data detection

Bad data detection (BDD) is an important aspect of any SSE. BDD refers to the determination of the measurement vector that includes any bad data. When bad data is detected, a flag is raised. On the other hand, bad or tampered data identification (TDI) refers to the procedure used to find the specific measurements that were compromised.

Chi-squares test is used for BDD. This arises from the assumption that measurement errors are normally distributed. Hence, from equation 4.2, $J(x)$ will have $\chi^2$ distribution with at most $(m - n)$ degrees of freedom where $m$ is the number of measurements and $n$ is the number of states. Hence, a procedure to detect data would follow the following steps [80]:

- Once states are estimated solve for $J$ in 4.2
- Consider certain detection confidence (e.g. 95%), look up the value from the Chi-squares distribution with $(m - n)$ degrees of freedom.
– If the value of $J$ is larger than the value obtained from the Chi-squares distribution, then bad data is detected and a flag is raised.

A more accurate procedure to detect bad data is by calculating the *normalized residuals*. Recall that the measurement errors are independent and normally distributed, i.e. $e \sim \mathcal{N}(0, R)$ where $R$ is a diagonal measurement error covariance matrix. Consider the linear formulation, the estimated measurement values $\tilde{y}$ can be found by multiplying the estimated states by the measurement matrix as per equation 4.10 below.

$$\tilde{y} = H\hat{x} \quad (4.9)$$

Substituting equation 4.8 in equation 4.10, we obtain:

$$\tilde{y} = Ky \quad (4.10)$$

where $K = HG^{-1}H^T R^{-1}$. The measurement residuals are defined as:

$$r = y - \tilde{y} = (I - K)y \quad (4.11)$$

It is proven that the matrix $K$ has the property that $(I - K).H = 0$ [80], hence from equations 4.11 and 4.5, we obtain:

$$r = (I - K)e = Se \quad (4.12)$$

$S$ is called the *residual sensitivity matrix* and it not symmetric unless all diagonal entries of $R$ are equal. Further, $S$ has the property that $SRS^T = SR$ [80]. Knowing that $e \sim \mathcal{N}(0, R)$ and from equation 4.12, we can find the mean and covariance of residuals as:

$$E(r) = S.E(e) = 0 \quad (4.13)$$

$$\text{Cov}(r) = \Omega = E[rr^T] = S \cdot E[ee^T] \cdot S^T = SRS^T = SR \quad (4.14)$$

The *residual covariance matrix* $\Omega$ is very important. The normalized residual for measurement $i$ can be calculated by dividing the absolute value of the measurement’s residual by the corresponding diagonal entry of the residual covariance matrix, i.e. $r^N_i = |r_i|/\sqrt{\Omega_{ii}}$. The measurement with the largest $r^N_i$ is simply compared against a threshold to decide the presence of any bad data. If the normalized residual is larger than the threshold, the corresponding measurement is identified as being compromised and eliminated. State estimation is repeated,
normalized residuals are calculated for all measurements, the tampered measurement with the largest normalized residual exceeding the threshold is identified and eliminated and the process is repeated until no measurement has a normalized residual larger than the threshold. This process achieves both BDD and TDI.

4.1.3 Cycle GAN

The concept of conditional GAN discussed in [2.1.2] is further extended by [104] to image-to-image translation where the GAN is conditioned on input image rather than a mere label. A naive alternative to accomplish the translation would be by minimizing a certain measure of distance between prediction and ground truth. However, finding the loss function that satisfies the desired output requires expert knowledge. For instance, generating images by minimizing the Euclidean distance results in blurred images. Instead, a min-max game using GAN allows learning the appropriate loss function to satisfy the goal. In such cases, blurred images will not be tolerated as they will be easily identified by the discriminator as fake images [104]. A typical application includes converting a specific photo into paint, or a B&W image to a coloured one.

One limitation of image-to-image translation is the necessity to have paired training samples. For instance, if photos need to be translated into paints of Claude Monet, then for every single photo in the training dataset a corresponding paint by Monet has to be produced. Clearly, this is impossible. Cycle GAN, proposed by [105], provides a solution for that by allowing training using unpaired sets of samples.

The cycle GAN includes two generators and two discriminators and incorporates cycle consistency loss in addition to the adversarial loss usually incorporated in GANs. Mapping is accomplished in both forward and reverse directions. In figure 4.1, there are two domains: \( x \) and \( y \). For instance, domain \( y \) consists of random photos of nature and domain \( x \) consists of random paints by Claude Monet. The cycle GAN is trained to covert any new photo into paint of Monet. \( y^{real} \) consists of a set of real photos used for training while \( x^{real} \) consists of a set of real paints of Monet. The provided training samples of photos and paints are not paired. The forward generator \( G \) is trained to convert photos to paints while the backward generator \( F \) learns to convert paints to photos. In other words \( G : y^{real} \rightarrow x^{fake} \) and \( F : x^{real} \rightarrow y^{fake} \). The generator \( G \) is trained by playing a min-max game with its adversary \( D_x \) while the generator \( F \) plays the min-max game with \( D_y \). This follows the same logic discussed earlier in [2.1.2].

To allow for unpaired training samples, the concept of cycling is introduced. In this case, the synthetic (i.e. fake) samples generated by \( G \) are cycled by \( F \) and the synthetic samples generated by \( G \) are cycled by \( G \). In other words, \( F : x^{fake} \rightarrow y^{cycled} \) and \( G : y^{fake} \rightarrow x^{cycled} \).
Accordingly, we define the following objective functions for cycle GAN.

Adversarial loss between state generator \( G \) and state discriminator \( D_X \):

\[
\min_G \max_{D_X} \mathcal{L}_{GAN}(G, D_X, Y, X) = \mathbb{E}_{x \sim p_{data}(x)} [\log D_X(x)] + \mathbb{E}_{y \sim p_{data}(y)} [\log (1 - D_X(G(y)))]
\]  
(4.15)

Adversarial loss between measurement generator \( F \) and measurement discriminator \( D_Y \):

\[
\min_F \max_{D_Y} \mathcal{L}_{GAN}(F, D_Y, X, Y) = \mathbb{E}_{y \sim p_{data}(y)} [\log D_Y(y)] + \mathbb{E}_{x \sim p_{data}(x)} [\log (1 - D_Y(F(x)))]
\]  
(4.16)

Cycle-consistency loss for both \( G \) and \( F \):

\[
\min_{G,F} \mathcal{L}_{cyc}(G, F) = \mathbb{E}_{y \sim p_{data}(y)} [||F(G(y)) - y||_1] + \mathbb{E}_{x \sim p_{data}(x)} [||G(F(x)) - x||_1]
\]  
(4.17)

### 4.1.4 Embedding

One of the most common techniques to deal with a categorical variable is to encode it using one-hot-encoding, which is a unit vector representation of labels or classes as explained earlier in section 2.3. For example, for a set of three classes, one class is represented by the unit vector \([0\ 0\ 1]\), while the other class is represented by \([0\ 1\ 0]\) and so forth. When the number of classes becomes large, one-hot-encoding causes a substantial increase in data dimensionality and becomes infeasible. Another drawback of one-hot-encoding is the necessity to know all
4.2 Problem definition

Consider \((n + 1)/2\) bus system, we use the traditional estimator given in equation 4.4 to estimate states \(\hat{x} \in \mathbb{R}^n\) from the observed set of measurements \(y \in \mathbb{R}^m\) where \(m > n\). The iteration index \(k\) is set to 0 and the vector \(x^k\) is initialized, then at each subsequent and until convergence, the following needs to be calculated:

- The measurement function \(h(x^k)\) This is an \(m\) number of functions with \(n\) independent variables each.

- Estimate the \(m \times n\) Jacobian \(H(x) = \left[ \frac{\partial h(x)}{\partial x} \right]\)

- Estimate the \(n \times n\) gain matrix \(G(x^k) = H^T(x^k)R^{-1}H(x^k)\). Typically, decomposition techniques are used for that purpose [80].

The set of measurement functions are dictated by the set of corresponding power equations. The parameters of the power grid shall be known in order to derive the measurement functions and the measurement Jacobian. The calculation of matrices at every iteration is computationally expensive. Typically, the \(G\) matrix is less sparse than the bus admittance matrix and as such power estimation problem has higher computational complexity than power flow analysis. The gain matrix may even become singular in some cases e.g. in the case of a large proportion of injection measurements, large weighting factors and others [80]. Since power state estimation shall be carried out online for monitoring purposes, several techniques are proposed to reduce the computational complexity. Given the high computational complexity involved in traditional state estimators, we propose a data-driven framework to shift the burden of iteration and optimization to offline training. Once trained, online state estimation becomes a one-step matrix
multiplication process. However, data-driven models need historical datasets for training and testing. Accordingly, we define our problem as follows:

- Obtain dataset for training and testing. The dataset shall include snapshots (i.e. load scenarios) of historical measurements and historical states. Measurements and states are not necessarily paired. In other words, for each set of observed measurements at a given load scenario \(i\), the obtained set of states belong to the same or different load scenario \(j\). For experimental purposes, we generate these load scenarios along with the associated measurements and states using load flow calculations at various load settings.

- Develop a data-driven generative framework that, once trained, will estimate states given the current set of observed measurements. The system is assumed to be fully observable. Observability is beyond the scope of this research.

- Devise a method to evaluate the estimation accuracy of the proposed framework.

- The developed framework shall be capable of detecting bad measurements and identifying the specific tampered measurements.

The hyperparameters of the developed framework shall be optimized for the experimented test case. Besides, any necessary adjustment of the vanilla objective functions shall be addressed.

### 4.3 Proposed framework

#### 4.3.1 Vanilla cycle GAN

Inspired by the work done by [105] related to image processing, we apply vanilla GAN to the state estimation problem. Figure 4.2 shows the main blocks of the proposed cycle GAN. Once trained, the forward generator neural network \(G\) is used to estimate states from the observed measurements at any time instance. The backward generator neural network \(F\) is used to generate cycled measurements from the estimated states. The cycled measurements are utilized to identify tampered measurements as will be discussed later. Both discriminators \((D_x)\) and \((D_y)\) are neural networks that are necessary for the training process. Define:

- \(x_i\): Sample vector of historical real states recorded at arbitrary load scenario \(i\) where \(x_i \in \mathbb{R}^n\) and \(n\) is the number of states.
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Figure 4.2: Cycle GAN setup for state estimation. Load scenario indices $i$ and $j$ are omitted for clarity.

- $y_j$: Sample vector of historical real measurements observed at arbitrary load scenario $j$ where $y_j \in \mathbb{R}^m$ and $m$ is the number of measurements.

- $G$: State estimator such that $G : \mathbb{R}^m \rightarrow \mathbb{R}^n$.

- $\hat{x}_j$: Estimated states vector where $\hat{x}_j = G(y_j)$.

- $F$: Measurement estimator such that $F : \mathbb{R}^n \rightarrow \mathbb{R}^m$.

- $\hat{y}_i$: Estimated measurements vector where $\hat{y}_i = F(x_i)$.

- $D_x$: Discriminator that aims to distinguish any real states sample $x$ from any estimated states sample $\hat{x}$. $D_x$ plays a min-max game with $G$ such that $D_x : \mathbb{R}^n \rightarrow \mathbb{R}$. The scalar output of $D_x$ represents a probability.

- $D_y$: Discriminator that aims to distinguish any real measurements sample $y$ from any estimated measurement sample $\hat{y}$. $D_y$ plays a min-max game with $F$ such that $D_y : \mathbb{R}^m \rightarrow \mathbb{R}$. The scalar output of $D_y$ represents a probability.

- $\tilde{x}_i$: Cycled states vector where $\tilde{x}_i = G(\hat{y}_i)$.

- $\tilde{y}_j$: Cycled measurements vector where $\tilde{y}_j = F(\hat{x}_j)$.

In the above model, observe the following:

- A states sample $x_i$ and a measurements sample $y_j$ are not necessarily paired i.e. $i$ is not necessarily equal to $j$. This eliminates the need to obtain time-tagged historical readings for training purposes. However, historical readings should reflect the healthy operation of the power grid.
Both discriminators need to distinguish whether their input samples are real or fake (i.e. estimated) regardless of the load scenario index.

It is always true that the load scenario index of a cycled sample matches that of the input sample. This allows for defining an additional loss function, namely cycle consistency loss.

Below, we fully define the proposed training scheme by first defining the necessary losses, followed by the objective function and finally we define the overall optimization problem that is used in training the neural networks shown in the proposed framework (figure 4.2).

- **Adversarial Loss**

\[
\mathcal{L}_{GAN}(G, D_x) = \mathbb{E}_{x \sim p_{data}} \left[ \log D_x(x) \right] + \mathbb{E}_{y \sim p_{data}} \left[ \log (1 - D_x(G(y))) \right]
\]

\[
\mathcal{L}_{GAN}(F, D_y) = \mathbb{E}_{y \sim p_{data}} \left[ \log D_y(y) \right] + \mathbb{E}_{x \sim p_{data}} \left[ \log (1 - D_y(F(x))) \right]
\]

(4.18)

(4.19)

For measurement distribution \( y \sim p_{data}(y) \), \( G \) tries to estimate states \( G(y) \) that are similar to real states \( x \sim p_{data}(x) \), while \( D_x \) tries to distinguish between real states \( x \) and estimated states \( G(y) \). Hence, \( G \) is optimized to minimize adversarial loss while \( D_x \) is optimized to maximize that loss, i.e. the distinction between real and estimated states. The same rationale applies to \( F \) and its adversary \( D_y \).

- **Cycle Consistency Loss**

\[
\mathcal{L}_{cyc}(G, F) = \mathbb{E}_{y \sim p_{data}} \left[ \| F(G(y)) - y \|_1 \right] + \mathbb{E}_{x \sim p_{data}} \left[ \| F(x) - x \|_1 \right]
\]

(4.20)

While adversarial loss learns back and forth mapping functions between measurements and states, there is no guarantee that a set of measurements \( y_i \) at a certain load scenario \( i \) will map to the corresponding states \( x_i \). This is ensured by introducing the cycle consistency loss for both forward and backward mapping functions \( G \) and \( F \). \( G \) is optimized by minimizing the distance between real measurements \( y \) and their cycled version \( F(G(y)) \). The same rationale applies to \( F \).

- **Objective Function**

\[
\mathcal{L}(G, F, D_x, D_y) = \mathcal{L}_{GAN}(G, D_x) + \mathcal{L}_{GAN}(F, D_y) + \lambda \mathcal{L}_{cyc}(G, F)
\]

(4.21)
where $\lambda$ is a hyperparameter that is used to control the relative importance of each loss.

- Optimization Problem

$$
\min_{G,F} \max_{D_x,D_y} \mathcal{L}(G,F,D_x,D_y)
$$

(4.22)

### 4.3.2 Grid-aware cycle GAN

Typically, the parameters of the power grid (e.g. reactances of transmission lines, etc.) are readily available. Hence, we propose and test a novel grid-aware cycle GAN to estimate state and identify bad measurements. Recall that a DC approximation of the system as described in eq. 4.5 is obtained by assuming that all voltage magnitudes are known to be equal to 1 per unit and neglecting all shunt elements and branch resistances. To stress that the measurement matrix $H$ is associated with DC formulation, we will denote $H$ in equation 4.5 as $H_{DC}$.

Equations 4.6 and 4.7 can be used to easily construct $H_{DC}$. For instance, if the $k$th measurement corresponds to a power flow measurement in a transmission line extending from the $i$th bus to the $j$th bus and with a reactance of $X_{ij}$, the $H_{DC}$ entries are updated as follows: $H_{DC}(k,i) \leftarrow 1/X_{ij}$ and $H_{DC}(k,j) \leftarrow -1/X_{ij}$. If the $i$th measurement corresponds to a power injection, then $i$th row, $H_{DC}(i,:)$, is updated with the sum of all reactances associated with the power flows into that bus, i.e. $H_{DC}(i,:) \leftarrow -\sum_{j \in \mathcal{N}_i} H_{DC}(j,:)$ where $\mathcal{N}_i$ is the set of branches connected to the $i$th bus (considering a convention of positive power flowing into the bus).

Once the $H_{DC}$ matrix is constructed, we drop the column that corresponds to its reference bus. We use $H_{DC}$ in the cycle GAN by defining additional loss function that captures the physical relationship between the states and measurements as follows:

$$
\mathcal{L}_{H_{DC}}(G) = \mathbb{E}_{y \sim p_{data}}(y) \left[\|H_{DC}^T \cdot y - G_{angles}(y)\|_1\]
$$

(4.23)

where $G_{angles}$ is the output of $G$ after dropping all states corresponding to voltage magnitudes. Clearly, $G$ is optimized to minimize the distance given in 4.23.

In theory, since $H_{DC}$ is a tall rectangular matrix, getting an estimation of $x$ typically requires the computation of the pseudo-inverse of $H_{DC}$ which is $(H_{DC}^T H_{DC})^{-1} H_{DC}^T$. However, if $H_{DC}^T H_{DC}$ is ill-conditioned, then this inverse cannot be computed and this is the case in practice. To avoid this issue, the transpose operator is used instead (i.e. $x \approx H_{DC}^T y$). Rationale based on singular value decomposition (SVD) is provided in the following to justify why the transpose operation captures important attributes pertaining to the pseudo-inverse. Suppose that the SVD of $H_{DC}$ is:

$$
H_{DC} = U\Sigma V^T
$$

(4.24)

where $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{n \times n}$ are orthogonal matrices that are the left and right singular
vectors of $H_{DC}$ and $\Sigma$ is the diagonal matrix composed of the singular values of $H_{DC}$. The linear mapping $H_{DC}$ can be interpreted as a series of three transformations where the first involves a rotation/ reflection defined by $U$, then scaling with $\Sigma$ and then finally a rotation/ reflection based on $V^T$. It is important to note that the transpose of an orthogonal matrix is the same as the inverse of the matrix. For the transpose of $H_{DC}$, the SVD is now $V\Sigma^T U^T$ where the first transformation is the inverse rotation/reflection defined by $V$ (this is the inverse of the last rotation/reflection of the forward mapping). Then, the scaling operation defined by $\Sigma^T$ follows. The final rotation/reflection $U^T$ is the inverse of the first rotation/reflection of the forward mapping. It is evident now that the transpose operation preserves directional attributes of the inverse mapping from grid measurements to states as the transpose and inverse operations differ by the scaling element $\Sigma$.

Hence, our choice of the grid-aware loss component seeks to preserve the directional attributes pertaining to the mapping from grid measurements to states. As the transpose operator is used, it is not affected by ill-conditioning. Furthermore, $H_{DC}$ matrix is simple to compute and needs to be computed only once. The proposed machine learning model will learn the remaining non-linearities that are not captured by $H_{DC}$ via the adversarial and cycle consistency loss components.

The objective function given in [4.21] is replaced by:

$$L(G, F, D_X, D_Y) = L_{GAN}(G, D_X) + L_{GAN}(F, D_Y) + \lambda L_{cyc}(G, F) + L_{H_{DC}}(G)$$  \hspace{1cm} (4.25)

### 4.3.3 Evaluating cycle GAN for state estimation

We propose a benchmark multi-layer perceptron (MLP) neural network (figure 4.3) to evaluate the performance of the cycle GAN as a state estimator. The MLP is trained to map the input measurements to the corresponding outputs states. Since measurements dataset represent different load scenarios, it is necessary to identify measurements and states in pairs, otherwise, an input measurement vector will be mapped to a state vector that is associated with another load scenario.

The unique ID that identifies each load scenario is a categorical variable. We simulate a large number of load scenarios. Further, some of the simulated load scenarios in the test set may not be encountered in the train set. Accordingly, instead of using one-hot-encoding, we use learned embedding where each class is mapped to a distinct vector as discussed in [4.1.4]. The vector representation is further combined with its corresponding input measurements using point-wise multiplication. As such, it necessary that the vector representation have the
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The output of the MLP will be the complete states vector.

**Figure 4.3:** A benchmark MLP is used to evaluate the cycle GAN accuracy for estimating states. Unlike cycle GAN, labelled input data is used and predicted states are measured against the paired ground truth states.

Let the number of load scenarios be $T \in \mathbb{Z}$ and each load scenario is identified by a unique ID $t \in \mathbb{Z}$ and $\forall t : t \leq T$. The input of the benchmark MLP is both $t$ and its corresponding vector of measurements $y_t \in \mathbb{R}^m$. The benchmark MLP (figure 4.3) embeds $t$ as vector $z_t \in \mathbb{R}^m$. Then the element-wise product $z_t \odot y_t$ is passed to the subsequent fully connected layers. The output $\hat{x}_t \in \mathbb{R}^n$ is the corresponding estimated states. Both $m$ and $n$ are defined earlier in 4.3.1. Let the respective ground truth states be: $x_t \in \mathbb{R}^n$, the MLP is optimized by minimizing the mean squared-error $\mathbb{E}[x_t - \hat{x}_t]^2$.

### 4.3.4 Tampered data identification (TDI)

The proposed cycle GAN can be used for identifying tampered measurements. Figure 4.4 shows the cycle GAN in inference mode. For measurement input vector $y_i$ corresponding to load scenario $i$, a pre-trained $G$ estimates the state vector $\hat{x}_i = G(y_i)$. The estimated state vector is further processed by $F$ to generate the corresponding cycled measurement vector $\tilde{y}_i = F(\hat{x}_i)$. The residual vector $r_i = |y_i - \tilde{y}_i|$ is calculated. Any measurement in $r_i$ is identified as tampered measurement if its residual exceeds a threshold. The value of the threshold decides the sensitivity of the detector.

**Figure 4.4:** Proposed cycle GAN in inference mode used for tampered data identification
4.4 Experimental studies

IEEE-118 case study \cite{107, 108} is used to conduct the experiment. Pandapower \cite{109} and Google’s Tensorflow \cite{110} are used to construct necessary modules. First, different load scenarios are generated. Power flow analysis is conducted and the resulting dataset is aggregated in the proper format. Second, cycle GAN is constructed and trained. Further, a benchmark MLP that maps measurements to states is constructed to evaluate the performance of the cycle GAN. Finally, scenarios with tampered measurements are generated and applied to the trained cycle GAN. The following subsections describe each module in detail.

4.4.1 Generating load scenarios

As illustrated in figure 4.5, loads in IEEE-118 case study are randomly varied according to the uniform distribution. A total of 6000 load scenarios are generated. Power flow analysis is performed for each load scenario to obtain the grid’s electrical quantities such as complex power flows, power injections and voltages. A total of 759 measurements are selected at various locations to resemble observed measurements. Gaussian noise that represents the error in measuring instruments is added to each of the selected measurements ending up with a total of 120,000 samples of noisy measurement vectors. The measurements comprise voltage magnitudes, active and reactive power flows and power injections. The generated measurement-state dataset is used for training and testing the proposed cycle GAN estimator in addition to the benchmark MLP.

To compare computational complexity, WLS method is used to estimate the states for each load scenario using Pandapower’s engine for power state estimation. For each measurement, the variance associated with the measuring instrument is fed to WLS algorithm. It is imperative that WLS assumes a Gaussian distribution for measurement error. The same variance is used when generating the noisy scenarios indicated above. We record both estimation time and the number of load scenarios that failed to converge using WLS.

Each load scenario has a unique ID (e.g. timestamp) which is used for training the benchmark MLP. Contrarily, the cycle GAN does not need a paired measurement-state dataset.

4.4.2 Training cycle GAN

The dataset generated in 4.4.1 includes both measurements and corresponding states. The dataset is divided into training and testing sets. The unique ID is not used as an input to the cycle GAN. However, we keep track of the unique ID for each training sample in order to calculate MSE against the ground-truth states. Measurements and states used for training are
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Figure 4.5: Constructing Training and Testing Datasets for cycle GAN

separately shuffled. Tables 4.1 shows the optimized architecture of the cycle GAN. The same architecture is used to test both vanilla and grids-aware loss functions as given in equations 4.21 and 4.25 respectively.

Figure 4.6 shows the adversarial losses for both forward and backward generators \((G, F)\) and their corresponding discriminators \((D_y, D_x)\) while training the vanilla cycle GAN with objective function given in eq. 4.21. Figure 4.7 shows the losses while training the grid-aware cycle GAN with objective function given in eq. 4.25.

4.4.3 Benchmarking

A benchmark MLP is constructed to evaluate the accuracy of the cycle GAN. The dataset generated in 4.4.1 is divided into train and testing datasets. Each unique ID representing a load scenario is encoded by mapping it to a vector of continuous numbers using embedding. The embedding shall have the same dimension of the measurement vector to allow for point-wise multiplication. Table 4.2 shows the optimized architecture of network.

For a labelled input of measurements, the MLP is optimized by minimizing the mean squared-error between the predicted states and the corresponding ground truth states that are identified by the ingested label. Figure 4.8 shows the progression of loss while training the benchmark MLP.

After training, the test set is ingested to all three networks, i.e. the benchmark MLP, the
### Table 4.1: Cycle GAN Architecture

| Nodes | Input: 759  
|       | Output: 235  
| Activation | relu, relu, relu, relu, tanh  

### State Discriminator - $D_s$

| Nodes | Input: 235  
|       | L1:512, L2:1024, L3:256, L4:64  
|       | Output: 1  
| Activation | relu, relu, relu, relu, sigmoid  

### Measurement Generator - $F$

| Nodes | Input: 235  
|       | Output: 759  
| Activation | relu, relu, relu, relu, relu, tanh  

### Measurement Discriminator - $D_y$

| Nodes | Input: 759  
|       | L1:512, L2:1024, L3:256, L4:64  
|       | Output: 1  
| Activation | relu, relu, relu, relu, sigmoid  

### Table 4.2: Benchmark MLP Architecture

| Nodes | Input1 (load scenario unique ID): 1  
|       | (embedding): 759  
|       | L1 (pointwise multiplication): 759  
|       | L2 (pointwise multiplication): 759  
|       | Output: 235  
| Activation | relu, relu, relu, relu, relu, tanh  

vanilla cycle GAN and the grid-aware cycle GAN and the mean squared error is calculated. Table 4.3 summarizes results. Clearly, the grid-aware cycle GAN exhibits remarkable accuracy in estimating the power states. Recall that the benchmark MLP needs a labelled dataset during
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(a) Losses for estimating states. \hspace{1cm} (b) Losses for recycling measurements.

Figure 4.6: Adversarial losses for vanilla cycle GAN. The forward generator ($G$) and its adversary $D_y$ are trained to estimate states, while the backward generator ($F$) and its adversary ($D_x$) are trained to cycle measurements.

(a) Losses for estimating states. \hspace{1cm} (b) Losses for recycling measurements.

Figure 4.7: Adversarial losses for grid-aware cycle GAN.

Embedding was used to label the 6000 scenarios. No labelled data is needed for training the cycle GAN. Further, MLP can not be used for BDD or TDI. All in all, using MLP as a state estimator is not practical and its function is restricted to benchmarking the estimation accuracy in the proposed cycle GAN.

<table>
<thead>
<tr>
<th>Benchmark MLP</th>
<th>Vanilla cycle GAN</th>
<th>Grid-aware cycle GAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00331</td>
<td>0.00550</td>
<td>0.00321</td>
</tr>
</tbody>
</table>

Table 4.3: Mean squared-error for various models where the MLP is used only for benchmarking purposes.
4.4.4 Identifying bad measurements

We define three attack scenarios and apply them to both vanilla and grid-aware cycle GANs. The attack scenarios are defined as follows:

- **Attack 1**: In this attack, only one measurement is tampered. The measurement of active power flow from bus 106 to bus 105 is tampered by increasing its authentic value by three times its authentic value.

- **Attack 2**: In this attack, three measurements are tampered. These are active power flow from bus 95 to bus 81, active power flow from bus 106 to bus 105 and active power flow from bus 53 to bus 48. The measurements are tampered by increasing their authentic values by 3, 15 and 0.01 times their authentic values respectively.

- **Attack 3**: In this attack, a linear combination of the columns of $H_{DC}$ is constructed. This is known as false data injection (FDI) as stated by [57]. It is proven that FDI bypasses the traditional state estimator in its linear formulation.

We generate 200 random load scenarios with tampered measurements pertaining to each attack scenario. The generated tampered scenarios are processed by the optimized forward generator (G). The corresponding outputs (i.e. estimated states) are processed by the backward generator (F) to obtain the cycled measurements. The tampered measurements are then identified by the trained cycle GAN as explained in 4.3.4.

As explained earlier in 4.3.4, the residual for each measurement is calculated from both the tampered measurement input vector and the cycled measurement vector. This applies to any
4.4. Experimental studies

All measurements with residuals exceeding a selected threshold are identified as tampered. The threshold impacts the identification sensitivity, so a high threshold may fail to capture tampered measurements, while a lower threshold may incorrectly classify an authentic measurement as being tampered.

Typically, any observed measurement may be either tampered (positive) or authentic (negative). If a tampered measurement is correctly identified by the cycle GAN as being tampered, it is counted as a true positive. If the tampered measurement is incorrectly identified as being authentic, it is counted as a false positive. This can be extended to the other classes ending up with four possibilities, i.e. true positive (TP), true negative (TN), false positive (FP) and false negative (FN). Hence, the quality metrics discussed in 3.1.3 are used to evaluate the performance of the cycle GAN to identify bad measurements.

Table 4.4 summarizes the results for both vanilla and grid-aware cycle GANs against each attack scenario. Both cycle GANs achieve remarkable results when identifying tampered measurements. The results are very close. In terms of both accuracy and TDI, the grid-aware cycle GAN is a favourable choice. Note that, unlike traditional state estimators, the proposed framework can easily detect FDI. The second attack, where three measurements were tampered and one of them with a very small factor, is the most challenging scenario to be detected in terms of F1 score.

As indicated earlier, the threshold plays an important role in TDI. If historical data about various attacks is available or such data can be obtained by simulation, a reasonable value of the threshold can be determined. For instance, for the grid-aware cycle GAN, we plotted the evaluation metrics against possible threshold values. The value that maximizes the metric of interest (e.g. F1) is selected (figure 4.9).
Data-driven models are recently employed to tackle 'static power state estimation' and 'bad data detection' as two separate problems. In this chapter, we proposed a novel data-driven generative framework to handle both power state estimation and bad data identification. At the core of the proposed framework is the cycle GAN. Cycle GAN is a generative model that eliminates the need for paired training datasets. We improved the accuracy of the model by incorporating a grid-aware term in the objective function.

The experiment is designed by generating load scenarios using load flow analysis. The load scenarios are generated to reflect a normal operation of the power grid. A benchmark network is constructed to evaluate the estimation performance. The proposed framework recorded remarkable estimation accuracy.

Once the model is trained, measurements are deliberately tampered and ingested into the pre-trained network. Measurements are cycled and residuals are calculated to identify the tampered measurements. With a proper setting of a threshold, the proposed frameworks achieved high accuracy and F1-score.
Chapter 5

Conclusions

The electrical power grid has grown into a complex smart grid associated with digital technology, two-way communication, distributed generation and self-monitoring. It is even expected to grow further into a neural grid with ubiquitous connectivity accompanied by cloud-based artificial intelligence. With this high level of connectivity and complexity, physics-based models become inadequate. Probabilistic generative models stand as inevitable replacements of rule-based models. Yet, generative models are flexible enough to incorporate grid-aware objective functions. While discriminative models are limited to discriminating the target value (i.e. label) for a given observation, generative models can learn the underlying distribution of observations even if they are conditioned on targets (i.e. conditions). Generative models in our research included conditional GAN, kernel density estimator (KDE), hidden Markov model (HMM) and finally cycle GAN.

5.1 Summary

In this thesis, we introduced various types of generative models in both areas of power transmission and power demand. While simulating residential electrical loads, both conditional generative adversarial (GAN) networks and kernel density estimators (KDE) were used. Conditional GANs were used to learn the distribution associated with the power waveform of each experimented residential load. Instead of building four GANs for the four experimented loads, only one conditional GAN was used to learn the underlying distribution conditioned on the corresponding load. In other words, if a random variable $x$ represents any load’s waveform, then for each load $l$, the conditional GAN (CGAN-Patterns in figure 2.11) learnt the distribution $p(x|l)$. Once learnt, we managed to sample from that distribution to obtain synthetic patterns for a given load. Similarly, the synthetic habits were generated (using CGAN-habits in figure 2.11) after converting the timestamps associated with patterns to engineered features.
In addition, for each load, a kernel density estimator was constructed. The performance of each model was evaluated using maximum mean discrepancy. In practice, an inverted form of the vanilla objective function was proposed to improve stability.

For load disaggregation (i.e. NILM), HMM’s model was constructed by estimating the transition and emission distributions using the proposed hybrid training algorithm. In the algorithm, transition probabilities were estimated by simply counting the on-off transitions in the training sequence for each load. Emission distribution is approximated using k-means clustering for each load. Individual loads were combined into a factorial HMM model for the aggregate signal (i.e. smart meter’s active power measurements). The aggregate signal is converted into a discrete sequence of labels based on the centroids produced by the hybrid algorithm. Viterbi algorithm is used to disaggregate the input sequence of labels into the combined states which are then converted to the individual states. The proposed NILM model may be easily adopted by electrical utilities and integrated into their demand-side programs that enable their customers to cut back on their energy costs. However, it is imperative that a larger training dataset will result in a better model. A larger dataset may include more loads with their real power consumption being recorded for longer periods of time.

For state estimation, a framework mainly based on cycle GAN is used to map the set of redundant measurements into the hidden states. The cycle GAN allowed for an unpaired training set of measurements and states. Different load scenarios representing the normal operation of the power grid are generated using load flow analysis. These scenarios are split into training and testing datasets. To improve accuracy, an additional grid-aware loss is introduced. Further, the cycle GAN successfully detected tampered measurements, thanks to the backward GAN (F in figure 4.2) that produced the cycled measurements. By comparing the observed measurements with the cycled measurements, individual residuals are calculated. If a residual exceeds the threshold, the respective measurement is considered tampered. To evaluate the estimation performance, a benchmark neural network is constructed and the mean squared error of the cycle GAN is compared with that of the benchmark network. Bad data identification is evaluated using F1 score besides accuracy.

In NILM problem, we used Hidden Markov Models. In the area of power transmission, we fully exploited cycle GAN to estimate power states and identify bad data.

5.2 Contributions

In each researched topic, several novel contributions are made. The contributions of chapter 2 are summarized as follows:

1. We developed a flexible framework to generate synthetic load patterns and consumers’
usage habits in a household. By utilizing a conditional generative adversarial network (GAN), we eliminated the need to build a model for each specific load. We open-sourced our code\footnote{Code is available at \url{https://github.com/skababji/ElecLoads}} for researchers and industry.

2. We utilized a signal processing technique, namely, matched filter, in pre-processing the available public time series and converting it to two sets of training examples representing patterns and habits.

3. We stabilized the training process by inverting the existing loss function that is used in vanilla GAN.

4. We conducted comparative studies for learning habits between two generative models, namely, conditional GAN and Kernel Density Estimators.

In chapter\footnote{Code is available at \url{https://github.com/skababji/ElecLoads}} 3 we applied hidden Markov model (HMM) to the NILM problem. While HMM is a commonly used generative method, assumptions are typically made regarding the probability distribution of the observed sequence of power samples (i.e. emissions). We introduced a novel hybrid framework that utilizes k-means clustering to eliminate the assumptions made about the probability distribution of emissions.

The novel contributions of chapter\footnote{Code is available at \url{https://github.com/skababji/ElecLoads}} 4 are summarized as follows:

1. We developed a semi-supervised generative framework using cycle GAN to estimate power states from a redundant set of measurements. Unlike other data-driven solutions, ours does not require paired datasets of measurements and states. The only requirement is to ensure that the training data is acquired during the grid’s normal operation.

2. The developed framework naturally supports tampered data identification in one integrated package. This is a major contribution over existing discriminative models. Unlike existing solutions, our model eliminates the need for training using tampered data, which is usually rare and difficult to predict. Further, our model identifies the exact tampered measurement rather than just raising a flag that bad data is detected.

3. We optimized our model and introduced a novel grid-aware loss to enhance estimation accuracy.

4. We developed a benchmark neural network to evaluate the accuracy of the proposed framework. The benchmark neural network employs label embedding to identify a large number of load scenarios in the mapping process. The embedding concept is widely applied in the literature of natural language processing and is successfully applied to our application.
5.3 Future works

For residential load simulation, our work can be extended as follows:

- Automate the process of extracting the load’s template from the raw input time series.
- In addition to maximum mean discrepancy, incorporate further metrics to measure the distance between the real and learnt distributions. Evaluation of GANs remains a topic that is widely researched in various disciplines. While some measures are well-established in the field of image processing, further research is needed in other fields.
- The proposed framework allows for different sampling rates and, hence, additional public datasets may be used for training. The additional training datasets may include different types of loads as well as different levels of occupancy and usage habits. This improves the model’s versatility and expands its usability.
- The modelled habits in the framework are functions of occupants’ availabilities, proclivities (i.e. tendencies to operate a load) and loads’ internal cycles. Both availability and proclivity are impacted by external factors such as the weather condition, the holiday season, the region..etc. Accordingly, the proposed model for simulating habits may be improved by adding more features. For instance, using the time stamp provided with the training dataset, the corresponding historical temperature may be fetched from service providers (e.g. [https://www.weatherstats.ca/](https://www.weatherstats.ca/)) and added as a feature to train habits.

For Non-intrusive load monitoring, our work can be extended as follows:

- In our proposed hybrid training model, conduct a comparative study if k-means clustering is replaced by other clustering techniques such as Gaussian mixture models.
- The Viterbi algorithm in the proposed framework has high computational complexity. This is greatly impacted by the size of the aggregate model matrices (figure [3.4]). In algorithm [2], the first row of the emission matrix for each load is highly sparse. This can be researched further to reduce the overall disaggregation complexity.
- The model may be improved by incorporating real-time feedback from the occupants. For instance, when the model incorrectly identifies a load to be in the ’on’ state, an occupant may send an error message and the model will adjust its parameters accordingly.

For state estimations, our research may be extended to several important areas. This can be summarized as follows:
5.3. **Future works**

- The proposed framework needs to be investigated for its applicability to the distribution network.

- The sensitivity of residuals to various types of errors and attacks needs to be thoroughly studied.

- The state estimation performance of the proposed framework needs to be thoroughly investigated while varying the number, types and location of the measuring instruments. The impact of observability needs to be researched and compared with traditional estimation methods.
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Appendix A

Public datasets

AMPd dataset

The Almanac of Minutely Power dataset (AMPds) is presented by [111, 112] and is available on-line at https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/FIE0S4.

The dataset consists of series of time-stamped real power measurements for each individual load. The measurements are physically recorded throughout two years (from April 2012 to March 2014) at a sampling rate of 1 sample per minute. In addition to real power, voltage, current, frequency power factor and other electrical quantities are recorded. The aggregate consumption recorded by the smart meter is monitored and saved at the same sampling rate. The aggregate consumption is denoted WHE and named ‘Whole-House meter’.

The monitored individual loads are given unique IDs. Occasionally, a branch circuit rather than an individual load is monitored. However, the following loads were individually monitored:

CDE- Clothes Dryer
CWE- Clothes Washer
DWE- Dishwasher
FGE- Kitchen Fridge
FRE- HVAC/Furnace
HPE- Heat Pump
HTP- Instant Hot Water Unit
WOE- Wall oven
RAE dataset

The Rainforest Automation Energy (RAE) dataset is presented by [113]. The data is available on-line at https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi%3A10.7910/DVN/ZJW4LC.

Measurements are physically acquired using sub-meters at a rate of 1Hz for two houses, both located in Burnaby, BC, Canada. For the first house, data is acquired in February and March 2016. Individual loads monitored included clothes dryer, Kitchen dishwasher, heat pump and others. For the second house, data is acquired in September and October 2017. The second house includes similar loads to the first one.
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