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Abstract 

Delta relaxation enhanced magnetic resonance (dreMR) is a field cycled magnetic 

resonance imaging method for quantitative molecular imaging. DreMR uses an insertable 

field cycling coil to exploit longitudinal dispersion of contrast agents producing signal 

proportional to their concentration. Assumptions in the development of dreMR included 

instantaneous ramping of the insert coil and perfectly homogeneous field shifts. Here we 

discard these assumptions and show that finite ramping and field inhomogeneities can 

impair proportionality to agent concentration and produce significant signal from 

background tissues. To mitigate these effects, a novel dreMR coil design method is 

developed employing a boundary element method designed layer to the system which 

corrects field inhomogeneities, maximizing the usable dreMR imaging region. While a 

dreMR coil has not yet been constructed for use on humans, with these improvements it is 

expected that human designs will be much more feasible allowing the extension of this 

method to clinical studies. 

Keywords 

Magnetic resonance imaging; field-cycling; contrast agent; relaxivity; T1 dispersion; delta 

relaxation enhanced MRI; Bloch equation simulation; electromagnet design; boundary 

element method; magnetic field inhomogeneity; finite ramping periods 
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Summary for Lay Audience 

Delta relaxation enhanced magnetic resonance (dreMR or “dreamer”) is an 

extension of magnetic resonance imaging (MRI) which allows the user to locate target 

molecules within the imaging subject. By use of an insertable electromagnetic coil and 

field dependent contrast agents, dreMR is able to produce images with signal proportional 

to local concentration of these agents. However, this is the idealized case where the coil is 

able to instantaneously produce a perfectly uniform magnetic field. In reality, this field 

contains imperfections and takes some finite period of time to produce. In this thesis we 

revisit the original derivations of dreMR with these parameters accounted for and find that 

they lead to a loss of proportionality to agent concentration and confound differentiation 

between background tissues and locations of agent. We discuss the feasibility of mitigating 

these effects and present an improved design method for dreMR coils which corrects field 

imperfections. Thus far a dreMR coil has not been constructed for use on humans. 

However, with these improvements it is expected that human designs will be much more 

feasible allowing the extension of this method to clinical studies. 
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Introduction 

This work focuses on the improvement of a quantitative molecular imaging 

modality developed by previous group members and referred to as “delta relaxation 

enhanced magnetic resonance” (dreMR or “dreamer”). In this chapter we will introduce 

the necessary background in dreMR’s parent imaging modality magnetic resonance 

imaging (MRI), the boundary element method (BEM) used in the improvement of dreMR 

hardware, and introduce the theory and hardware that enables dreMR itself. 

1.1 Introduction to magnetic resonance imaging 

MRI is an imaging modality relying on the principles of nuclear magnetic resonance 

(NMR) and the ability to produce a net magnetization within an imaging subject. This 

section will focus on the underlying physical phenomena that enable MRI and how they 

are manipulated using hardware and signal processing to produce three-dimensional 

images within the body. For an in-depth understanding of MRI, the reader is recommended 

to the textbooks “Magnetic Resonance Imaging: Physical Principles and Sequence Design” 

by E.M. Haacke et al [1] or “Principles of Magnetic Resonance Imaging” by D.G. 

Nishimura [2] for a more complete description. 

1.1.1 Magnetization and nuclear magnetic resonance 

All particles with non-zero spin numbers have an intrinsic angular momentum. If these 

particles also carry an electric charge, then they will have an intrinsic magnetic dipole 

moment µ. When subjected to a sufficiently strong external magnetic field, this moment 

will tend to align parallel to the field, in order to minimize its potential energy. Any subject 

to be imaged by MRI will contain large quantities of these magnetic moments. While a 

given moment may not fully reach alignment with the external field due to thermal energy, 

the aggregate of these moments produce a net magnetization, M(r,t), in the direction of the 

field. This magnetization at thermal equilibrium, M0, for a given particle is proportional to 
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particle number density, 𝜌, the external magnetic field, 𝐁0, the square of the particle’s 

gyromagnetic ratio, 𝛾, and inversely proportional to the average thermal energy, 𝑘𝑇, where 

𝑘 is Boltzmann’s constant and 𝑇 is the absolute temperature. 

This relation is referred to as Curie’s Law, where ℏ is Plank’s constant divided by 2π. This 

equilibrium magnetization is one of two key physical phenomena which make MRI 

possible. 

The second physical mechanism which MRI exploits is nuclear magnetic resonance 

(NMR). When a magnetic moment is subjected to an external magnetic field, that field 

applies a torque to the moment normal to their plane. This torque causes the spin to precess 

about the external field vector (Figure 1.1). The frequency at which the spins precess is 

called the Larmor frequency and is determined by the magnitude of the external magnetic 

field, 𝐵0, and the gyromagnetic ratio of the particle. 

The net magnetization of a given type of particle will also then precess at this 

frequency. As we will see, this frequency is important for the detection of signal from the 

sample being imaged, so it is necessary to determine what type of particle we want to 

detect. Hydrogen nuclei (protons) are highly abundant in the human body and are the 

standard choice to image for MRI. Hydrogen has a gyromagnetic ratio such that 𝛾/2𝜋 = 

42.577 MHz/T resulting in Larmor frequencies in the radiofrequency (RF) range for typical 

MRI field strengths of 1.0 – 7.0T. 

 𝐌0 =
𝜌𝛾2ℏ2𝐁0
4𝑘𝑇

 1.1 

 𝑓 =
𝛾

2𝜋
𝐵0 1.2 
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Figure 1.1. Precession of the magnetic moment µ about the external magnetic 

field B0 at the Larmour frequency f. 

For this detectable precession to occur, the magnetization needs to be out of 

alignment from the external field by some angle. By applying a circularly polarized RF 

magnetic pulse at the Larmor frequency, the magnetization can be rotated out of alignment 

from the external field with the angle of rotation determined by the pulse strength and 

duration. As the magnetization then precesses about 𝐁0, a receive coil oriented 

perpendicular to the plane will experience a time varying magnetic flux, inducing an 

electromotive force according to Faraday’s Law of induction. This process of exciting spins 

with a resonant RF pulse and detecting precession with a receive coil is referred to as NMR. 

While NMR can be used for spectroscopy purposes, it is not on its own an imaging 

modality and offers no spatial information about the source of the signal. 

1.1.2 MRI hardware 

Exploiting net magnetization and NMR to enable imaging in a sample requires a complex 

system with many components. Here we will explore the subsystems which account for the 

three main fields used in MRI. While this thesis does not place particular focus on some of 

these systems, they will be mentioned throughout, and the reader will benefit from some 

brief background. 
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1.1.2.1 Main magnet 

Responsible for providing a strong static external magnetic field (B0) to the imaging 

subject, the main magnet polarizes the subject to achieve a net magnetization and provides 

the external field about which the spins precess. The main magnet typically consists of 

cylindrically wound elements of wire cooled, often cryogenically by liquid helium, to 

superconducting conditions. 

The field produced is the strongest of the fields within an MRI commonly with a field 

strength of 1.5T or 3.0T. Some high-field scanners achieve strengths of 7.0T to greater than 

10T as the signal-to-noise ratio (SNR) increases with field strength. While high field 

scanners provide the benefit of improved SNR, the field strength also sets the bulk of the 

system’s cost with scanners running at around $1M per tesla [3]. There is now a movement 

towards improving low-field scanners as they offer lower price tags, reduced safety 

concerns, reduced inhomogeneity effects, less acoustic noise, and less stringent siting 

requirements allowing for point-of-care scanner designs [4–8]. Low-field scanners are 

commonly cryogen-free and require shorter cooling and ramping periods. This makes them 

ideal for regions where power grids are unstable, and prolonged power outages would cause 

sudden increase in temperature leading to the magnet becoming resistive in a process called 

a quench. These quenches lose hundreds of thousands of dollars in liquid helium from 

cryogenic systems, and result in far more down time for mid to high-field scanners than 

low-field. 

1.1.2.2 Radiofrequency systems 

The RF system refers to the transmit and receive RF coils for the scanner. These coils apply 

the resonant RF magnetic pulse (B1) to excite the spins, tipping the magnetization out of 

alignment with the main magnetic field, and receive the MR signal through an induced 

EMF respectively. These functions can also be carried out by the same coil with some 

designs. The RF coils form an LC or ‘resonant’ circuit, with capacitance chosen to tune the 

coil to the necessary Larmor frequency, making RF coils specific to the nucleus you wish 

to image and the B0 field strength. RF coils produce the lowest strength fields on the order 
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of µT and are the innermost piece of MRI hardware, placed as close to the subject as 

possible to maximize SNR. 

1.1.2.3 Gradient systems 

The hardware discussed thus far enables NMR to be performed; the main magnet polarizes 

the subject and provides the external field for the spins to precess about, and the RF coils 

excite the magnetization from alignment and detect the NMR signal. The gradient coils 

now provide the spatial encoding required to move from NMR spectroscopy to MRI. The 

gradient fields (Gx, Gy, Gz) are oriented in the z direction and made to vary in strength 

linearly with position. That is: 

These fields are produced by separate coils within the gradient subsystem and are 

dynamically controlled, with typical field strengths on the order of mT.  

A typical MRI pulse sequence will apply one gradient field during RF excitation, one 

during the relaxation period (see section 1.1.3), and one during the acquisition period. The 

gradient applied during excitation is referred to as the “slice-select” gradient and varies the 

external field strength for slices across the subject. This way when the RF pulse is applied, 

the frequency will only be resonant for one slice thus exciting that single slice from 

alignment. During relaxation a “phase-encode” gradient will be applied to change the 

Larmor frequency in lines across the slice. When this gradient pulse ends, the local 

magnetizations will have spatially dependent phases. Finally, during acquisition, the 

“frequency-encode” gradient will be applied. This gradient will again vary the Larmor 

frequency across lines perpendicular to the phase encoding as the receive RF coil detects 

the signal. The resulting signal can then be reconstructed into a 2D image by use of inverse 

 𝑮𝑥 =
𝜕𝑩𝑧
𝜕𝑥

 1.3 

   

 𝑮𝑦 =
𝜕𝑩𝑧
𝜕𝑦

 1.4 

   

 𝑮𝑧 =
𝜕𝑩𝑧
𝜕𝑧

 1.5 
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Fourier transforms, and the process is repeated with a new slice excited to extend to 

volumetric images. 

1.1.2.4 Shim systems 

Homogeneity of the main magnetic field is extremely important in MRI as distortions will 

cause changes in Larmour frequencies of the protons. This in turn creates errors in the 

spatial encoding of signal and issues with signal reception if the frequency is outside of the 

RF receive system range. In order to maintain high homogeneity in the region of interest 

(ROI) “shims” are used to correct the field. Shims can be categorized as passive shims 

which account for inherent inhomogeneities of the system and environment after 

installation, or active shims which account for inhomogeneities produced by the imaging 

subject. Typically, passive shims are ferromagnetic material placed within the bore while 

active shims are resistive electromagnetic coils. 

1.1.3 Relaxation and the Bloch equations 

After excitation by an RF pulse, the spins, and therefore net magnetization, will begin to 

realign with the main field through a process called relaxation. Relaxation is categorized 

by two main mechanisms; longitudinal relaxation which occurs parallel to B0 and 

transverse relaxation which occurs perpendicular to B0. The longitudinal or “spin-lattice” 

relaxation occurs due to interactions between the spins and the lattice of neighboring atoms. 

As parallel alignment of the magnetic moments with the external field minimizes potential 

energy, the excited spins will transfer quanta of energy with nearby atoms and thus regrow 

the longitudinal component of magnetization to M0. This relaxation is characterized by the 

time constant T1 or inversely the relaxation rate R1 which are specific to the tissue or 

material. 

The transverse or “spin-spin” relaxation occurs due to local field inhomogeneities produced 

by a combination of neighboring atoms and the inhomogeneity of external fields. These 

local inhomogeneities mean that the spins experience slight variation in field strength and 

therefore Larmor frequency, causing dephasing. This loss of coherent phase results in a 
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decay of transverse magnetization towards the equilibrium value of zero. This relaxation 

is characterized by the time constant T2 or inversely the relaxation rate R2 which are specific 

to the tissue or material. 

The phenomena of precession, longitudinal, and transverse relaxation give rise to the 

empirical Bloch equation (Eq. (1.6)) describing the behavior of magnetization in the 

presence of a magnetic field. 

Where 𝐌⊥ refers to the transverse magnetization and it is assumed that relaxation occurs 

for a field directed along the z-axis. For the relaxation period where the only external field 

is the static main field, 𝐁𝑒𝑥𝑡 = 𝐵0�̂�𝑧, the vector component solutions to this differential 

equation become: 

The last of these equations describes the relaxation of longitudinal magnetization towards 

the equilibrium value M0 and will be used extensively in the following chapter. The 

transverse magnetization is detected by the RF receive system while the longitudinal is not. 

As we will see, transverse relaxation is of little importance for dreMR imaging and will not 

be discussed in further detail. 

1.1.4 Contrast mechanisms 

While we have discussed the mechanisms by which a signal is obtained and an image 

formed, we have not yet described the appearance of, or information held in such images. 

This is determined by the choices of acquisition or “echo” time (TE), and the time between 

repeated pulse sequences or “repetition” time (TR), relative to the values of T1 and T2. Three 

standard forms of contrast exist in MRI determined solely by these choices; proton density, 

T1 weighted, and T2 weighted.  

 
𝑑𝐌

𝑑𝑡
= 𝛾𝐌× 𝐁𝑒𝑥𝑡 +

1

𝑇1
(𝑀0 −𝑀𝑧)�̂�𝑧 −

1

𝑇2
𝐌⊥ 1.6 

 𝑀𝑥(𝑡) = 𝑒
−𝑡/𝑇2(𝑀𝑥(0) cos𝜔0𝑡 + 𝑀𝑦(0) sin𝜔0𝑡) 1.7 

   

 𝑀𝑦(𝑡) = 𝑒
−𝑡/𝑇2(𝑀𝑦(0) cos𝜔0𝑡 − 𝑀𝑥(0) sin𝜔0𝑡) 1.8 

   

 𝑀𝑧(𝑡) = 𝑀𝑧(0)𝑒
−𝑡/𝑇1 +𝑀0(1 − 𝑒

−𝑡/𝑇1) 1.9 
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Proton density images seek to image local values of equilibrium magnetization, 

which is proportional to proton density (Eq (1.1)). This is accomplished with a short TE 

relative to both T1 and T2, and a TR far greater than T1 and T2. This allows the magnetization 

to recover fully to its equilibrium value M0 after each pulse sequence and acquires the 

image before significant relaxation can occur. T2 weighting can be achieved with a TR far 

greater than T1 to allow full longitudinal relaxation between sequences, and a TE on the 

order of T2 to allow some transverse relaxation before acquisition. T1 weighting uses a TR 

on the order of T1 to allow partial longitudinal relaxation between sequences, and a TE far 

shorter than T2 to prevent any transverse relaxation before acquisition. 

Additional forms of contrast can be obtained by use of contrast agents. These 

agents, when introduced into the subject, can be used to enhance contrast between normal 

tissue and a target or diseased tissue by shortening T1 and T2 relaxation times of 

surrounding hydrogen nuclei. Superparamagnetic iron oxide nanoparticles (SPIONs) are 

typically T2 shortening agents which decrease local signal intensity [9,10].  Paramagnetic 

gadolinium chelates are often T1 shortening agents which increase local signal intensity in 

T1-weighted images [9,10]. The chelate in these agents, which is primarily used to reduce 

toxicity of the Gd, can be modified to target specific molecules for binding [10]. The ability 

to locate such agents can facilitate molecular imaging and can be used to evaluate disease, 

to inform and monitor treatment, and to assess response. 

 When discussing the effect of contrast agents on tissue relaxation, it is convenient 

to speak in terms of relaxation rates R. The effect an agent has on this rate will be 

proportional to its concentration, with the proportionality coefficient termed the 

“relaxivity” (r) of the agent [11]. 

Where [𝐶𝐴] refers to the contrast agent concentration. The relaxivity of some agents can 

be enhanced when bound to a target molecule to produce additional contrast between bound 

and unbound agent. Some agents will also exhibit longitudinal relaxivity (r1) with strong 

field dependence. This dependence of relaxation rates or time constants on field strength is 

referred to as a “dispersion relation”. Longitudinal dispersion can be exploited to provide 

an additional form of contrast between dispersive and non-dispersive agents or tissues. 

 𝑅𝑡𝑜𝑡𝑎𝑙 = 𝑅𝑡𝑖𝑠𝑠𝑢𝑒 + 𝑟[𝐶𝐴] 1.10 
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Figure 1.2. Relaxivity as a function of field strength for T1 dispersive contrast 

agents VivoTrax, Feraheme, Ablavar bound to rabbit serum albumin (RSA), 

and unbound Ablavar. Data supplied by Dr. Tim Scholl at Robarts Research 

Institute. 

 In this thesis we will focus on two types of dispersive agents; SPIONs and Gd(III) 

chelates. The SPIONs ferumoxytol (Feraheme™, AMAG Pharmaceuticals) and 

ferucarbotran (VivoTrax™, Magnetic Insight Inc, Alameda, CA) are blood pool agents 

which are taken up by macrophages and carried to locations of inflammation such as tumors 

and infections [12–14]. These agents exhibit strong T1 dispersion as can be seen in Figure 

1.2, particularly at low field strengths. Some Gd(III) chelates such as gadofosveset 

trisodium (Ablavar™, Lantheus Medical Imaging, Inc. N. Billerica, MA) exhibit strong 

dispersion relations only when bound to the target molecule [15,16] (Figure 1.2). Ablavar 

is also a blood pool agent, but rather than being uptaken by macrophages it binds to the 

protein serum albumin within blood. These are called “activateable MR probes” and can 

be exploited with a field-cycling coil to produce highly specific molecular images. One 

method for producing longitudinal dispersion contrast in images is dreMR, the 

improvement of which will be the focus of this thesis. 
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1.2 Introduction to the boundary element method 

The BEM is a finite element method which is used to design electromagnets of 

arbitrary surface geometry with specific properties [17–19]. The BEM solution gives 

current densities constrained to the given surfaces which produce a desired field in some 

volume, and can conform to minimum power deposition, inductance, or force and torque 

requirements. This current density can then be approximated with a finite distribution of 

discretized current elements, or a “wire-pattern” which is constructed to produce the 

physical coil. This method will be used extensively in Chapter 3 of this thesis to improve 

the design of dreMR coils. For an in-depth explanation of the underlying math for the BEM, 

our group’s implementation, and its variety of applications, the reader is recommended to 

the PhD thesis “Optimization of a boundary element approach to electromagnet design with 

application to a host of current problems in magnetic resonance imaging” by C.T. Harris 

[20]. 

 

Figure 1.3. Stages of the BEM. (a) The user supplied surface mesh where edge 

nodes are denoted in blue, (b) the stream function solution on the surface, (c) 

the resulting wire pattern where red and blue windings represent positive and 

negative current flow with respect to the x-axis. 

1.2.1 Boundary element method fundamentals 

The BEM is a finite element method and so begins with the discretization of the problem’s 

surface geometry into a mesh of elements (Figure 1.3 (a)). For the implementation 

discussed here these elements are triangular. As the BEM seeks to find a current density 
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producing the desired field, the current density (J(r)) must also be discretized with the 

problem domain. It is convenient to define a scalar stream function (𝜓(𝐫)) to solve for with 

this method and from which J(r) can be calculated via: 

where 𝐧(𝐫) is the outward directed normal vector to the surface at position 𝐫. 

It is standard for finite element methods to solve for specific values at the nodes of 

the problem mesh and define a set of shape functions to interpolate between such values 

across mesh elements. Here, a set of linear shape functions, 𝑁𝑛𝑘(�̃�, �̃�), are used when 

solving for stream function node values, 𝐼𝑛: 

 

where 𝜓𝑛(𝐫) are the set of basis functions formed by the linear shape functions, and (�̃�, �̃�) 

is r in the local coordinates of element k. The discretization of the stream function leads to 

the subsequent discretization of the current density: 

where K is the total number of mesh elements, Ak is the area of element k, and 𝐞𝑛𝑘 is the 

edge vector opposite of node n within element k. 

 By representing 𝐉(𝐫) entirely in terms of the stream function values and mesh 

geometry any property calculable using current density can be found using the stream 

function. These can be included in a design functional which will be minimized to obtain 

the desired stream function. Common properties to design for include field uniformity, 

power deposition, self-inductance, and force and torque constraints. A simple design 

functional used extensively in Chapter 3 consists of a term for field uniformity and a term 

for power deposition. 

 𝐉(𝐫) = ∇ × [𝜓(𝐫)𝐧(𝐫)] 1.11 

 𝜓(𝐫) = ∑ 𝐼𝑛𝜓𝑛(𝐫)

𝑁

𝑛=1

 1.12 

 𝜓𝑛(𝐫) = {
𝑁𝑛𝑘(�̃�, �̃�); for 𝐫 inside element 𝑘

0; for 𝐫 outside element 𝑘
 1.13 

 𝐉(𝐫) ≈ ∑ 𝐼𝑛∇ × [𝜓𝑛(𝐫)𝐧(𝐫)] = ∑ 𝐼𝑛

𝑁

𝑛=1

∑
𝐞𝑛𝑘
2𝐴𝑘

𝐾

𝑘=1

𝑁

𝑛=1

 1.14 
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Here, field uniformity is controlled through the first term where the sum of squared errors 

(SSE) is taken between the field produced by the stream function, 𝐵𝑧(𝐫𝑘), and the target 

field values, 𝐵𝑧
𝑡𝑎𝑟(𝐫𝑘), at a set of K user supplied target field points, 𝐫𝑘. The second term 

provides control of power deposition, where 𝑃 represents the power deposited in the 

surface by the stream function, and β provides a weighting between the field uniformity 

and power deposition terms. 

 Since magnetic field and power deposition can be calculated from current density, 

the design functional (Eq. (1.15)) can be expressed entirely in terms of the stream function 

values 𝐼𝑛 using (Eq. (1.14)). The field at point 𝐫𝑘 due to the stream function is given to be 

𝐵𝑧(𝐫𝑘) = 𝐼𝑛𝑐𝑛(𝐫𝑘) where 𝑐𝑛(𝐫𝑘) is the field matrix defined in [18] for the z-component of 

the magnetic field at point 𝐫𝑘. The power deposited in the surface is determined by the 

stream function values and the resistance matrix of the mesh surface, 𝑅𝑛𝑚, as defined in 

[18]. As a result of these substitutions the design functional (Eq. (1.15)) becomes: 

To ensure closed shape designs will be produced, the stream function values for all 

nodes of a given edge (Figure 1.3 (a)) are constrained to have the same value. This is 

accomplished by condensing the field and resistance matrices such that the summation of 

each edge node row for each edge is reduced to a single entry in a new column, and the 

summation of each edge node column for each edge is reduced to a single entry in a new 

row. A more detailed description of the condensing process can be found in Appendix 

A.10.1 of [20]. 

Minimizing the design functional for  𝐼𝑛 will result in the stream function which 

minimizes the SSE with the desired field values and minimizes power deposition. After 

taking the derivative of (Eq. (1.16)) with respect to 𝐼𝑛 and equating to zero, the resulting 

linear system of equations is solved to find the stream function values: 

 𝑈 =
1

2𝐾
∑[𝐵𝑧(𝐫𝑘) − 𝐵𝑧

𝑡𝑎𝑟(𝐫𝑘)]
2

𝐾

𝑘=1

+
𝛽

2
𝑃 1.15 

 𝑈 =
1

2𝐾
∑[𝐼𝑛𝑐𝑛(𝐫𝑘) − 𝐵𝑧

𝑡𝑎𝑟(𝐫𝑘)]
2

𝐾

𝑘=1

+
𝛽

2
𝐼𝑛𝐼𝑚𝑅𝑛𝑚 1.16 
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where the subscript k refers to evaluation at the target point 𝐫𝑘, and the exponent −1 implies 

matrix inversion rather than a division. 

 When the stream function node values are obtained, the solution (Figure 1.3 (b)) 

is contoured over the surface to obtain a discretized wire pattern (Figure 1.3 (c)) 

approximating the current density [17,19]. Where the stream function has a steeper 

gradient, these wires will be more densely packed, increasing current density as can be 

expected from their relation (Eq. (1.11)). Choosing a constant value for contour spacing 

ensures that running the same current through all resulting wires will produce the 

approximation to the desired field. 

1.2.2 Minimum energy shielding 

Any electromagnetic coil which is pulsed on and off will have a time dependent 

magnetic field (dB/dt). While the fields inside these coils are useful for imaging, strong 

fields are also produced outside and can interact with other system components. In the case 

of the time varying field, the coil will produce a time varying flux through any conductors 

nearby, inducing eddy currents by Faraday’s law of induction. These eddy currents can 

lead to forces and torques acting upon the MRI systems leading to serious safety issues, or 

joule heating of temperature sensitive systems such as the cryogenic main magnet. It is 

therefore desirable to include in such coils a shielding layer at an outer radius which 

mitigates the outside field. 

One design method for shields which employs the BEM is the minimum energy 

method [21]. A minimum energy shield works by supplying an additional wire pattern at a 

radius outside the primary coil, which is designed to minimize the total magnetic energy 

of the system. The shield surface is meshed into triangular elements along with the primary, 

and its stream function values coupled with those of the primary. The total magnetic energy 

functional introduced for the shield is given by: 

 𝐼𝑛 = [
1

𝐾
𝑐𝑛𝑘𝑐𝑚𝑘 + 𝛽𝑅𝑛𝑚]

−1 1

𝐾
𝑐𝑛𝑘𝐵𝑘

𝑡𝑎𝑟 1.17 

 𝐸 =
1

2
𝐼p𝑛𝐼p𝑚𝐿p𝑛𝑚 +

1

2
𝐼s𝑞𝐼s𝑘𝐿s𝑞𝑘 + 𝐼p𝑛𝐼s𝑘𝑀ps𝑛𝑘 1.18 
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Where the non-italicized “p” and “s” subscripts indicate relation to primary and shield 

surfaces respectively. The first two of these terms represent the magnetic energy stored by 

the primary and shield coils with the self inductance matrices 𝐿𝑛𝑚 described in [18]. The 

final term gives the magnetic energy stored by the interaction of the two coils with the 

mutual inductance matrix 𝑀ps𝑛𝑘 [21]. 

 The shield desired will minimize the total magnetic energy of the system, and 

therefore can be found by minimizing the given functional (Eq. (1.18)) for the shield stream 

function values  𝐼s𝑞. After taking the derivative and equating to zero, the resulting linear 

set of equations can be solved to give: 

 

Where the matrix 𝐷ps𝑛𝑘 is used for simplicity of notation in the following equations. This 

relation can be used to determine the shield stream function for a completed primary 

solution, or can be coupled with the primary calculation by inclusion in its design 

functional (Eq. (1.16)) giving: 

 

Where �̃�p𝑛(𝐫𝑘) = 𝑐p𝑛(𝐫𝑘) + 𝐷ps𝑛𝑘𝑐s𝑞(𝐫𝑘) and �̃�p𝑛𝑚 = 𝑅p𝑛𝑚 + 𝐷ps𝑛𝑞𝐷ps𝑚𝑣𝑅s𝑞𝑣. By 

minimizing this functional for the primary stream function values, the field produced at the 

target points by the shield values will also be included and power deposited in the shield 

minimized. Simultaneously, the shield stream function values minimize the magnetic 

energy of the system and the field outside the coil. The shield and primary stream functions 

are then contoured with the same contour spacing, calculated as before. 

 𝐼s𝑞 = −[𝐿s𝑞𝑘]
−1
𝑀ps𝑛𝑘𝐼p𝑛 1.19 

 𝐼s𝑞 = 𝐷ps𝑛𝑘𝐼p𝑛 1.20 

 𝑈 =
1

2𝐾
∑[𝐼p𝑛𝑐p𝑛(𝐫𝑘) + 𝐼s𝑞𝑐s𝑞(𝐫𝑘) − 𝐵𝑧

𝑡𝑎𝑟(𝐫𝑘)]
2

𝐾

𝑘=1

+
𝛽

2
[𝐼p𝑛𝐼p𝑚𝑅p𝑛𝑚 + 𝐼s𝑞𝐼s𝑣𝑅s𝑞𝑣] 1.21 

 𝑈 =
1

2𝐾
∑[𝐼p𝑛�̃�p𝑛(𝐫𝑘) − 𝐵𝑧

𝑡𝑎𝑟(𝐫𝑘)]
2

𝐾

𝑘=1

+
𝛽

2
𝐼p𝑛𝐼p𝑚�̃�p𝑛𝑚 1.22 
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1.2.3 Wire spacing and field homogeneity control 

When designing electromagnetic coils, it is important to consider resistive heating of the 

magnet. This is determined at the design stage by the resistance of the coil, and therefore 

the cross-sectional area of the wire used. Thus far the BEM as discussed determines spacing 

between wires by the gradient of the stream function and the necessary contour spacing 

[17,19]. In order to simultaneously control the wire spacing and field uniformity of designs 

an iterative weighting calculation is implemented [22]. To designate a specific wire gauge 

for use in construction, the stream function must be restricted to have a maximum gradient 

for the required contour spacing given as: 

After calculation of the stream function following the methods of section 1.2.1 and 1.2.2, 

if the local stream function gradient across any mesh element j is found to exceed the 

maximum allowable value, the power deposition weights are updated following (Eq. 

(1.24)) and the stream function recalculated. 

Here, ‖∇𝜓‖𝑗
𝑖  refers to the stream function gradient on the jth mesh element and ith iteration, 

𝛽𝑗
𝑖 is the element’s weighting from the previous calculation and 𝛽𝑗

𝑖+1 is the element’s 

updated weighting for the next iteration. The minimum value of 𝛽𝑗
𝑖 is restricted to its initial 

value and does not decrease if the local element gradient is less than the maximum 

allowable value. 

 It is also desirable to further control the field uniformity over a given region, 

especially as updating wire spacing may worsen uniformity. A maximum allowable error, 

Errmax, can be implemented with an iterative calculation for another set of weights 𝑊𝑘
𝑖. 

These are applied to the SSE between stream function field and the desired field at each of 

the K target points. For the design of a general non-gradient coil, these weights are 

determined by the percent error between stream function field and the desired field at each 

point: 

 ‖∇𝜓‖max = |
contour spacing

maximum wire gauge
| 1.23 

 𝛽𝑗
𝑖+1 = 𝛽𝑗

𝑖 (
‖∇𝜓‖𝑗

𝑖

‖∇𝜓‖𝑚𝑎𝑥
) 1.24 
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Where the minimum value of 𝑊𝑘
𝑖 is restricted to 1. With the inclusion of all weights, the 

design functional (Eq. (1.15)) becomes: 

After each iteration if the target field uniformity and wire spacing are not reached the 

necessary weights are updated and the stream function recalculated. This continues until 

the desired conditions are achieved or the maximum allowable number of iterations is 

reached. 

1.3 Introduction to delta relaxation enhanced MR 

Molecular imaging provides the ability to make in vivo measurement of molecular 

level biological processes. This ability can be used for evaluation of disease, for informing 

and monitoring treatment, and for assessing response. Currently, positron emission 

tomography (PET) is highly prevalent in clinical quantitative molecular imaging, with a 

favourable, high sensitivity [23]. However, PET is often used with other imaging 

modalities to provide reference anatomy, and carries with it an associated ionizing radiation 

dose which can be problematic in longitudinal animal studies [24], and should be 

minimized under the “as low as reasonably achievable” (ALARA) principle of radiation 

safety. 

MRI presents an alternative molecular imaging modality free from ionizing 

radiation. However, molecular MRI exhibits lower sensitivity than PET [25], and requires 

use of contrast agent enhancement methods. As described in Section 1.1.4, MRI contrast 

agents have been developed with the ability to bind to target molecules and increase local 

MR signal [15,26]. These agents can be used to create molecular images, by subtraction of 

pre- and post-injection images. However, due to the time between pre- and post-injection 

 Errk = 100 ×
|𝐵𝑧(𝐫𝑘) − 𝐵𝑧

tar(𝐫𝑘)|

|𝐵𝑧
tar(𝐫𝑘)|

 1.25 

 𝑊𝑘
𝑖+1 = 𝑊𝑘

𝑖 (
Err𝑘

𝑖

Errmax
) 1.26 

 𝑈 =
1

2𝐾
∑𝑊𝑘

𝑖[𝐵𝑧(𝐫𝑘) − 𝐵𝑧
𝑡𝑎𝑟(𝐫𝑘)]

2

𝐾

𝑘=1

+
𝛽𝑗
𝑖

2
𝑃 1.27 
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images, as well as the signal enhancement from any accumulation of unbound agent, these 

images are only qualitative. These limitations can be overcome by introducing a fast field-

cycling (FFC) insert magnet to the MRI system. 

The dreMR method exploits the properties of T1-dispersive contrast agents using 

an insertable FFC coil to provide images with signal proportional to local concentration of 

the agent [27]. These images are taken only post-injection and are therefore less prone to 

motion effects and have a greatly reduced time period between images. Furthermore, when 

activatable MR probes (see Section 1.1.4) are used dreMR is able to isolate signal 

proportional to local concentration of bound agent and suppress that of unbound. As dreMR 

relies only on standard MRI and a FFC coil this modality is free of the ionizing radiation 

in PET and, as we will see in the following section, inherently obtains images with all the 

anatomical information of an MRI scan. 

1.3.1 The dreMR subtraction image 

The most fundamental example of dreMR imaging is by a field compensated 

subtraction of two T1 weighted images taken with opposite dreMR polarity. For each 

image, the magnetization is first tipped into the transverse plane with a 90º RF pulse to 

zero longitudinal magnetization. The dreMR insert FFC coil then applies a pulse ±Δ𝐵 to 

the subject for the period of relaxation. After the magnetization is allowed to relax at the 

new field strength for some period Δ𝑡, the dreMR pulse ends and a second 90º RF pulse 

tips the new magnetization into the transverse plane where the image is quickly acquired 

before significant T2 relaxation can occur. 
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Figure 1.4. Pulse sequence for typical dreMR subtraction image. A ±𝚫𝑩 pulse 

is applied for a time 𝚫𝒕 following a 90º RF pulse to zero longitudinal 

magnetization. A T1 weighted spin-echo sequence follows. Longitudinal 

magnetization Mz is shown for (a) a −𝚫𝑩 pulse and (b) a +𝚫𝑩 pulse. The solid 

black line represents non-dispersive signal, while the dashed blue represents 

dispersive. The grey dotted line shows that non-dispersive signal is the same in 

both images. Figure adapted from [27]. 

The first image is taken with the insert subtracting from the main field for a total 

field 𝐵0 − Δ𝐵, and the second is taken with the insert adding to the main field for a total 

field 𝐵0 + Δ𝐵. Allowing longitudinal relaxation to occur at different field strengths 

produces two changes in the magnetization: a scaling of equilibrium magnetization 

according to Curie’s law (Eq. (1.1)) and a change in longitudinal relaxation rate where T1 

dispersive agent is present. The resulting longitudinal magnetization after a dreMR pulse 

of duration Δ𝑡 is then from the Bloch equation solution (Eq. (1.9)): 

where 𝑀0 is taken to be the equilibrium magnetization at the main field strength (𝐵0), and 

we have substituted the relaxation rate 𝑅1± for the time constant T1 with ± indicating the 

rate during the ±Δ𝐵 pulse. Following the second 90º RF pulse and subsequent acquisition, 

the signal acquired (𝐼±) will be proportional to this magnetization (Eq. (1.28)) by some 

factor k. 

 𝑀𝑧± = 𝑀0 (
𝐵0 ± Δ𝐵

𝐵0
) (1 − 𝑒−Δ𝑡𝑅1±) 1.28 
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The goal of dreMR is to isolate signal due to T1-dispersive agent and the 

dependence of equilibrium magnetization on relaxation field is therefore undesirable. This 

dependence can be removed through a simple field compensation factor applied to each 

image signal. When these factors are applied, the results can be differenced, with the only 

changes remaining being those in R1. 

When the signals (Eq. (1.28)) are substituted into the above equation, and the 

assumptions are made that T1-dispersion is linear in the range 𝐵0 ± Δ𝐵 and that Δ𝑡𝑅1 <

0.2 and Δ𝑡Δ𝑅1 < 0.5 to ignore shading and nonlinear effects, the resulting subtraction 

gives: 

where Δ𝑅1 is the change in relaxation rate under the applied pulse ±Δ𝐵, and k is the 

proportionality constant between signal and longitudinal magnetization at the end of the 

dreMR pulse. This result depends only on the change in R1 and not the value of R1 itself, 

meaning signal from any non-dispersive tissue will be suppressed [27]. With the 

assumption of linear dispersion, the change in relaxation rate can be written as Δ𝐵 ∙ 𝑅1
′  

where 𝑅1
′  is the slope of the relaxation rate. 

In the case of dispersive contrast agent, this result is proportional to concentration 

through the relaxivity definition (Eq. (1.10)). The dreMR subtraction method therefore 

leads to an image with signal proportional to concentration of dispersive contrast agent, 

enabling quantitative molecular imaging. 

1.3.2 Existing dreMR hardware 

As previously mentioned, the necessary field shifts for dreMR to be performed are 

enabled by a fast-field-cycling coil. This FFC coil is designed as an insertable subsystem 

to an existing scanner, fitting inside the gradient system and outside the RF system. The 

 𝐼𝑠𝑢𝑏 = (
𝐵0

𝐵0 − Δ𝐵
) 𝐼− − (

𝐵0
𝐵0 + Δ𝐵

) 𝐼+ 1.29 

 𝐼𝑠𝑢𝑏 ≈ 2𝑘𝑀0Δ𝑡Δ𝑅1 1.30 

 𝐼𝑠𝑢𝑏 ≈ 2𝑘𝑀0Δ𝑡Δ𝐵 ∙ 𝑅1
′  1.31 
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FFC coil needs to supply a strong field shift on the order of hundreds of mT, and ramp on 

and off rapidly to prevent relaxation at multiple field strengths and allow quick application 

of RF pulses before and after the dreMR pulse.  

To accomplish this, a resistive thick solenoid of greater than one radial windings 

(NR) is constructed from copper wire with inductance kept to a minimum for the desired 

field shift. To produce a high strength pulse, a large current must be driven through the coil 

leading to high power deposition. To combat this, FFC coils used in dreMR have been 

constructed using hollow copper wire with water coolant pumped through in parallel [28]. 

 

Figure 1.5. The dreMR insert coil (a) schematic showing primary split 

solenoid, shield layer, and water fittings, with RF birdcage within and (b) the 

insert positioned within a head-specific gradient and low-field main magnet.  

As the field shift is not applied during RF pulses to prevent change to the Larmor 

frequency, it has previously been believed that the FFC coil does not require high 

homogeneity [27–30]. Accordingly, previous FFC insert coil designs have placed little 

importance on homogeneity, and exerted control by use of an axial gap or “split” in the 

thick solenoid [28,29,31–33]. This method provides only slight increase to field 

homogeneity at the cost of field efficiency; field shift produced per unit current. 

The large and rapid field shifts though desirable within the imaging region will 

induce eddy currents upon the surfaces of the other scanner subsystems, most notably 

within the main magnet where joule heating poses the possibility of quenching the system. 

To minimize the field shift outside the FFC coil, an outer shield layer is included in the 
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design and connected in series with the primary solenoid [28,29,31–33]. The most recent 

designs for dreMR [28] have used the retroactive minimum energy shield outlined in 

section 1.2.2. 

However, while shielding may adequately minimize forces and torques and induced 

heating, some small eddy currents remain. These currents will produce magnetic fields in 

the imaging region which persist beyond the dreMR pulse duration into the signal 

excitation and acquisition periods. This can lead to local variations in Larmour frequency, 

causing off-resonance pulses and dephasing of spins during acquisition. These remaining 

eddy currents can be compensated for using a dynamic frequency adjustment, or with the 

addition of a low power Helmholtz coil [28,34]. 

1.4 Thesis overview 

Thus far, dreMR has been demonstrated for quantification and localization of 

agents [27,30,32], direct protein imaging [35], and measurement of tissue and agent T1-

dispersion [36], but not yet in a clinical trial. A dreMR system for imaging humans would 

require a much larger diameter, which poses problems when inserting into the bore of a 

gradient and main magnet system. Previously, dreMR systems designed for humans 

included large outer diameters when shielded and exhibited field inhomogeneities on the 

imaging region of up to 20%, which was deemed acceptable [31,37]. Previous designs did 

not place great focus on field shift homogeneity as field shifts are not applied during 

excitation or acquisition [27–30]. It has similarly been argued that finite ramping times, 

which tend to increase with size of the coil, do not significantly contribute to images and 

the derivations of dreMR imaging assume the coil ramps to field instantaneously [27]. 

However, no formal study has been made to determine what effect, if any, such 

inhomogeneities and finite ramping times would produce in a dreMR image. 

In addition to making dreMR viable for human imaging, there is also an interest in 

performing dreMR in a low-field system. Many of the Gadolinium based T1-dispersive 

contrast agents that dreMR exploits exhibit much higher dispersion at low field strengths 

than typical clinical values such as 1.5T [38]. It is expected that dreMR images at low field 

would produce higher contrast than those taken previously at 1.5T. Low field systems are 
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also inherently attractive for imaging as detailed in section 1.1.2.1. Furthermore, and 

specific to our group, we have recently acquired and prepared a compact 0.5T cryogen-free 

superconducting head-specific main magnet which provides easy access for such 

experiments. However, this magnet has a smaller bore than previously used 1.5T systems, 

which will further restrict allowable diameter for human dreMR systems and has the 

potential for stronger interaction with the dreMR insert given the reduced distance between 

the systems. 

This thesis seeks to address the problems facing dreMR for imaging in humans and 

using low field systems. This is done by characterizing the effects of inhomogeneities and 

finite ramping times in dreMR imaging and improving dreMR coil design methodology. 

Chapter 2 will focus on analytic and simulation-based modeling of dreMR imaging with 

inhomogeneity and finite ramping times accounted for. The objectives are to establish what 

changes these effects produce in images compared to the ideal cases where they are not 

present, and to evaluate the significance of such changes. In this chapter a method is 

developed for determining minimum requirements on field homogeneity and ramping 

capabilities for a given situation, which should be used to inform future dreMR coil design 

studies. 

In Chapter 3 a method for improved control of field shift inhomogeneity for dreMR 

coils is presented. This design method adds a close contact in-series shim layer referred to 

as a “correction coil” to the primary solenoid. This correction coil is formed from 

specifically placed windings calculated to reduce field inhomogeneities using the BEM and 

is coupled to calculations for the outer shield. The design method is able to provide a larger 

usable volume for imaging and control over positioning of said volume. This method is 

applied to a design of otherwise comparable features to the most recently constructed 

dreMR coil to see the improvement it is capable of. Both coil designs are used in simulated 

dreMR images following the methods of Chapter 2 to see how imaging can benefit from 

the new design method. 
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Characterization of magnetic field inhomogeneity 

and finite ramping period effects in dreMR 

2.1 Introduction 

The dreMR method at its most fundamental level is intended to produce quantitative 

molecular images by producing signal proportional to concentration of a T1 dispersive 

contrast agent [1]. This is accomplished through combination of contrast agent choice, 

hardware design and pulse parameters, and post-processing. A number of assumptions are 

also made to derive this proportionality, some of which have not been addressed in detail 

by previous literature. Here, we will remove two of these assumptions individually – 

perfectly homogeneous field shifts, and instantaneous ramping – to determine their 

validity, and any restrictions to which point they can no longer be made. 

2.1.1 The theory and assumptions of dreMR 

In dreMR subtraction imaging [1], the goal is to measure two images collected 

identically,  with the exception of the applied relaxation field strength during a pre-

polarizing pulse. This is done by quickly tipping the pre-polarized magnetization into the 

transverse plane and acquiring the image rapidly before T2 effects produce significant 

changes. That is, we attempt to measure the longitudinal magnetization present at the end 

of the pre-polarizing pulse (Eq. (2.1)). The general result being that these two images will 

only differ in the equilibrium magnetization by Curie’s law (Eq (1.1)), which the signal is 

proportional to, and the relaxation rate of dispersive agent. 

Here 𝑀0 is taken to be the equilibrium magnetization at the main field strength (𝐵0), and 

𝑅1± are the relaxation rates at the field strengths 𝐵0 ± Δ𝐵. In using this solution to the 

Bloch equations (Eq. (1.6)) we have made the assumptions that no longitudinal 

magnetization is present at time zero and, importantly to this chapter, that there is no time 

 𝑀𝑧± = 𝑀0 (
𝐵0 ± Δ𝐵

𝐵0
) (1 − 𝑒−Δ𝑡𝑅1±) 2.1 
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dependence to the polarizing field. That is, that the field shift ramps on and off 

instantaneously. 

Since the first of these field dependencies is simply a matter of scaling by the shifted 

field strength, it can easily be removed by the use of field compensation weightings applied 

to each image. Assuming a perfect 90º RF pulse was applied, the remaining changes are 

then exclusively due to dispersion and any signal remaining after subtraction will depend 

only on local dispersion. This weighted subtraction is then given by: 

where k is a proportionality constant. The second assumption focused on in this chapter has 

now been made, by assuming that the field shift strength ±Δ𝐵 determining the 

magnetization (Eq. (2.1)) is equal to the ideal field shift used in the field compensation 

weightings (Eq. (2.2)). That is, that the field shift produced by the dreMR hardware is 

perfectly homogenous and equal to the ideal field shift of the weightings. 

 Carrying out the expansion of this subtraction without any further assumptions 

gives the expression: 

It is clear then that if no local dispersion occurs (i.e. 𝑅1+ = 𝑅1− = 𝑅1) the signal after a 

weighted subtraction will be zero. With instantaneous ramping and perfectly homogeneous 

field shifts, a dreMR subtraction image will perfectly cancel any non-dispersive signal, 

assuming none remained after the initial 90º RF pulse. 

 If an additional assumption is made that the dispersion relation is linear about 𝐵0 

with some slope 𝑅1
′ , and therefore the absolute change in relaxation rate from 𝐵0 to 𝐵0 ±

Δ𝐵 can be represented by Δ𝑅1, the subtraction simplifies to: 

 

 𝐼𝑠𝑢𝑏 = (
𝐵0

𝐵0 − Δ𝐵
)𝑘𝑀𝑧−

− (
𝐵0

𝐵0 + Δ𝐵
)𝑘𝑀𝑧+

 2.2 

 𝐼𝑠𝑢𝑏 = 𝑘𝑀0(𝑒
−Δ𝑡∙𝑅1+ − 𝑒−Δ𝑡∙𝑅1−) 2.3 

 𝑅1± ≈ 𝑅1 ± Δ𝐵 ∙ 𝑅1
′ = 𝑅1 ± Δ𝑅1 2.4 

 𝐼𝑠𝑢𝑏 ≈ 2𝑘𝑀0 sinh(Δ𝑡Δ𝑅1) 𝑒
−Δ𝑡∙𝑅1  2.5 
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where 𝑅1 is the total relaxation rate of the tissue and contrast agent together at 𝐵0. If pulse 

parameters are chosen so that Δ𝑡 ∙ Δ𝑅1 and Δ𝑡 ∙ 𝑅1 remain small, the dreMR subtraction 

can be further simplified giving: 

where we have substituted 𝑅1
′  for the slope of the agent relaxivity 𝑟1

′ and the local 

concentration [𝐶𝐴] (Eq. (1.10)) [2]. Thus, the result of a dreMR subtraction gives signal 

proportional to concentration of T1 dispersive contrast agent, canceling any non-dispersive 

signal in the process [1]. 

2.1.2 Removing the instantaneous ramping assumption 

While investigation has been made into compensating for eddy currents produced on a 

scanner bore for dreMR which otherwise produce image artifacts [3,4], these studies did 

not address the direct effect the ramping period has on an image. The derivations for dreMR 

in the past have assumed a perfectly square field shift pulse, solving the longitudinal Bloch 

equation with equilibrium magnetization scaled by the field shift [1]. 

However, because the dreMR insert coil carries some resistance and inductance, the system 

will take some time to ramp up to field and ramp back down, resulting in a pulse shape that 

is trapezoidal, and depends on time. The longitudinal Bloch equation then becomes: 

where relaxation rate is a function of field strength, 𝑅1(𝐵0 ± Δ𝐵(𝑡)), due to the dispersion 

relation, and the absolute field shift as a function of time Δ𝐵(𝑡) is given by: 

 𝐼𝑠𝑢𝑏 ≈ 2𝑘𝑀0𝛥𝑡𝛥𝐵 ∙ 𝑟1
′ ∙ [𝐶𝐴] 2.6 

 
𝑑𝑀𝑧

𝑑𝑡
= 𝑅1± [𝑀0 (

𝐵0 ± Δ𝐵

𝐵0
) − 𝑀𝑧] 2.7 

 
𝑑𝑀𝑧

𝑑𝑡
= 𝑅1(𝐵0 ± Δ𝐵(𝑡)) [𝑀0 (

𝐵0 ± Δ𝐵(𝑡)

𝐵0
) −𝑀𝑧] 2.8 

 Δ𝐵(𝑡) =

{
 
 

 
 𝜂

𝑉

𝑅
(1 − 𝑒−𝑅𝑡/𝐿), for ramp up

Δ𝐵, for flat top

Δ𝐵 − 𝜂
𝑉

𝑅
(1 − 𝑒−

𝑅𝑡
𝐿 ) , for ramp down

 2.9 
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Where we have used the equation for current in an RL circuit with resistance R, inductance 

L, a maximum supply voltage V, and the field efficiency of the dreMR coil 𝜂. The result of 

any given combination of these equations (Eq. (2.8 and 2.9)) is a linear first order ordinary 

differential equation (ODE), solvable with the proper choice of integrating factor. 

2.1.3 Removing the homogenous field shift assumption 

As a dreMR sequence does not apply the field shifting pulse during excitation or 

acquisition, and therefore does not affect the Larmor frequencies of spins in the subject, 

field shift inhomogeneities have been assumed to have little effect on the resulting images 

[1,4–8]. Previous hardware designs for animals have reported small regions of interest with 

up to 2% field inhomogeneity [4], and designs for human dreMR coils have considered up 

to 20% inhomogeneity to be acceptable [7,8]. However, none of these have explicitly 

addressed what effect field inhomogeneities have on a dreMR subtraction image. 

To remove the assumption that the dreMR field shift is perfectly homogeneous, we 

allow the local magnetization at the end of a perfectly square pulse (Eq. (2.1)) to depend 

on the local field shift Δ𝐵∗, which differs from the ideal field shift used in the field 

compensation weightings (Eq. (2.2)) by some inhomogeneity 𝐻 given as the percent 

difference between the local field and the ideal field at the ROI center. 

Here the relaxation rate 𝑅1±
∗  also depends on the inhomogeneous field shift, and we will 

again approximate the dispersion relation to be linear giving: 

Inserting this magnetization (Eq. (2.10)) into the dreMR subtraction (Eq. (2.2)) will give a 

new expression accounting for field shift inhomogeneities. 

 𝑀𝑧± = 𝑀0 (
𝐵0 ± Δ𝐵

∗

𝐵0
) (1 − 𝑒−Δ𝑡∙𝑅1±

∗
) 2.10 

 𝑅1±
∗ ≈ 𝑅1 ± Δ𝐵

∗ ∙ 𝑅1
′ = 𝑅1 ± Δ𝑅1

∗ 2.11 
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2.2 Methods 

2.2.1 Analytic finite ramping effects model 

A number of assumptions will be made to simplify the ODE’s describing a dreMR 

pulse with finite ramping. We begin by assuming the field strength ramps on and off 

linearly: 

which holds so long as the power amplifier is capable of providing a far greater voltage 

than required for the desired current (𝑉𝑚𝑎𝑥 ≫ 𝐼𝐿 𝑎𝑛𝑑 𝐼𝑅). This will give perfectly 

trapezoidal dreMR pulses. The resulting coefficient is then defined as the coil’s slew rate 

(𝜉). If we maintain the previous assumption of dreMR that dispersion is linear, the Bloch 

equation for ramping the coil up to field becomes: 

This ODE can be solved with an integrating factor approach, given in detail in Appendix 

A.1. If we assume that the time spent ramping will be small, ignoring terms of 𝑂(𝑡2) and 

higher, we can reduce the solution to a linear growth of magnetization, with relaxation rate 

and equilibrium magnetization for the static field strength 𝐵0 (Eq.  (2.14)). 

We can use the same approach for modeling the magnetization during a ramping 

down period. Applying the linear ramping and linear dispersion again to the Bloch equation 

with the new field gives the equation: 

With the appropriate choice of another integrating factor, and continuing the assumption 

of small ramping time, the solution reduces to another linear growth of magnetization, this 

 Δ𝐵(𝑡) = 𝜂
𝑉

𝑅
(1 − 𝑒−

𝑅𝑡
𝐿 ) ≈

𝜂𝑉

𝐿
𝑡 2.12 

 
𝑑𝑀𝑧

𝑑𝑡
≈ (𝑅1 ± 𝑅1

′𝜉𝑡) [𝑀0 (
𝐵0 ± 𝜉𝑡

𝐵0
) − 𝑀𝑧] 2.13 

 𝑀𝑧(𝑡) ≈ 𝑀𝑧(0) + 𝑅1𝑡(𝑀0 −𝑀𝑧(0)) 2.14 

 
𝑑𝑀𝑧

𝑑𝑡
≈ [𝑅1 ± 𝑅1

′ (Δ𝐵 − 𝜉𝑡)] [𝑀0 (
𝐵0 ± Δ𝐵 ∓ 𝜉𝑡

𝐵0
) −𝑀𝑧] 2.15 
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time with relaxation rate and equilibrium magnetization for the field strength during the 

pulse 𝐵0 ± Δ𝐵 (Eq. (2.16)). 

 We now have expressions for longitudinal magnetization during the three periods 

of a dreMR field shifting pulse: the ramp up period (Eq. (2.14)), the flat-top period (Eq. 

(2.1)), and the ramp down period (Eq. (2.16)). If we start with the initial condition that the 

dreMR pulse immediately follows a 90º RF pulse (resulting in zero longitudinal 

magnetization at time zero) and propagate through our solutions, we find that after the full 

duration of the dreMR pulse the magnetization is given by: 

where Δ𝑡𝑟 is the time spent ramping on one end of a pulse, and Δ𝑡𝑓 is the flat-top duration. 

Here we have continued the assumption that ramping times are small, as well as the 

assumption that flat-top duration is small from the original dreMR derivation, and therefore 

ignored terms of 𝑂(Δ𝑡𝑟
2), 𝑂(Δ𝑡𝑓

2), and 𝑂(Δ𝑡𝑟 ∙ Δ𝑡𝑓). 

 Inserting the final magnetizations into the weighted dreMR subtraction (Eq. (2.2)), 

expanding and simplifying results in the expression: 

It is also convenient to express this result in terms of slew rate as it is a parameter that we 

can discuss coil designs in terms of. 

Unlike the instantaneous ramping case, the resulting signal is not proportional to 

concentration of dispersive agent. There is now a difference of two terms, the first of which 

depends on the unenhanced relaxation rate R1 meaning non-dispersive signal is not properly 

canceled, and the second of which is the ideal signal increased by the ramping period time. 

 𝑀𝑧(𝑡) ≈ 𝑀𝑧(0) + 𝑡 ∙ 𝑅1± [𝑀0 (
𝐵0 ± Δ𝐵

𝐵0
) − 𝑀𝑧(0)] 2.16 

 𝑀𝑧±(2Δ𝑡𝑟 + Δ𝑡𝑓) ≈ 𝑀0Δ𝑡𝑟𝑅1 +𝑀0 (
𝐵0 ± ΔB

𝐵0
) (Δ𝑡𝑟 + Δ𝑡𝑓)𝑅1± 2.17 

 𝐼𝑠𝑢𝑏 ≈ 2𝑘𝑀0Δ𝐵 [(
𝐵0

𝐵0
2 − Δ𝐵2

)𝑅1Δ𝑡𝑟 − 𝑅1
′(Δ𝑡𝑟 + Δ𝑡𝑓)] 2.18 

 𝐼𝑠𝑢𝑏 ≈ 2𝑘𝑀0Δ𝐵 [(
𝐵0

𝐵0
2 − Δ𝐵2

)𝑅1 (
Δ𝐵

𝜉
) − 𝑅1

′ ((
Δ𝐵

𝜉
) + Δ𝑡𝑓)] 2.19 
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 This new relation implies three important changes to the dreMR image. Signal from 

non-dispersive tissue will remain in the image post subtraction, the signal will inaccurately 

measure concentration of dispersive agent, and the signal now depends on the sign of the 

dispersion relation 𝑅1
′ . The last of these changes stems from the fact that signal is an 

absolute value. When the dreMR subtraction was proportional to 𝑅1
′ , its sign had no effect 

as positive and negative relations resulted in the same absolute value. In the new relation, 

if 𝑅1
′  is negative (as it commonly is) the two terms will add together and contrast between 

dispersive agent and non-dispersive tissue will be less susceptible to ramping effects. 

However, in the rare cases where 𝑅1
′  is positive, the contrast between agent and tissue will 

be much more susceptible to these effects, and signal from contrast agent locations can 

even reach zero. 

2.2.2 Analytic field inhomogeneity effects model 

Modeling the effects of field shift inhomogeneities in a dreMR subtraction image is 

considerably less complicated and does not require new solutions to the Bloch equations, 

yet produces very similar results. We begin by substituting the inhomogeneous 

magnetizations (Eq. (2.10)) for a perfectly square dreMR pulse into the ideal field dreMR 

subtraction: 

If we make the original dreMR assumptions once again that dispersion is linear and that 

pulse parameters are chosen so that Δ𝑡 ∙ Δ𝑅1 and Δ𝑡 ∙ 𝑅1 remain small and their second 

order terms can be ignored, the weighted subtraction gives: 

The general implications of this result are extremely similar to that of the finite 

ramping model (Eq. (2.19)). The subtraction again results in a difference of two terms, with 

the first representing a non-dispersive signal contribution. As with the finite ramping 

model, the sign of 𝑅1
′  will affect the image’s susceptibility to field inhomogeneities. 

 𝐼𝑠𝑢𝑏 = (
𝐵0

𝐵0 − Δ𝐵
)𝑘𝑀𝑧−

∗ − (
𝐵0

𝐵0 + Δ𝐵
)𝑘𝑀𝑧+

∗  2.20 

 𝐼𝑠𝑢𝑏 ≈
2𝑘𝑀0Δ𝑡

𝐵0
2 − Δ𝐵2

[𝐵0(Δ𝐵 − Δ𝐵
∗)𝑅1 − Δ𝐵

∗(𝐵0
2 − Δ𝐵∗Δ𝐵)𝑅1

′ ] 2.21 
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However, unlike the ramping model, the first term can now be negative or positive as well, 

depending if the inhomogeneous field shift Δ𝐵∗ is greater or less than the ideal shift Δ𝐵. 

As we will see in the following sections, the susceptibility of dreMR subtraction images to 

field inhomogeneities will increase when these terms have the same signs. 

 If we consider the signal from a non-dispersive tissue with no contrast agent present 

(𝑅1
′ = 0), we see that it is proportional to the difference in the inhomogeneous field and 

the ideal field. As the absolute value of signal is what matters, this can be replaced by the 

percent inhomogeneity 𝐻 of the field shift at that point. 

The result is also proportional to the relaxation rate at 𝐵0 of the tissue, so it can be expected 

that high 𝑅1 tissues like fat will produce the most signal under an inhomogeneous field 

shift. 

2.2.3 Bloch simulations of finite ramping effects 

In the derivation of the finite ramping dreMR subtraction (Eq. (2.18)) many assumptions 

were made to simplify the problem and produce an intuitive, understandable solution. 

However, through numerical simulation in MATLAB (R2020b, Mathworks, Natick, NA) 

a more accurate result can be found without the need for these assumptions. 

 The simulation follows an object-oriented layout, consisting of a “Sample” class, a 

“Pulse” class, and a “BlochDremr” class. For a given simulation the user supplies a Sample 

object with details of the discretized simulation domain including size and positions, 

background tissue T1 values (Table 2.1), spatial contrast agent concentration, and the 

relaxivity data of the agent to be used. The user supplies a Pulse object with details of the 

dreMR pulse to be applied including amplitude, flat top duration, and slew rate. The 

Sample and Pulse objects are then passed along to a BlochDremr object as well as the main 

magnet field strength B0, and the simulations are carried out within. 

 

 𝐼𝑠𝑢𝑏0 ≈
2𝑘𝑀0𝐵0Δ𝑡

𝐵0
2 − Δ𝐵2

(Δ𝐵 − Δ𝐵∗)𝑅1 ≈
2𝑘𝑀0𝐵0Δ𝐵Δ𝑡

𝐵0
2 − Δ𝐵2

𝑅1 (
𝐻

100
) 2.22 
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Table 2.1. Tissue Longitudinal Relaxation Time Constants 

Tissue T1 (ms) 

muscle 900 

cerebrospinal fluid (CSF) 4500 

grey matter (GM) 950 

white matter (WM) 600 

fat 250 

blood 1200 

Table 2.1. Background tissue longitudinal relaxation times. Adapted from 

Table 4.1 of [9]. 

The initial condition is maintained that the longitudinal magnetization has been 

nulled prior to the dreMR pulse, as well as the assumption of linear ramping (Eq. (2.12)) 

which allows us to discuss simulations in terms of slew rate. The ODEs for ramping the 

coil on and off given by the combinations of the Bloch and field shift equations (Eqs. (2.8) 

and (2.12)) are solved numerically using MATLAB’s ode45 function which implements 

an explicit Runge-Kutta 4,5 method. For each simulation, the sample is subjected to a 

ramp-up period with ode45, propagated through the standard analytic solution in static field 

(Eq. (2.1)), and further propagated through a ramp-down period once more with ode45. 

The relaxation rate at some field strength is determined by linear interpolation of dispersive 

agent relaxivity data multiplied by the user set concentration, plus the relaxation rate of 

surrounding material/tissue (Eq. (1.10)). To complete a dreMR image the simulation is 

carried out with a positive and a negative pulse, and the weighted subtraction (Eq. (2.2)) is 

applied to the results. 

 To clearly visualize the effects that finite ramping time can have on dreMR images, 

a grid of simulations was carried out with various background tissues, concentrations of 

dispersive agent, and ramping times (Figure 2.1). Our agents were always simulated in the 

presence of blood as VivoTrax and Feraheme are blood pool agents and Ablavar only 

exhibits dispersion when bound to serum albumin in the blood [10–14]. The ramping times 

are presented relative to the pulse flat-top duration for a given grid. For each grid of 

simulations only one contrast agent is used, as a realistic image would not contain more 

than one agent, and the presence of multiple agents would confuse the normalization of 

results. These grids were also assembled for different values of B0 to determine sensitivity 

at low field and regions where dispersion relations are positively correlated rather than the 
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typical negative correlation. The analytic model was also compared to simulation results 

for various slew rates and field shifts. 

 

Figure 2.1. Grid layout for simulated dreMR subtraction imaging. Ramp time 

fraction increases vertically from bottom to top: 0.001, 0.01, 0.05, 0.25, 0.5, 1. 

Ramp time fraction defined as 𝟐𝚫𝒕𝒓/𝚫𝒕𝒇. Tissues and agent concentrations 

vary horizontally from left to right: muscle, CSF, GM, WM, fat, blood, blood 

+ 25µM agent, blood + 100µM agent. 
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Figure 2.2. Trapezoidal dreMR pulses for finite ramping time grid simulations 

of Figure 2.1. Pulse shapes are given for ramp time fractions of: 0.001, 0.01, 

0.05, 0.25, 0.5, 1. 

2.2.4 Bloch simulations of field inhomogeneity effects 

While the derivation of inhomogenous dreMR subtraction used exact solutions to the Bloch 

equations, the standard dreMR approximations were made for relaxivity to be linear with 

field strength and higher order time effects to be ignored. While the equations resulting 

without these approximations would be overly complicated and not provide meaningful 

insight on inspection, they can easily be used in simulation to provide a visual 

representation of these effects. 

 To begin simulation the same Pulse and Sample objects are created following the 

methods of section 2.2.3. However, the slew rate is now set to be infinite, bypassing the 

ramping periods in simulation, and the dreMR pulse amplitude is set to an inhomogeneous 

value Δ𝐵∗ as compared to the ideal value Δ𝐵 used in the field compensation weights. This 

inhomogeneous field shift can be greater (Δ𝐵+ 
∗ ) or less (Δ𝐵− 

∗ ) than the ideal shift and will 

be distinguished by: 

 Δ𝐵± 
∗ = Δ𝐵 (1 ±

𝐻

100%
) 2.23 
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 When the user creates the BlochDremr object and runs the simulation, the standard 

analytic Bloch solution for a static field (Eq. (2.10)) is used with the field shift Δ𝐵± 
∗ . The 

results are then carried through the weighted subtraction with weights using the ideal shift 

value. Grids of these simulations are created similar to those of section 2.2.3, but with 

varying field shift inhomogeneity rather than ramping time (Figure 2.3). Again, each grid 

only contains one contrast agent and one background field strength B0, however they are 

now also each distinguished by whether the field inhomogeneity is greater or less than the 

ideal value. The analytic model was also compared to simulation results for various 

inhomogeneities and field shifts. 

 

Figure 2.3. Grid layout for simulated dreMR subtraction imaging. 

Inhomogeneity increases vertically from bottom to top: 0%, 1%, 3%, 5%, 10%, 

15%. Tissues and agent concentrations vary horizontally from left to right: 

muscle, CSF, GM, WM, fat, blood, blood + 25µM agent, blood + 100µM agent. 
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2.3 Results 

2.3.1 Finite Ramping Effects Results 

The grid simulations outlined in section 2.2.3 for finite ramping periods are shown in 

Figure 2.4 for a main magnet field strength of 1.3T, a 100ms flat top duration, and a 100mT 

field shift. The main field strength of 1.3T was used rather than 1.5T to prevent 

extrapolation of relaxivity data under field shifts. These simulations were carried out for 

comparison with the agents VivoTrax, Feraheme, and Ablavar in its bound state. The 

simulation reveals that signal due to non-dispersive tissue is not properly canceled and 

increases as time spent ramping on and off increases. The non-dispersive signal is also 

higher for tissues with high R1 values. We can see that the signal for dispersive agent is 

also increasing with ramping time.  

 

Figure 2.4. Finite ramp time grid simulations for various contrast agents. From 

left to right grids use the dispersive agents VivoTrax, Feraheme, and bound 

state Ablavar. Results normalized to highest values. Simulations at B0 = 1.3T, 

ΔB = 100mT, and a flat-top duration of 100ms. 

Sensitivity to this effect was found to increase only slightly with lower main field 

strength. However, Figure 2.5 shows the results of the grid simulation for Ablavar at low 

field (B0 = 0.3T) where the agent’s relaxivity becomes positively correlated with field 

strength. The common field strength of 0.5T cannot be used for Ablavar due to its local 

maximum in relaxivity at that strength. A field shift of 100mT with a flat top duration of 

100ms was used once again. While the non-dispersive tissues exhibit the same behavior as 

at the higher field strength, absolute signal in the presence of Ablavar is now seen to 
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decrease with increasing ramp time, pass through a zero value, and begin increasing once 

more. 

 

Figure 2.5. Finite ramp time grid simulation for bound state Ablavar. Results 

normalized to highest value. Simulations at B0 = 0.3T, ΔB = 100mT, and a flat-

top duration of 100ms. 

The analytic model for finite ramping time derived in section 2.2.2 (Eq. (2.18)) was 

compared to simulation results and the ideal dreMR subtraction (Eq. (2.6)) for varying slew 

rate (Figure 2.6 (a) and (c)) and field shift strength (Figure 2.6 (b) and (d)). A main field 

strength of 0.5T and a flat top duration of 50ms were used. A slew rate of 50T/s and a field 

shift of 0.1T were used when not varied. This comparison was made for blood both without 

dispersive agent and with 50µM Feraheme. When no dispersive agent was present the 

model and simulation matched almost perfectly, while the ideal case of course predicts zero 

signal. In the presence of Feraheme the finite ramping model more closely fit simulation 

than the ideal model. This fit worsens with larger flat top durations, agent concentrations, 

and field shifts. 
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Figure 2.6. Finite ramp time simulation and model comparisons for (a) blood 

over varying slew rate, (b) blood over varying field shift strength, (c) blood 

and 50µM VivoTrax over varying slew rate, (d) blood and 50µM VivoTrax 

over varying field shift strength. Simulations at B0 = 0.5T, and a flat-top 

duration of 50ms. Slew rate of 50T/s and field shift of 100mT used when not 

varied. 

2.3.2 Inhomogeneous Field Shift Effects Results 

The grid simulations described in section 2.2.4 for inhomogeneous field shifts were applied 

for negative inhomogeneities Δ𝐵−
∗  (Figure 2.7) and positive inhomogeneities Δ𝐵+

∗  (Figure 

2.8). A main magnet field strength of 1.3T, a 100ms flat top duration, and a 100mT ideal 

field shift were used once again. These were carried out for comparison with the agents 

VivoTrax, Feraheme, and Ablavar in its bound state. As with the finite ramping 

simulations, we can see that field inhomogeneities result in improper canceling of signal 



43 
 

 
 

from non-dispersive tissue, with remaining signal increasing with inhomogeneity. In the 

presence of negative inhomogeneities signal from dispersive agent was seen to increase 

with inhomogeneity. However, these signals were seen to decrease with inhomogeneity for 

positive inhomogeneities resulting in further loss of differentiation between non-dispersive 

tissue and contrast agent. 

 

Figure 2.7. Negative inhomogeneity grid simulations for various contrast 

agents. From left to right grids use the dispersive agents VivoTrax, Feraheme, 

and bound state Ablavar. Results normalized to highest values. Simulations at 

B0 = 1.3T, ΔB = 100mT, and a flat-top duration of 100ms. 

 

Figure 2.8. Positive inhomogeneity grid simulations for various contrast 

agents. From left to right grids use the dispersive agents VivoTrax, Feraheme, 

and bound state Ablavar. Results normalized to highest values. Simulations at 

B0 = 1.3T, ΔB = 100mT, and a flat-top duration of 100ms. 

Sensitivity to inhomogeneities was found to increase at lower main field strengths. 

In particular, the behavior of Ablavar at low field strengths is again of interest as its 
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relaxivity becomes positively correlated with field strength below 0.5T. Grid simulations 

with a low field strength (B0 = 0.3T) but otherwise same parameters as above are shown 

for Ablavar with negative inhomogeneities and positive inhomogeneities (Figure 2.9). We 

can see that sensitivity to inhomogeneities has greatly increased with the low field strength, 

and that the behavior of contrast agent signal has reversed for positive and negative 

inhomogeneities. While the agent signal now increases with increasing positive 

inhomogeneities, the same signal decreases with negative inhomogeneities even passing 

through zero and regrowing in the case of the lower concentration (25µM). 

 

 

Figure 2.9. Inhomogeneous field shift grid simulations for bound state Ablavar 

at low field. Left figure uses negative inhomogeneities while the right uses 

positive. Results normalized to highest values. Simulations at B0 = 0.3T, ΔB = 

100mT, and a flat-top duration of 100ms. 

The analytic model for inhomogeneous field shifts derived in section 2.2.3 (Eq. 

(2.20)) was compared to simulation results and the ideal dreMR subtraction (Eq. (2.6)) for 

varying field shift inhomogeneity (Figure 2.10 (a) and (c)) and field shift strength (Figure 

2.10 (b) and (d)). A main field strength of 0.5T and a flat top duration of 50ms were used, 

and only negative inhomogeneities were presented for simplicity. In the field shift strength 

figures an inhomogeneity of 10% was used. These comparisons were made for blood both 

without dispersive agent and with 50µM Feraheme. When no dispersive agent was present 

the model and simulation matched almost perfectly, while the ideal case of course predicts 



45 
 

 
 

zero signal. In the presence of Feraheme the inhomogeneous field shift model more closely 

fit simulation than the ideal model. This fit worsens with larger flat top durations, agent 

concentrations, and field shifts. 

 

Figure 2.10. Inhomogeneous field shift simulation and model comparisons for 

(a) blood over varying inhomogeneity, (b) blood over varying field shift 

strength, (c) blood and 50µM VivoTrax over varying inhomogeneity, (d) blood 

and 50µM VivoTrax over varying field shift strength. Simulations at B0 = 0.5T, 

and a flat-top duration of 50ms. Inhomogeneity of 10% and field shift of 

100mT used when not varied. 

2.4 Discussion 

2.4.1 Discussion of Finite Ramping Effects 

In the derivation of the finite ramping model in section 2.2.1 it was predicted that a term in 

the resulting dreMR subtraction will remain independent of any dispersion relation, 
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depending only on the relaxation rate at the main field strength R1 (Eq. (2.18)). We can see 

this is confirmed in our simulations where signal remains for non-dispersive tissue, with 

higher signal for higher R1 tissues like fat. In fact, in the 1.3T examples of Figure 2.4, we 

can see that fat becomes indistinguishable from 25µM of any of our agents when the total 

ramping time reaches a quarter of the flat top duration. When the total ramping time is 

below at least 5% (0.05) of the flat top duration, the contrast agent largely becomes 

differentiable from fat. For a dreMR pulse of 100mT and 100ms this equates to a slew rate 

of at least 40T/s. 

 The behavior of Ablavar at low field was also predicted by the finite ramping 

model. At fields below ~0.5T the dispersion relation of Ablavar becomes positive rather 

than negative. This means that the two terms of the model (Eq. (2.18)) are subtracting from 

one another, and of course we measure the absolute value of the result. For short ramping 

times the dispersive term dominates, but as ramping time increases the non-dispersive term 

grows faster resulting in an overall decrease in signal. Eventually the two terms become 

equal and the total signal is zero. As the ramping time increases past this point the non-

dispersive term grows larger than the dispersive term, resulting in a return of signal. 

However, at this point we can no longer determine the concentration of the agent and it is 

almost impossible to locate even qualitatively. 

 At higher field strengths where dispersion for all agents was negative, the two terms 

of the model would add together, resulting in increase of all signals with ramping time 

(although proportionality to concentration is still lost). When an agent has a positive 

dispersion relation like Ablavar at low field, the difference of terms makes the image much 

more sensitive to ramping effects. In this example (Figure 2.5), we can see that to clearly 

differentiate between fat and Ablavar at low field we require the total ramping time to be 

less than 1% (0.01) of the flat top duration. For this 100mT, 100ms pulse this equates to a 

slew rate of at least 200 T/s.  

While such a slew rate may be possible for small animal coils and safe for animal 

studies, it would be very difficult to design for in humans and could cause cardiac or 

peripheral nerve stimulation (PNS) [15]. The slew rate requirement can be lowered by 

increasing flat top duration, but this results in signal saturation and loss of concentration 
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proportionality. Using smaller field shifts will also allow for lower slew rate but will lose 

some contrast. It should also be noted that the results for Ablavar at low field are much 

more sensitive to field shift strength than the negatively correlated agents. 

 VivoTrax and Feraheme maintain similar results to Figure 2.4 at low fields and 

with various field shift strengths. However, to minimize finite ramping effects we want to 

ramp the dreMR coil as fast as possible. In a smaller low field system, in particular our 

compact head-specific cryogen-free 0.5T superconducting magnet, distance between the 

insert coil and bore is reduced leading to higher amplitude eddy currents induced on the 

main magnet’s surfaces. These eddy currents could potentially heat the system leading to 

a quench. To ensure dreMR operation is safe in the compact system for high slew rates, 

experiments were carried out with our current generation dreMR coil inside the low field 

magnet to monitor inside temperature during dreMR pulses as detailed in Appendix B.1. 

No significant heating of the low field system was measured during dreMR coil operation. 

2.4.2 Discussion of Inhomogeneous Field Shift Effects 

As with finite ramping, in the derivation of the inhomogeneous field shift model in section 

2.2.2 it was predicted that a term in the resulting dreMR subtraction will remain 

independent of any dispersion relation, depending only on the relaxation rate at the main 

field strength R1 (Eq. (2.21)). We can see this is again confirmed in our simulations where 

signal remains for non-dispersive tissue, with higher signal for high R1 tissues like fat. We 

can also see that the sensitivity to field inhomogeneities is higher for positive 

inhomogeneities, which are decreasing signal from agent at 1.3T, than negative 

inhomogeneities which are increasing signal. This is because all three agents exhibit 

negative dispersion relations in this range resulting in a difference of terms in the model 

(Eq. (2.20)) when a positive inhomogeneity is present, and an addition of terms when a 

negative inhomogeneity is present. In the 1.3T examples of Figure 2.7 and Figure 2.8, we 

can see that fat becomes indistinguishable from 25µM of any of our agents in the presence 

of a 10% negative inhomogeneity or a 5% positive inhomogeneity. We can also see that in 

either case it is best to limit inhomogeneities below 1% to suppress fat signals. 
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Similarly, at low field where Ablavar has a positive dispersion relation, the agent 

has an increased sensitivity to negative inhomogeneities which will result in a difference 

of terms while positive inhomogeneities result in an addition. Sensitivity for all agents to 

both types of inhomogeneities also increases at low field, likely due to the dispersive term 

(Eq. (2.20)) decreasing faster with B0 than the non-dispersive. The non-dispersive term also 

grows faster with inhomogeneity than the dispersive, resulting in the signal from Ablavar 

crossing zero and loss of any usable concentration information at higher inhomogeneities. 

This will occur for any combination of dispersion relation and positive/negative 

inhomogeneities that results in a difference of terms. In the low field examples of Figure 

2.9, we can see that fat becomes indistinguishable from 25µM Ablavar in the presence of 

a 3% negative inhomogeneity or a 5% positive inhomogeneity. We can also see that in 

either case it is again best to limit inhomogeneities below 1% to suppress fat signals. 

2.5 Conclusions 

Models accounting for finite ramping and inhomogeneous field shift effects in dreMR 

subtraction imaging were derived and were able to explain the behavior of simulated 

dreMR images. A simulation environment was established to inform design requirements 

based on desired dreMR pulse parameters, agents, and main field strengths. Both finite 

ramping and inhomogeneous field shifts were found to result in signal remaining from 

dispersion-free tissue, and a loss of proportionality to dispersive contrast agent 

concentration. These effects were shown to cause a loss of differentiation between contrast 

agent and high R1 tissues such as fat. 

Loss of differentiation due to finite ramping was shown to be greater for low field 

Ablavar. For VivoTrax, Feraheme, and 1.3T Ablavar slew rates of at least 40T/s are 

required for a typical dreMR pulse, while low field Ablavar requires at least 200T/s to 

differentiate from fat. However, many regions of interest may contain little to no fat, and 

in regions where fat is present prior images could be taken to determine its location. These 

results are also subject to pulse parameters and simulations should be run for the specific 

pulse sequence to be applied. It remains best practice to ramp to field as quickly as possible, 
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and Appendix B.1 shows that such high slew rate pulses would not cause main magnet 

safety concerns.  

Loss of differentiation due to field inhomogeneities was worst when dispersion sign 

and inhomogeneity type (Δ𝐵±
∗ ) results in a difference of terms (Eq. (2.20)) and worsens 

with lower field. In some cases, fat became indistinguishable at as low as 3%, and in all 

cases it is best to keep inhomogeneity below 1%. The effects of field inhomogeneities can 

be minimized in two ways. The first is to produce field maps of the imaging region for the 

specific dreMR coil in operation, and use these maps to inform accurate, spatially 

dependent field compensation weightings for the dreMR subtraction (Eq. (2.2)). This is a 

post-processing solution which would not eliminate inhomogeneity effects under 

patient/animal motion. The second is to eliminate the error at the source by developing an 

improved field inhomogeneity design method for dreMR coils. In practice a combination 

of these two solutions should be used. 
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An improved homogeneity design method for 

dreMR systems 

 

This chapter is adapted from the currently unpublished paper: McCready MA, Handler 

WB, Chronik BA, An improved homogeneity design method for fast field-cycling coils in 

molecular MRI. 

3.1 Introduction 

Delta relaxation enhanced magnetic resonance is a powerful FFC method for 

quantitative molecular imaging. The dreMR method improves specificity between bound 

and unbound contrast agents and does not require imaging pre-injection [1]. An FFC insert 

coil is used to shift the magnitude of the main magnetic field of an MRI as part of the pulse 

preparation phase of the pulse sequence. Images are acquired following positive and 

negative shifts of ΔB and subjected to a field-compensated image subtraction. Using 

contrast agents with T1 dispersion this subtraction can produce signal proportional to 

concentration of bound agent. 

Thus far, dreMR has been demonstrated for quantification and localization of 

agents [1–3], and measurement of tissue and agent T1 dispersion [4], but not yet in a clinical 

trial. Previous designs for the FFC insert coil have typically consisted of a thick resistive 

solenoid with an outer shield to counter inductive coupling with the main magnet [3,5–8]. 

Interaction with the main magnet cannot be entirely negated, leading to small eddy currents 

within the bore which create artefacts during image acquisition. These eddy currents can 

be compensated for using a dynamic frequency adjustment, or with the addition of a low 

power Helmholtz coil [7,9].  

While improvements in FFC dreMR hardware have been focused on shielding, 

eddy current compensation, and switching mechanisms, little attention has been given to 

field shift homogeneity. It has previously been believed that the dreMR insert coil does not 
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require high homogeneity, as the system is only used in a pulse preparation phase and not 

during acquisition [1,2,5,7]. However, as we have seen in Chapter 2, field inhomogeneities 

can create significant errors in dreMR subtraction resulting in prediction of agent where 

none is present and incorrect measurements of agent concentration [10]. This effect 

severely limits the imaging region for a dreMR coil. We found that to mitigate these effects, 

in particular for low field imaging, inhomogeneities should generally be limited to <1%. 

A whole-body system for clinical FFC-MRI has been constructed with high 

homogeneity over the region of interest (ROI) [11]. However, this system is a full scanner 

rather than an insert coil, and is intended exclusively for low-field FFC imaging with a 

maximum field strength of 0.2 T. It was previously argued that a shielded insert dreMR 

coil with cylindrical geometry could not be made to a viable size for dreMR imaging in 

humans, and that a system with open geometry designed by the BEM would be required 

instead [12]. When such systems were designed for head and body imaging, they exhibited 

a 20% field inhomogeneity over the regions of interest, which was deemed to be acceptable 

[13]. Later, a cylindrical geometry head system was designed which achieved a 10-20% 

field inhomogeneity depending on the imaging region, but with a large outer diameter of 

~51cm [6]. As we determined in the previous chapter, inhomogeneities of this size would 

result in a loss of differentiation between dispersive agent and non-dispersive tissue, 

especially fat, white matter, and grey matter. While these designs were never constructed, 

the most recently constructed dreMR coil, which was designed for imaging small animals, 

provides a <1.8% inhomogeneity over an ROI occupying less than 1/3 of the coil’s 9cm 

inner diameter [7]. 

While inhomogeneity effects can be mitigated by detailed volumetric mapping of 

the coil’s field and subsequent correction in post-processing, sub-voxel movement and 

diffusion of contrast agent in regions of large field inhomogeneity would still confound 

quantification.  A better solution is to design the coil with field inhomogeneities sufficiently 

low that the effect is insignificant. Here, we will present an improved homogeneity design 

method, allowing for improved control over the size and location of the dreMR imaging 

ROI. This method will allow for maximization of usable volume within dreMR inserts 

allowing the future design of compact, homogeneous clinical dreMR coils. 
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3.2 Methods 

3.2.1 Design overview 

While previously used FFC coils were designed as a shielded, thick solenoid with a central 

split, our new design method will use a uniform thick solenoid with an inner layer of 

windings specifically placed to improve field homogeneity (Figure 3.1).  This correction 

layer is designed using the BEM, typically applied to the design of gradient and shim coils 

[14–16]. The electromagnetic shield will also be designed with the BEM and its 

calculations coupled with those of the correction layer. 

A similar application of the BEM has been made for FFC coils in NMR [17]. While 

this FFC-NMR design method uses an outer corrective layer designed by the BEM, these 

windings are designed to have a separate dynamic control rather than run in series with the 

main windings, with the purpose of correcting field drift and dynamic inhomogeneities 

caused by thermo-mechanical stress. In our FFC-MRI design method, the corrective 

windings are chosen to correct static inhomogeneities, allow for control of ROI location, 

and run in series with the main windings. Additionally, while the FFC-NMR design does 

not include any form of electromagnetic shielding, our new design method includes a BEM 

designed shield that runs in series with the rest of the magnet. One of the main advantages 

of our new design method is the coupling of shield and correction coil calculations allowing 

for simultaneous shielding and improved homogeneity. 
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Figure 3.1. Cross sections of dreMR coil in YZ (LEFT) and XY (RIGHT) 

planes. (TOP) Previous dreMR coil designs consisting of axially split thick 

solenoid and an outer shield. (BOTTOM) New dreMR coil designs consisting 

of uniform thick solenoid, inner correction coil, and outer shield. In both 

designs the thick solenoid and shield use hollow wires pumped with water 

inside as coolant. The inner correction coil can also be made from hollow wire 

or cooled by proximity to the thick solenoid if finer solid wire is used. All layers 

are electrically connected in series. 

3.2.2 Boundary element method 

The BEM is a finite element method for finding the current density on a given surface that 

produces a desired field.  An arbitrary surface geometry is discretized into a mesh of finite 

elements. A stream function, from which current density is obtained, is then calculated over 

the surface. This was done using piecewise linear shape functions and triangular mesh 

elements for which the stream function is given by: 

 𝜓(𝐫) ≈ ∑ 𝐼𝑛𝜓𝑛(𝐫)

𝑁

𝑛=1

 3.1 
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where 𝜓(𝐫) is the stream function, 𝜓𝑛(𝐫) is the set of basis functions described in [14], 

and 𝐼𝑛 is the weighting coefficient of the stream function at node 𝑛 which we solve for. 

 We can form a cost functional dependent on the stream function values to be 

minimized for the solution we require. In this work our corrective and shield windings will 

contribute little to the coil’s total inductance. For this reason, we consider a minimum 

power functional to allow focus on reducing heating, with a field uniformity term to 

produce the desired field shape: 

Here, 𝐵𝑧(𝐫𝑘) is the z-component of the magnetic field produced by our stream functions at 

target point 𝑘, 𝐵𝑧
𝑡𝑎𝑟(𝐫𝑘) are our 𝐾 target z-component field values, 𝑃 is the power deposited 

in the BEM surfaces by the stream functions, and 𝛽 is a chosen weighting between power 

and field uniformity terms. When an acceptable solution is acquired, the stream function 

values are contoured on their respective surfaces giving us the necessary wire patterns for 

winding the coils [15,16]. 

3.2.3 Improving dreMR homogeneity 

Design of our next generation dreMR FFC coils begins with the choice of solenoid 

parameters. This includes number of radial (NR) and axial (NZ) windings, inner coil radius 

(ri), and wire gauge. These choices will be the main factors in determining field shift 

strength (ΔB), slew rate (𝜉), field efficiency, and weight. The design of thick solenoids can 

be optimized following the methods of [18]. 

From here, the correction coil and shield coil surfaces are chosen, and their meshes 

generated. This includes choosing the shield radius and axial length for both the shield and 

correction coils. As the problem has cylindrical symmetry, the mesh can be chosen to be 

made up of rings of nodes at the same z value which would, based on symmetry, necessarily 

have the same stream function value for each ring. The already programmed and 

implemented BEM previously detailed collapses the calculation of sets of nodes that will 

have the same stream function value to a single quasi node [12].  Previously this has been 

 𝑈 =
1

2𝐾
∑[𝐵𝑧(𝐫𝑘) − 𝐵𝑧

𝑡𝑎𝑟(𝐫𝑘)]
2

𝐾

𝑘=1

+
𝛽

2
𝑃 3.2 
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done to treat all nodes on a common edge as having the same stream function, to stop 

nonphysical flow of current from a surface at an edge.  This mechanism is used on the 

rings, which speeds up calculation by reducing the problem to one dimension. The wire 

gauges for the surfaces and the field target points are then chosen. 

 When all user decisions are made, the parameters are passed to our BEM 

implementation for winding placement of correction and shield coils. The BEM is first 

applied for a minimum energy design on the shield surface [19]. Here we solve for stream 

function values 𝐼s
𝑠𝑜𝑙 which shield only the chosen solenoid, minimizing the energy of a 

system containing themselves and the solenoid. 

We then find the correction stream function values 𝐼p which correct the field due to 

the solenoid and its shield values, as well as the coupled shield values 𝐼s
𝑐𝑜𝑟𝑟 which shield 

the correction coil without loss of homogeneity. This is done using the equation for the 

design functional (Eq. (3.2)) and the coupled shield values solved for in [19] resulting in 

the functional: 

where �̃�p𝑛 and �̃�p𝑛𝑚 are the coupled field and resistance matrices as defined in [19]. The 

target field values are chosen to offset the difference in field between the ROI center and 

each target point, and are given by: 

where 𝐫0 is the ROI center. Substituting these targets into the design functional (Eq. (3.3)) 

and minimizing for 𝐼p gives us the correction and coupled shield stream functions which 

will correct the field due to the solenoid and its shield values. 

The two sets of shield values 𝐼s
𝑠𝑜𝑙 and 𝐼s

𝑐𝑜𝑟𝑟 are then scaled and added together to 

obtain values for a full shield 𝐼s. The scaling factor 𝜆 is found by taking the ratio of 𝐼s
𝑠𝑜𝑙 

contour spacing to 𝐼s
𝑐𝑜𝑟𝑟 contour spacing and applying to the values 𝐼s

𝑐𝑜𝑟𝑟 . 

 𝑈 =
1

2𝐾
∑[𝐼𝑝𝑛�̃�𝑝𝑛(𝐫𝑘) − 𝐵𝑧

𝑡𝑎𝑟(𝐫𝑘)]
2

𝐾

𝑘=1

+
𝛽

2
𝐼𝑝𝑛𝐼𝑝𝑚�̃�𝑝𝑛𝑚 3.3 

 𝐵𝑧
𝑡𝑎𝑟(𝐫𝑘) = (𝐵𝑧

𝑠𝑜𝑙(𝐫0) + 𝐼s𝑞
𝑠𝑜𝑙𝑐s𝑞(𝐫0)) − (𝐵𝑧

𝑠𝑜𝑙(𝐫𝑘) + 𝐼s𝑞
𝑠𝑜𝑙𝑐s𝑞(𝐫𝑘)) 3.4 
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The full shield coil contour spacing is then set to that of 𝐼s
𝑠𝑜𝑙 and the wire patterns obtained. 

 To allow for proper cooling and choice of a wire gauge, we must have explicit 

control of wire spacing in the resulting designs. In order to simultaneously control the wire 

spacing and field uniformity of designs an iterative weighting calculation is implemented 

[19]. While the individual shield calculations for the solenoid and correction coil and 

subsequent combination allows high field homogeneity without detriment to shielding, it 

complicates control of design wire spacing. Our desired wire spacing and uniformity can 

be achieved in the correction coil following exactly the methods of [20] using the iterative 

weight calculations. However, an additional outer iteration must be applied for the shield 

design after combination of 𝐼s
𝑠𝑜𝑙 and 𝐼s

𝑐𝑜𝑟𝑟. As the shield coil uses a minimum energy 

method with no field targets, this iteration has no uniformity target and updates only 

relative power weights 𝛽. All weights begin with an initial value of one. The final solution 

is then contoured to produce the desired wire pattern. A summary of the design chain for 

our improved homogeneity method may be found in (Figure 3.2). 

 𝜆 =
𝐼s
𝑠𝑜𝑙  𝑐𝑜𝑛𝑡𝑜𝑢𝑟 𝑠𝑝𝑎𝑐𝑖𝑛𝑔

𝐼s
𝑐𝑜𝑟𝑟 𝑐𝑜𝑛𝑡𝑜𝑢𝑟 𝑠𝑝𝑎𝑐𝑖𝑛𝑔

;     𝐼s
𝑐𝑜𝑟𝑟 = 𝜆𝐼s

𝑐𝑜𝑟𝑟 3.5 
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Figure 3.2. Design flow chart for the improved homogeneity design method. 

Beginning with choice of solenoid, generation of meshes, solving for solenoid 

shield, solving for correction coil and its shield, scaling, and combining shields, 

and contouring for wire patterns when the desired wires pacing is achieved. 

Steps 3-5 are iterated over, updating shield power weighting until reaching 

desired wire spacing. 

3.2.4 Evaluation of Selected Designs 

To demonstrate the improved design method, a dreMR coil was designed to the same size 

parameters as our current generation coil [13] with the new method. This coil is for small 

animal imaging, with an inner radius of 4.5cm and outer radius of 15cm, with a solenoid 

axial length of 18.5cm and a shield axial length of 31cm. The new design has no central 

axial split in the main solenoid and contains an inner correction coil while the previous 

design is a split solenoid with no correction coil. All windings were chosen to have an outer 

wire diameter of 5.3mm. The field inhomogeneity maps of both designs were simulated 

using a numerical Biot-Savart law calculator, and a simulated comparison of shielding 

performance was also made with the coils set to produce a field shift of 100mT. 
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 In addition to improving homogeneity and increasing the size of imaging regions, 

the new design method should also be capable of moving the imaging region. As a proof 

of concept, a design is presented similar to those above in size, but with the imaging region 

center shifted 5cm down the positive z-axis. This coil again has an inner radius of 4.5cm 

and outer radius of 15cm, with a solenoid length of 18.5cm and a shield length of 31cm. 

The correction coil here uses 3.5mm wire and has only 4 radial layers for greater success 

in homogenizing the ROI. A shielded uniform solenoid of the same dimensions with no 

correction coil is used for comparison with the ROI-shifted design.  

3.2.5 Image Simulation 

To exhibit the improvement this design method can have on dreMR imaging, the methods 

of section 2.2.3 were employed to simulate dreMR images with inhomogeneous field shifts. 

Unlike the simulations of the previous chapter, an inhomogeneous field shift is not 

specified to a pulse object, but rather the ideal field shift value is supplied along with a coil 

design represented by discrete current elements. The current through these elements is then 

scaled such that the field produced at the center of the design’s ROI is equal to the ideal 

field shift. The rest of the simulation domain is then subjected to the design’s specific 

inhomogeneous field shift. Field maps were obtained using a numerical Biot-Savart 

calculator. 

This simulation environment was applied for three domains. The first contained a 

uniform 160µM concentration of VivoTrax with a background T1 value of 1.2s to simulate 

the presence of the agent in blood. The dreMR pulse parameters used a main field of 0.5T, 

dreMR pulses of 100mT, and a pulse duration of 100ms. The standard dreMR weighted 

subtraction [1] was then applied to the simulated magnetizations, and a percent difference 

test performed across the domain with comparison to the perfectly homogenous field case. 

The second domain used a background T1 of 1.2s to simulate blood, a cylinder of fat with 

a T1 value of 0.25s, and three cylinders of 25µM, 75µM, and 125µM VivoTrax each with 

background T1 values of blood, with a main field of 0.5T. 
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Figure 3.3. Domain for simulated dreMR subtraction imaging with coil design 

field maps. Background contains blood, grey circle contains fat, blue circles 

contain blood and VivoTrax or Ablavar in concentrations of 25µM, 75µM, and 

125µM. Red arrow denotes line profiles to be plotted. 

The third domain again used a background T1 of 1.2s to simulate blood, a cylinder 

of fat with a T1 value of 0.25s, and this time three cylinders of 25µM, 75µM, and 125µM 

Ablavar and blood. Two simulations were produced on this domain, one with a main field 

of 0.3T and symmetric 100mT ±Δ𝐵 dreMR pulses, and one with a main field of 0.5T and 

asymmetric dreMR pulses of 0mT and -200mT. While we have not modeled asymmetric 

subtractions, we can expect them to produce similar images to the symmetric case. Here in 

the case of low field Ablavar images the asymmetric subtraction is more realistic as our 

low field system has a main field strength of 0.5T at which Ablavar relaxivity is at a local 

maxima, and symmetric field shifts would not satisfy the necessary linear condition in 

relaxivity. 

A line profile across the simulated image of each domain was plotted for the designs 

and for a simulation using a perfectly homogeneous field shift. Percent differences were 

calculated between the simulations using the specific designs and the perfectly 

homogeneous case for all pixels containing contrast agent. Non-dispersive tissue pixels 
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were not included as these produce a signal of zero for a perfectly homogeneous shift, 

making a percent difference meaningless. The results of these percent difference tests were 

plotted as histograms normalized to the number of dispersive pixels. All simulations in this 

work were performed on custom code created in MATLAB (R2020b, Mathworks, Natick, 

MA). 

3.3 Results 

3.3.1 Comparison with previously constructed design 

The newly designed dreMR coil was compared to the current generation design through 

simulation of their field homogeneity maps. Figure 3.4 displays the homogeneity contour 

maps of the previous and new coil designs. Figure 3.4 (a) and (b) show homogeneity maps 

for the previous coil in the XY and XZ planes respectively. Figure 3.4 (c) and (d) show 

homogeneity maps for the newly designed coil in the XY and XZ planes respectively. We 

can see that the field homogeneity of the new design has vastly improved upon the 

previous, with the majority of the coil’s volume falling under 1% and even 0.1% 

inhomogeneity as opposed to the previous design’s 10%. Considering a spherical volume 

concentric with the coils, the new design can image on such a sphere of diameter 8.5cm 

with inhomogeneity <1%, while the previous design can only do so on a diameter of 5cm. 
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Figure 3.4. Inhomogeneity contour maps for (a) the previously constructed 

coil in the XY plane at Z = 0, (b) the previous coil in the XZ plane, (c) the 

newly designed coil in the XY plane at Z = 0, and (d) the new design in the XZ 

plane. Both coils have an inner radius of 4.6cm, represented by the dashed 

black line in the XY plane. 

To compare the shielding performance of the two designs the total field strength of 

each design was plotted along the x-axis radially outwards from the center of the coils at 

𝑧 = 0. The field strength here exhibits the same behavior as any value along the z-axis, 

with the highest total values in this region. The inner and outer (shield) radii of the coils 



64 
 

 
 

are also denoted with vertical lines (Figure 3.5). We can see that the field drops off faster 

outside of the shield for the new design than the previous. The field for both coils drops to 

the order of µT within 10cm of the shield. A full comparison of coil parameters is made in 

Table 3.1. 

 

Figure 3.5. Simulated field strengths of the previously constructed coil 

(magenta dashed) and newly designed coil (black solid), against radius from 

their central axis in the Z = 0 plane. This is where the field produced by the 

system should be the strongest. Inner and outer (shield) radii are denoted by 

the blue and red lines respectively. A magnified plot is provided of field 

strength from 15cm to 50cm, with axes still in cm and mT. 
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Table 3.1. Geometric and Electromagnetic Parameters of Coil Designs 

Parameters Old Design Method 
 

New Design Method 

Inner Radius (cm) 4.6 4.6 

Shield Radius (cm) 14.3 14.3 

Radial Layers 6 6 

Axial Windings 30 36 

Gap Width (cm) 1.25 0 

Solenoid Axial Length (cm) 18.5 18.5 

Shield Axial Length (cm) 31.4 31.2 

Resistance (mΩ) 80.3 103.4 

Inductance (𝜇H) 1478 2112 

Efficiency (mT/A) 0.90 1.05 

DSV<1%a (cm) 5.0 8.5 

Table 3.1. Geometric design parameters and resulting simulated 

electromagnetic properties of previously constructed coil design and coil 

designed with new method. aDSV<1% refers to the diameter of a spherical 

volume within which the inhomogeneity is less than 1%. 

 The coil designs were applied to simulated dreMR subtraction images to see the 

improvement the new method can have on an image. The resulting percent differences from 

a perfectly homogeneous field image across the domain of VivoTrax for the previously 

constructed and newly designed coils can be found in Figure 3.6 (a) and (b). Histograms 

of these percent differences are given in fraction of pixels in Figure 3.6 (c) and (d). 
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Figure 3.6. Percent differences of simulated dreMR subtraction images 

between coil design fields and ideal homogenous field in the XZ-plane. (a) 

Percent difference between simulated image with previously designed coil and 

with ideal field. (b) Percent difference between simulated image with newly 

designed coil and with ideal field. Histograms of percent difference with a 

perfectly homogeneous simulation given in fraction of pixels for (c) current 

generation design and (d) new design. Domain contains uniform 160µM 

VivoTrax with relaxivity data obtained from collaborators. 

The result of a dreMR subtraction on the domain of VivoTrax, fat, and blood at a 

main field strength of 0.5T is shown in Figure 3.7 for the two coil designs. Line profiles 

across the diagonal of the domain are shown in Figure 3.7 (c) and (d). Histograms of 

percent difference between coil designs and a perfectly homogenous field shift are given 

as fraction of dispersive pixels in Figure 3.7 (e) and (f). Using the current generation 

design, 40% of pixels had a percent error of ≤1%, 5% of pixels had a percent error of ≥10%, 
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and the maximum error was 22%. Using the new design, 93% of pixels had a percent error 

of ≤1%, no pixels had a percent error of ≥10%, and the maximum error was 5%. 

 

Figure 3.7. Simulated dreMR subtraction imaging with coil design field maps 

for (a) current generation dreMR coil design and (b) analogous design using 

the improved homogeneity method. VivoTrax agent used at B0 = 0.5T, ΔB = 

0.1T, and a flat top duration of 100ms. Red arrow denotes line profiles plotted 

in (c) for current generation design and (d) for new design. Histograms of 

percent difference with a perfectly homogeneous simulation given in fraction 

of dispersive pixels for (e) current generation design and (f) new design. 
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The result of a symmetric dreMR subtraction on the domain of Ablavar, fat, and 

blood at a main field strength of 0.3T is shown in Figure 3.8 for the two coil designs. Line 

profiles across the diagonal of the domain are shown in Figure 3.8 (c) and (d). Histograms 

of percent difference between coil designs and a perfectly homogenous field shift are given 

as fraction of dispersive pixels in Figure 3.8 (e) and (f). Using the current generation 

design, 15% of pixels had a percent error of ≤1%, 25% of pixels had a percent error of 

≥10%, and the maximum error was 50%. Using the new design, 79% of pixels had a percent 

error of ≤1%, only 0.04% of pixels had a percent error of ≥10%, and the maximum error 

was 12%. 
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Figure 3.8. Simulated dreMR subtraction imaging with coil design field maps 

for (a) current generation dreMR coil design and (b) analogous design using 

the improved homogeneity method. Ablavar agent used at B0 = 0.3T, ΔB = 

0.1T, and a flat top duration of 100ms. Red arrow denotes line profiles plotted 

in (c) for current generation design and (d) for new design. Histograms of 

percent difference with a perfectly homogeneous simulation given in fraction 

of dispersive pixels for (e) current generation design and (f) new design. 

The result of an asymmetric dreMR subtraction on the domain of Ablavar, fat, and 

blood at a main field strength of 0.5T is shown in Figure 3.9 for the two coil designs. Line 

profiles across the diagonal of the domain are shown in Figure 3.9 (c) and (d). Histograms 
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of percent difference between coil designs and a perfectly homogenous field shift are given 

as fraction of dispersive pixels in Figure 3.9 (e) and (f). Using the current generation 

design, 6% of pixels had a percent error of ≤1%, 48% of pixels had a percent error of ≥10%, 

and the maximum error was 114%. Using the new design, 63% of pixels had a percent error 

of ≤1%, only 3% of pixels had a percent error of ≥10%, and the maximum error was 26%. 

 

Figure 3.9. Simulated dreMR subtraction imaging with coil design field maps 

for (a) current generation dreMR coil design and (b) analogous design using 

the improved homogeneity method. Ablavar agent used at B0 = 0.5T, with an 

asymmetric dreMR pulse ΔB = [0T, 0.2T], and a flat top duration of 100ms. 
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Red arrow denotes line profiles plotted in (c) for current generation design and 

(d) for new design. Histograms of percent difference with a perfectly 

homogeneous simulation given in fraction of dispersive pixels for (e) current 

generation design and (f) new design. 

3.3.2 Explicit control of imaging region 

To showcase the new design method’s ability to move the ROI, a shielded uniform solenoid 

with and without a correction coil were designed and their field homogeneity maps 

compared. Figure 3.10 shows the homogeneity contour maps of the ROI-shifted design 

and the shielded solenoid. Inhomogeneity here is calculated in reference to a point on the 

z-axis at 𝑧 = 5cm. Figure 3.10 (a) and (b) show homogeneity maps for the shielded 

solenoid in the XY and XZ planes respectively. Figure 3.10 (c) and (d) show homogeneity 

maps for the ROI-shifted coil in the XY and XZ planes respectively. It can be seen that the 

correction coil design has far greater homogeneity in the ROI than the solenoid. 
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Figure 3.10. Inhomogeneity contour maps for (a) a simple shielded solenoid 

in the XY plane at Z = 5cm, (b) the shielded solenoid in the XZ plane, (c) the 

newly designed coil in the XY plane at Z = 5cm, and (d) the new design in the 

XZ plane. Both coils have an inner radius of 4.6cm, represented by the dashed 

black line in the XY plane. 
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3.4 Discussion 

 The improved design method was shown to greatly increase the field shift 

homogeneity of the imaging region and increase the available size of the imaging region. 

In the new example design provided, nearly the entire diameter of the coil can be imaged 

with <1% field inhomogeneity for the center plane. While the resistance increased by 

approximately 29% in the new design, the field efficiency also increased by approximately 

17%, resulting in a 5.4% drop in power requirements. This has come at a cost to inductance 

and therefore slew rate, all due to the added windings filling the axial gap of the previous 

design and the introduction of the correction windings. While the shielding was not 

expected to improve for this design method, we can see that the field drops off quicker for 

our new design outside the shield than for the previous design. This may be specific to the 

design; however, the results do demonstrate that the new design method maintains adequate 

shielding.  

 In a simulation of dreMR subtraction imaging, the new coil was found to 

dramatically improve precision and accuracy when compared to the previous design. The 

percent difference calculated across a domain of uniform concentration VivoTrax was 

shown to reach values up to 12% for the previous design, and values up to 6.5% for the 

new design with the vast majority of the domain falling below 1%. For the domains of 

various agent concentrations and fat (Figure 3.7, Figure 3.8, and Figure 3.9) the new 

design greatly reduced the remaining signal due to fat, and closely matched the simulated 

results of a perfectly homogeneous field shift. The majority of dispersive pixels for these 

simulations fell under a <1% difference from the perfectly homogeneous case for the new 

design, while the majority fell over >1% for the current generation design with a significant 

portion falling over >10%. 

The new design method was shown to allow for explicit control of imaging region, 

shifting the ROI by 5cm along the z-axis in the example design, and largely improving 

homogeneity in this ROI versus a simple shielded solenoid. While it is very difficult to 

expand the ROI along the z-axis away from the coil isocenter where field begins to decrease 

with ~1/𝑧2, the new design was able to greatly correct the field towards isocenter. 
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3.5 Conclusions 

To improve specificity of dreMR images and compete with nuclear imaging 

modalities, we have mitigated imaging errors due to field shift inhomogeneities. This was 

done by improving field homogeneity at the design stage through use of the BEM. A field-

corrective layer of windings was designed to correct field inhomogeneities of a primary 

solenoid and coupled with an outer shield to prevent interaction with external systems 

while maintaining high field homogeneity. All coil layers were designed to run in series. 

While dreMR has been demonstrated in animal studies it has not yet been 

performed in a clinical study. To develop coils for human imaging we will need to not only 

increase imaging region sizes, but potentially design shifted coils for imaging the head 

without space for shoulders, or a knee without space for the upper thigh. Having explicit 

control over field homogeneity allows for designs with a shifted ROI, making dreMR or 

general FCC imaging of such areas possible. The improved design method was shown to 

greatly increase the ROI, improve accuracy of simulated images at low field, and control 

location of ROI. This design method will be useful for the construction of future generation 

dreMR coils and specifically the first clinical dreMR coils. 
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Conclusions and future work 

4.1 Thesis summary 

 Quantitative molecular imaging is a useful tool in assessment of disease treatment 

and progression. With use of the dreMR method, quantitative molecular images can be 

obtained from MRI without effects of ionizing radiation from nuclear imaging such as PET 

[1,2]. Thus far dreMR has only been performed in animals and phantoms, with the 

exception of one case where a broken finger was imaged [3]. Extending dreMR to clinical 

studies will require maximization of ROI relative to coil size, and increasing contrast 

generated per unit field shift. It is therefore also favourable to perform dreMR imaging 

with low field systems in the future where many of the agents used display higher 

dispersion [4]. The work presented in this thesis focused on removing the previously made 

assumptions of dreMR that the FFC insert coil ramps to field instantaneously and provides 

a perfectly homogeneous field shift. These factors were then discussed in the context of 

extension to low field and clinical imaging, and solutions posed in the form of feasibility 

of fast ramping and an improved homogeneity design method. 

 In Chapter 2 the standard dreMR subtraction model was rederived twice, once for 

finite ramping periods, and once for inhomogeneous field shifts. It was shown that both 

effects result in residual signal from non-dispersive tissue, and a loss of proportionality to 

dispersive agent concentration. A simulation environment was developed to predict the 

impact of these effects on dreMR imaging for a given dreMR pulse and coil design if 

desired. Such simulations may be used to inform insert coil design studies going forward 

as to the required slew rate and field homogeneity capabilities for a desired agent, pulse, 

and main field strength.  

Development of dreMR coils for imaging humans will require larger designs and 

therefore higher inductances than previously constructed coils. The simulations of Chapter 

2 will therefore be crucial to inform us of slew rate restrictions that must be met as we 

approach these limits. Our current gradient power amplifier is capable of ramping dreMR 
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coils at the necessary slew rates, and a study of induced heating with our compact main 

magnet determined that there is no danger of a quench with our current degree of shielding. 

The ability to reach slew targets will likely then be limited by PNS and cardiac stimulation 

in humans [5]. 

Another concern for developing human sized dreMR coils is the available space 

within the system. As the dreMR coil is an insert to the gradient system, its outer shield 

radius must fit within the gradient bore. At the same time, the dreMR system must fit the 

RF system and the patient comfortably within. This is further complicated by the field 

homogeneity requirements resulting from the work of Chapter 2. To image humans without 

inhomogeneity complications a large region of <1% inhomogeneity is necessary. Field 

inhomogeneities can be accounted for by detailed field mapping and post processing, or 

ideally at the source by an improved design method which also minimizes inhomogeneity 

impact on motion effects. 

The simplest way to increase the ROI at the design stage is to construct a larger 

coil, but this of course isn’t viable to fit within the gradient system and would also increase 

the coil’s inductance. In Chapter 3, field homogeneity was improved at the design stage 

through use of the BEM. A field-corrective layer of windings was designed to correct field 

inhomogeneities of a primary solenoid and coupled with an outer shield to prevent 

interaction with external systems while maintaining high field homogeneity. All coil layers 

were designed to run in series. This new method was shown to greatly increase the usable 

ROI, reducing signal due to fat and removing inconsistencies in signal due to agent. It was 

also shown to allow for shifted ROI designs.  

These improvements will increase specificity of dreMR images to compete with 

nuclear imaging modalities. They will also aid in the design of clinical dreMR coils by 

maximizing the available imaging volume. This will allow for the development of compact 

human sized coils with low inductance mitigating errors due to field inhomogeneities and 

finite ramping periods. With a clinical dreMR coil, dreMR could be used for diagnosis of 

disease, and assessment of disease treatment and progression, all without use of ionizing 

radiation. 
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4.2 Future work 

4.2.1 Additional post-processing dreMR methods 

As discussed in Chapter 2, one method for removing field shift inhomogeneity effects from 

dreMR images would be to use detailed field maps for the field compensation weightings. 

As the remaining non-dispersive signal and loss of proportionality to contrast agent arise 

from a difference in the field used for these weightings and the exact local field in some 

region, making these weights spatially dependent with the coil’s real field map would 

ideally remove these errors. A field map for a prototype dreMR coil was previously 

measured using a 3-axis Hall probe (Senis AG, Model F3A) and rigid positioning apparatus 

[6]. These measurements should be repeated for one of the currently operating dreMR coils 

and used in image post-processing to validate the expected improvement. There will of 

course remain some error due to uncertainty in field mapping measurements and in a 

practical clinical imaging experiment patient motion would introduce inhomogeneity 

effects not accounted for by the field map. An improved design method for high 

homogeneity dreMR systems is therefore more desirable and should be combined with 

detailed field mapping. 

 Much of the loss of differentiation between dispersive agent and non-dispersive 

tissue in Chapter 2 occurred when high R1 tissues were present such as fat, white matter, 

and grey matter. When these tissues are not present, the requirements for field 

inhomogeneity and slew rate for differentiation are much less stringent. A tissue atlas could 

then be used to determine whether a region is likely to contain certain high R1 tissues. Such 

an approach may also lend itself to the use of artificial intelligence to determine whether a 

signal is coming from contrast agent or non-dispersive tissue as a part of image post-

processing. While this could ease the design requirements, it would still be ideal to produce 

high homogeneity and rapid field shifts as the loss of proportionality to contrast agent 

concentration would not be corrected by this method. 
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4.2.2 Asymmetric dreMR pulses 

In section 3.2.5 a more realistic simulation of dreMR imaging with Ablavar at low field 

was presented. Ablavar has been the flagship contrast agent of dreMR in the past thanks to 

its attractive ability to only exhibit T1 dispersion when bound to the target molecule. 

However, at 0.5T bound Ablavar exhibits a local maximum in it’s relaxivity. A standard 

set of dreMR pulses for subtraction is symmetric. That is, the pulses are applied with the 

same magnitude but opposite polarity. Not only does this violate the linear relaxivity 

assumption at 0.5T for Ablavar but given the shape of the curve the relaxivity at 𝐵0 ± Δ𝐵 

will be the same resulting in no signal from the agent after subtraction. Therefore, in order 

to perform dreMR subtraction with Ablavar in our low field system an asymmetric pulse 

structure must be used, where two pulses of the same polarity but different size are applied 

for subtraction (i.e. ±Δ𝐵1 and ±Δ𝐵2).  

 All derivations in this work and in previous work on dreMR followed use of 

symmetric dreMR pulses. While it is likely that asymmetric pulses will maintain the desired 

properties of dreMR and only slightly alter effects of inhomogeneities and ramping periods, 

the derivation of dreMR subtraction should be repeated for asymmetric pulses before 

experimentation. This will determine if any additional post processing needs to be applied 

for the use of such pulse sequences. 

4.2.3 Extensions to design method 

The implementation of the BEM allows for the extension of this design method to provide 

multiple layers (surfaces) for correction coils. Under slight adjustment, designs could be 

produced with not only an inner correction coil, but additional correction windings outside 

the primary solenoid. This would allow for finer control of field homogeneity as these outer 

windings would have less impact on the imaging region than the inner ones. While we have 

been able to adequately control homogeneity in the small coil designs of this work, such 

additional layers could prove useful in larger human coil designs. 

 The BEM is also used extensively in the design of gradient coil systems. Thus far, 

dreMR coils have been inserted within gradient systems and must be designed to fit within 
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their bore. This could be difficult when designing human sized coils for clinical dreMR 

imaging. A potential solution is to couple the design of dreMR and gradient systems into 

one combined system using the BEM. This would require accounting for torques and forces 

within the systems which the BEM is capable of. 

 This could be extended to allow the z-gradient and dreMR coil to apply pulses 

simultaneously during the pre-polarization period (Figure 4.1). While many z-gradients 

vary linearly from −𝐵𝑧 to +𝐵𝑧 across the ROI, passing through zero, offset gradients have 

been designed which produce a field of one sign in the ROI and do not pass through zero 

[7]. Such an offset z-gradient could be used to increase the dreMR field shift across the 

ROI and thereby reduce the number of windings required for the dreMR coil. This could 

in turn improving ramping speeds if the systems were run in parallel.  

The addition of a linearly varying component would require detailed field mapping 

for realistic field compensation weightings, or could be accounted for in the design of the 

correction coil(s). A pattern mirroring that of the offset z-gradient could be used to produce 

a field with the opposite slope which when added to the z-gradient field would produce a 

flat homogenous field across the ROI. The stream function for such a design could be 

scaled and added to one chosen to correct the dreMR system field, similar to how the 

separate shield stream functions were calculated and added together in Chapter 3. 
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Figure 4.1. Gradient assisted pre-polarization dreMR subtraction pulse 

sequence. The slice select (z) gradient is applied simultaneously with the 

dreMR pulse and remains on for the slice selection during the second 90º RF 

pulse. The gradient is applied in the same direction as the dreMR pulse meaning 

the current must be reversed between the (a) −𝚫𝑩 and (b) +𝚫𝑩 images. 

4.2.4 Design studies and construction of coils 

The design method outlined in this thesis will be applied to a design study and used to 

construct future dreMR coils. The simulation environment developed in Chapter 2 can be 

used to inform this study for the desired use. Simulations will then be carried out in CST 

Studio Suite (Dassault Systèmes Simulia Corp., RI) using the model of our previous dreMR 

coil, and any potential new designs. These simulations will involve calculating the eddy 

currents induced on the surface of our 0.5T bore system, and ensuring that any new design 

does not produce greater eddy currents during ramping than our previous coil does for the 

case we measured the temperature of (Appendix B). This test will allow us to ensure our 

new design will not overheat the bore system and cause a quench. This will also allow us 

to find any necessary restrictions on the slew rate we can run a new design at.  

Such design studies will be carried out first for a small animal coil to confirm the 

improvement on imaging. This coil can then be used for the first dreMR imaging 

experiments at 0.5T. If the coil performs as desired, design studies should be carried out 
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for the first human sized dreMR coils, the construction of which will finally push this 

powerful imaging method to clinical application. 

4.3 References 

[1] J.K. Alford, B.K. Rutt, T.J. Scholl, W.B. Handler, B.A. Chronik, Delta relaxation 

enhanced mr: Improving activation - Specificity of molecular probes through R1 

dispersion imaging, Magn. Reson. Med. 61 (2009) 796–802. 

https://doi.org/10.1002/mrm.21933. 

[2] I.J. Hildebrandt, H. Su, W.A. Weber, Anesthesia and other considerations for in 

vivo imaging of small animals, ILAR J. 53 (2012) 17–26. 

[3] J. Alford, A.G. Sorensen, T. Benner, A. Chronik, B. Handler, J. Scholl, G. Madan, 

P. Caravan, Direct Protein Imaging of Inflammation in the Human Hand, Proc. 

19th Sci. Meet. Int. Soc. Magn. Reson. Med. (2011) 0452. 

[4] Y. Wang, M. Spiller, P. Caravan, Evidence for weak protein binding of 

commercial extracellular gadolinium contrast agents, Magn. Reson. Med. 63 

(2010) 609–616. https://doi.org/10.1002/mrm.22214. 

[5] Medical electrical equipment — Part 2-33: Particular requirements for the basic 

safety and essential performance of magnetic resonance equipment for medical 

diagnosis, Int. Electrotech. Comm. 03 (2010). 

[6] D.J. Martire, Optimization of Design Procedures for Delta Relaxation Enhanced 

Magnetic Resonance, Sch. Grad. Postdr. Stud. Univ. West. Ontario. (2018). 

[7] W.B. Handler, C.T. Harris, T.J. Scholl, D.L. Parker, K.C. Goodrich, B. Dalrymple, 

F. Van Sass, B.A. Chronik, New head gradient coil design and construction 

techniques, J. Magn. Reson. Imaging. 39 (2014) 1088–1095. 

https://doi.org/10.1002/jmri.24254. 



85 
 

 
 

Appendices 

A.  Derivations of dreMR 

The standard dreMR subtraction image is comprised of a field compensated difference of 

two T1 weighted images pre-polarized at the field strengths 𝐵0 ± Δ𝐵 [1]. The signal in each 

image is proportional to the magnetization at the end of a dreMR pulse given by the solution 

to the longitudinal Bloch equation (Eq. (A.1)). 

Here 𝑀𝑧± is the longitudinal magnetization after the ±Δ𝐵 pulse, Δ𝑡 is the flat top duration 

of the pulse, and 𝑅1± is the longitudinal relaxation rate at the field strength 𝐵0 ± Δ𝐵. The 

resulting proportional signals are subjected to the dreMR field compensated subtraction 

(Eq. (A.2)). 

 When a T1 dispersive agent is present with linear dispersion in the range of field 

shifts and the field shifts are instantaneous and perfectly homogeneous this results in a 

remaining signal proportional to concentration of dispersive agent [1]. In this appendix the 

previous derivation of dreMR will be repeated with finite ramping periods and 

inhomogeneous field shifts separately. 

A.1. Derivation of dreMR with finite ramping periods 

The field shift during the ramping period is given by the field efficiency of the coil (𝜂) 

multiplied by the current for an RL circuit ramping up or down. If we make the safe 

assumption that the power amplifier is capable of providing a far greater voltage than 

required for the desired current (𝑉𝑚𝑎𝑥 ≫ 𝐼𝐿 and 𝐼𝑅), the ramping current can be 

approximated as linear with time giving: 

 𝑀𝑧± = 𝑀0 (
𝐵0 ± Δ𝐵

𝐵0
) (1 − 𝑒−Δ𝑡𝑅1±) 4.1 

 𝐼𝑠𝑢𝑏 = (
𝐵0

𝐵0 − Δ𝐵
)𝑘𝑀𝑧−

− (
𝐵0

𝐵0 + Δ𝐵
)𝑘𝑀𝑧+

 4.2 
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The time coefficient here 𝜂𝑉/𝐿 is the slew rate of the coil 𝜉. If we maintain that dispersion 

is linear within our range of field shifts the Bloch equation for longitudinal magnetization 

during the ramp-up period becomes: 

Here, 𝑅1 is the local relaxation rate accounting for background tissue and dispersive agent 

at the main field strength B0, and 𝑅1
′  is the slope of the local relaxation rate in the range of 

the field shifts. 

 The ODE for this ramp up period (Eq. (A.4)) is first order linear, and can be solved 

by use of the integrating factor 𝜇(𝑡):  

Applying this integrating factor to our ODE and solving will result in a number of error 

functions which over complicate the results and remove any intuition they may give us for 

the behavior of the image. If we instead consider the eventual assumption that time spent 

ramping, and the second term of the exponent (Eq. (A.5)) will be small (𝑡 ≤ Δ𝑡𝑟 ≪ 1) we 

can simplify 𝜇(𝑡) with a Taylor series to: 

 Applying this integrating factor to both sides of our Bloch equation (Eq. (A.4)), 

expanding, and continuing the assumption that ramping time is small results in the 

separable ODE: 

Integrating and rearranging then results in the general solutions: 

 Δ𝐵(𝑡) = 𝜂
𝑉

𝑅
(1 − 𝑒−

𝑅𝑡
𝐿 ) ≈

𝜂𝑉

𝐿
𝑡 4.3 

 
𝑑𝑀𝑧

𝑑𝑡
≈ (𝑅1 ± 𝑅1

′𝜉𝑡) [𝑀0 (
𝐵0 ± 𝜉𝑡

𝐵0
) − 𝑀𝑧] 4.4 

 
𝑑𝑀𝑧

𝑑𝑡
≈ (𝑅1 ± 𝑅1

′𝜉𝑡) [𝑀0 (
𝐵0 ± 𝜉𝑡

𝐵0
) − 𝑀𝑧] 4.5 

 𝜇(𝑡) = exp (𝑅1𝑡 ±
1

2
𝑅1
′𝜉𝑡2) ≈ 𝑒𝑡∙𝑅1(1 + 𝑅1

′𝜉𝑡2) ≈ 𝑒𝑡∙𝑅1  4.6 

 
𝑑

𝑑𝑡
{𝑀𝑧𝑒

𝑅1𝑡} ≈
𝑀0

𝐵0
(𝐵0𝑅1 ± 𝜉𝑡𝑅1 ± 𝐵0𝑅1

′𝜉𝑡)𝑒𝑡∙𝑅1  4.7 



87 
 

 
 

where C is a constant of integration. Solving for C in terms of the initial condition and 

finally applying the assumption that ramping time is small to the exponential results in the 

solution: 

This result is a linear growth of magnetization at the relaxation rate and equilibrium 

magnetization of the static main field strength B0. 

Turning our attention to the ramp down period and maintaining linear dispersion 

and linear ramping, the Bloch equation for longitudinal magnetization becomes: 

Where the field with time is now of course 𝐵0 ± (Δ𝐵 − 𝜉𝑡). The integrating factor here is 

given by: 

Using the definition that 𝑅1± is the approximate relaxation rate at the shifted field strength 

(𝑅1 ± 𝑅1
′Δ𝐵) and the Taylor series approximation for small ramping time used in the 

previous integrating factor (Eq. (A.6)) we can obtain: 

Applying this integrating factor to both sides of our Bloch equation (Eq. (A.10)), 

expanding, and continuing the assumption that ramping time is small results in the 

separable ODE: 

 𝑀𝑧(𝑡) ≈
𝑀0

𝐵0
[𝐵0 ± 𝜉(𝐵0𝑅1

′ + 𝑅1) (
𝑅1𝑡 − 1

𝑅1
2 )] + 𝐶𝑒−𝑡∙𝑅1 4.8 

 𝑀𝑧(𝑡) ≈ 𝑀𝑧(0) + 𝑅1𝑡(𝑀0 −𝑀𝑧(0)) 4.9 

 
𝑑𝑀𝑧

𝑑𝑡
≈ [𝑅1 ± 𝑅1

′ (Δ𝐵 − 𝜉𝑡)] [𝑀0 (
𝐵0 ± Δ𝐵 ∓ 𝜉𝑡

𝐵0
) −𝑀𝑧] 4.10 

 

𝜇(𝑡)= exp (∫(𝑅1 ± 𝑅1
′ (Δ𝐵 − 𝜉𝑡))𝑑𝑡)

 = exp((𝑅1 ± 𝑅1
′Δ𝐵)𝑡 ∓

1

2
𝑅1
′𝜉𝑡2)

 4.11 

 𝜇(𝑡) = exp((𝑅1 ± 𝑅1
′Δ𝐵)𝑡 ∓

1

2
𝑅1
′𝜉𝑡2) ≈ 𝑒𝑡∙𝑅1±  4.12 

 
𝑑

𝑑𝑡
{𝑀𝑧𝑒

𝑡∙𝑅1±} ≈
𝑀0

𝐵0
[𝑅1±(𝐵0 ± Δ𝐵) ∓ 𝜉𝑡 (𝑅1± + 𝑅1

′ (𝐵0 ± Δ𝐵))] 𝑒
𝑡∙𝑅1±  4.13 
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Integrating and rearranging then results in the general solutions: 

where C is a constant of integration. Solving for C in terms of the initial condition and 

finally applying the assumption that ramping time is small to the exponential results in the 

solution: 

Much like the ramp-up result, this result is a linear growth of magnetization. However, it 

now uses the relaxation rate and equilibrium magnetization of the field strength during shift 

𝐵0 ± Δ𝐵. 

 We now use these solutions to propagate through a full trapezoidal dreMR pulse. 

The initial condition is applied that longitudinal magnetization is nulled following a 90º 

RF pulse. The magnetization is then allowed to grow during the ramp up period for a 

duration Δ𝑡𝑟 giving: 

Propagating this solution through the standard longitudinal Bloch equation for a flat-top 

dreMR pulse (Eq. (A.1)) for a flat-top duration Δ𝑡𝑓 and ignoring terms of 𝑂(Δ𝑡𝑟
2), 

𝑂(Δ𝑡𝑓
2), 𝑂(Δ𝑡𝑟 ∙ Δ𝑡𝑓), and higher gives: 

Applying the ramp down period solution to this result for another Δ𝑡𝑟 and continuing to 

ignore nonlinear terms in time gives the final magnetization: 

 If we now apply the standard field compensated dreMR subtraction (Eq. (A.2)) to 

the final magnetizations and simplify we get the result shown in Chapter 2: 

 
𝑀𝑧(𝑡) ≈

𝑀0

𝐵0
{(𝐵0 ± Δ𝐵) ± 𝜉[𝑅1± + 𝑅1

′ (𝐵0 ± Δ𝐵)] (
𝑡 ∙ 𝑅1± − 1

𝑅1±
2 )}

+ 𝐶𝑒−𝑡∙𝑅1±  

4.14 

 𝑀𝑧(𝑡) ≈ 𝑀𝑧(0) + 𝑡 ∙ 𝑅1± [𝑀0 (
𝐵0 ± Δ𝐵

𝐵0
) − 𝑀𝑧(0)] 4.15 

 𝑀𝑧(Δ𝑡𝑟) ≈ 𝑀0Δ𝑡𝑟𝑅1 4.16 

 𝑀𝑧(Δ𝑡𝑟 + Δ𝑡𝑓) ≈ 𝑀0Δ𝑡𝑟𝑅1 +𝑀0 (
𝐵0 ± ΔB

𝐵0
) Δ𝑡𝑓𝑅1± 4.17 

 𝑀𝑧(2Δ𝑡𝑟 + Δ𝑡𝑓) ≈ 𝑀0Δ𝑡𝑟𝑅1 +𝑀0 (
𝐵0 ± ΔB

𝐵0
) (Δ𝑡𝑟 + Δ𝑡𝑓)𝑅1± 4.18 
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A.2. Derivation of dreMR with inhomogeneous field shifts 

As shown in Chapter 2, we define some inhomogeneous field shift Δ𝐵∗ which we allow 

the magnetization to grow under giving the result: 

where 𝑅1±
∗  is the relaxation rate during the inhomogeneous field shift (at 𝐵0 ± Δ𝐵

∗). If we 

apply the weighted dreMR subtraction (Eq. (A.2)) to these magnetizations we will have 

different field shift values for the field compensation weights than the actual values used 

within the magnetization. 

 If we assume once more that relaxivity is linear with field strength, and use the 

definition that Δ𝑅∗ is the inhomogeneous change in longitudinal relaxation rate (𝑅1
′Δ𝐵∗) 

then we can express the dreMR subtraction as: 

Assuming Δ𝑡 ∙ 𝑅1 and Δ𝑡 ∙ Δ𝑅∗ are small to ignore second order and higher terms allows 

us to simplify the expression to: 

The first term in this expression is independent of any dispersion and will appear for non-

dispersive tissue. As signal is absolute, the difference in ideal and inhomogeneous field 

 𝐼𝑠𝑢𝑏 ≈ 2𝑘𝑀0Δ𝐵 [(
𝐵0

𝐵0
2 − Δ𝐵2

)𝑅1Δ𝑡𝑟 − 𝑅1
′(Δ𝑡𝑟 + Δ𝑡𝑓)] 4.19 

 𝑀𝑧± = 𝑀0 (
𝐵0 ± Δ𝐵

∗

𝐵0
) (1 − 𝑒−Δ𝑡∙𝑅1±

∗
) 1 

 𝐼𝑠𝑢𝑏 = (
𝐵0

𝐵0 − Δ𝐵
)𝑘𝑀𝑧−

∗ − (
𝐵0

𝐵0 + Δ𝐵
)𝑘𝑀𝑧+

∗  2 

 
𝐼𝑠𝑢𝑏 ≈ 𝑘𝑀0 [(

𝐵0 − Δ𝐵
∗

𝐵0 − Δ𝐵
) (1 − 𝑒−Δ𝑡𝑅1𝑒Δ𝑡Δ𝑅

∗
)

− (
𝐵0 + Δ𝐵

∗

𝐵0 + Δ𝐵
) (1 − 𝑒−Δ𝑡𝑅1𝑒−Δ𝑡Δ𝑅

∗
)] 

3 

 𝐼𝑠𝑢𝑏 ≈
2𝑘𝑀0Δ𝑡

𝐵0
2 − Δ𝐵2

[𝐵0(Δ𝐵 − Δ𝐵
∗)𝑅1 − Δ𝐵

∗(𝐵0
2 − Δ𝐵∗Δ𝐵)𝑅1

′ ] 4 
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shift can be written as inhomogeneity (𝐻) which the non-dispersive signal is proportional 

to. 

B. Operation of dreMR insert in compact low-field system 

The following section is adapted from the peer-reviewed conference abstract [2]: 

McCready, M.A., Handler, W.B., Chronik, B.A. Measuring induced heating of low-field 

superconducting system during field-cycling pulse sequences. Proc. 29th Sci. Meet. Int. 

Soc. Magn. Reson. Med. (2021) 2483.  

 Delta relaxation enhanced magnetic resonance (dreMR) is a field-shifting 

quantitative molecular imaging method. The dreMR method is expected to produce higher 

contrast images at low-fields. Our low-field system has a small bore and may interact more 

strongly with the dreMR system causing a quench. No investigation of induced heating 

within the bore has been carried out for dreMR. Here, we investigate this interaction with 

our 0.5T superconducting system and find that dreMR pulse sequences do not cause 

significant heating in the magnet. We therefore state that dreMR is safe to carry out in such 

systems without quenching the magnet. 

B.1. Measuring induced heating of low-field 

superconducting system during field-cycling pulse 

sequences 

INTRODUCTION: Current medical imaging trends show a growing need for quantitative 

molecular imaging in preclinical studies. Thus far, positron emission tomography (PET) 

has been the prevailing method but has an associated radiation dose resulting in undesirable 

effects in longitudinal studies [3]. Delta relaxation enhanced magnetic resonance (dreMR 

or “dreamer”) is a contrast-enhanced MRI method for quantitative molecular imaging. 

dreMR uses a B0 insert coil to shift the strength of the static field in a pulse preparation 

 𝐼𝑠𝑢𝑏0 ≈
2𝑘𝑀0𝐵0Δ𝑡

𝐵0
2 − Δ𝐵2

(Δ𝐵 − Δ𝐵∗)𝑅1 ≈
2𝑘𝑀0𝐵0Δ𝐵Δ𝑡

𝐵0
2 − Δ𝐵2

𝑅1 (
𝐻

100
) 5 
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phase of a pulse sequence. Using contrast agents with longitudinal relaxivity (r1) 

dispersion, images taken at different field strengths can be subtracted, resulting in signal 

proportional to the concentration of these agents [1]. Many of these agents have high 

dispersion relations at low field, and it is expected that dreMR will therefore produce higher 

contrast images at such fields. To take advantage of this, we are currently preparing dreMR 

insert for use in a 0.5T cryogen-free superconducting magnet situated within our lab. This 

system has a smaller bore than previous scanners dreMR has been used with, so it is 

possible that coupling between the insert and the magnet will be higher and cause 

temperature-related stability issues or a quench due to induced eddy-current heating. While 

investigation has been made into compensating for eddy currents produced on a scanner 

bore for dreMR [4], this was with a focus on preventing image artifacts and not preventing 

a quench. Here we present an investigation into the heating of a 0.5T, compact, cryogen-

free superconducting magnet for various dreMR pulse parameters. 

METHODS: To investigate eddy-current induced heating in our 0.5T magnet, a previously 

constructed dreMR coil [5] was inserted at isocenter (Figure 4.2) and driven with a 

gradient power amplifier capable of a 900A peak current. Pulse parameters included ramp 

time, flat-top duration, pulse amplitude, and repetition time. Parameters of each pulse can 

be seen in Table B.1. These parameters were chosen to be extremes, intended to heat the 

0.5T magnet more than a practical dreMR pulse sequence. Flat-top duration was varied to 

allow ramp-up eddy-currents to decay before ramping down. Pulse amplitude and ramp 

time were varied to change amplitude of induced eddy-currents. Repetition time was 

chosen to prevent overheating of the dreMR system and allow induced eddy-currents to 

decay. Each pulse sequence was run for approximately 5 minutes, until heating in the 

dreMR coil began to plateau. Temperature of the dreMR insert was measured through a 

National Instruments DAQ system connected to a thermocouple in contact with the shield 

coil, and output to a custom LabView program. Temperature of the 0.5T magnet was 

measured using a set of 9 temperature probes integrated with the coils of the system. 

RESULTS: Temperature measurements for the superconducting magnet and the dreMR 

insert can be found in Figure 4.3. The pulses in this figure correspond to the parameters of 
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Table B.1. The simulated field strength of the dreMR insert in the superconducting bore 

for both pulse amplitudes is shown in Figure 4.4. 

DISCUSSION: Looking at the temperature measurements in Figure 4.3, it can be seen 

that no significant heating was caused in the superconducting system by dreMR pulse 

sequences. Periods where the dreMR coil was running resulted in an increase in noise in 

the magnet’s temperature probes, but no perceivable upward trend. We can say with 

confidence that dreMR imaging may be carried out with a smaller, low-field system 

without danger of quenching the magnet. Future dreMR coils will be designed to shield as 

well as, if not better than, our current coil as seen in Figure 4.4. 

CONCLUSION: The dreMR technique does not cause significant heating of a small-bore 

superconducting magnet. Images may be taken using dreMR with this low-field magnet 

without concern of a quench. Such low-field images are expected to exhibit higher contrast 

than previous 1.5T dreMR images, and further improve this quantitative molecular imaging 

modality. 

Table B.1. dreMR Pulse Sequence Parameters 

Parameters Pulse 1 Pulse 2 Pulse 3 Pulse 4 Pulse 5 Pulse 6 

Ramp Time (ms) 5 5 2.5 1.3 1.3 1.3 

Flat-Top (ms) 400 100 100 100 100 200 

Repetition Time (ms) 2000 2000 2000 2000 1000 1000 

Amplitude (V) 4 7 7 7 7 4 

Amplitude (mT) 450 790 790 790 790 450 

Table B.1. Pulse sequence parameters for driving dreMR insert coil during 

experiment. Pulses are trapezoidal, with equal time for ramping up and down. 

Pulses are numbered chronologically as they appear in Figure 4.3. 
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Figure 4.2. The dreMR insert coil (white) placed within our 0.5T cryogen-free 

superconducting magnet, so that their isocenters coincide. A gradient coil 

(green) is present but was not used during this experiment. 

 
Figure 4.3. (TOP) Temperature profiles for multiple coils within the 

superconducting magnet. (BOTTOM) Temperature profile for our shield 

thermocouple within the dreMR insert. Each pulse corresponds to a set of 

parameters in Table B.1. Noise in superconducting temperatures increases 

during dreMR pulse sequences. A black vertical line denotes where a 

prolonged break was taken before returning to the experiment. No pulses were 

applied during the time that was removed. 
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Figure 4.4. (LEFT) Field shift strength outside the dreMR coil for the two 

pulse amplitudes used during the experiment. Field decays due to distance and 

the active shield coil (at 15cm). A black vertical line denotes the inner radius 

of the superconducting magnet. (RIGHT) Field shift strength within the 

superconducting magnet at a radius of 64cm, across twice the length of the 

dreMR system. All values simulated using a numerical Biot-Savart Law 

calculator in MATLAB with our dreMR insert design. 
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