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The applications of the Lambert W function (also known as the W function) to D-dimensional Bose gases are presented. We introduce two sets of families of logarithmic transcendental equations that occur frequently in thermodynamics and statistical mechanics and present their solution in terms of the W function. The low temperature $T$ behavior of free ideal Bose gases is considered in three and four dimensions. It is shown that near condensation in four dimensions, the chemical potential $\mu$ and pressure $P$ can be expressed in terms of $T$ through the W function. The low $T$ behavior of one- and two-dimensional ideal Bose gases in a harmonic trap is studied. In 1D, the W function is used to express the condensate temperature, $T_c$, in terms of the number of particles $N$; in 2D, it is used to express $\mu$ in terms of $T$. In the low $T$ limit of the 1D hard-core and the 3D Bose gas, $T$ can be expressed in terms of $P$ and $\mu$ through the W function. Our analysis allows for the possibility to consider $\mu$, $T$, and $P$ as complex variables. The importance of the underlying logarithmic structure in ideal quantum gases is seen in the polylogarithmic and W function expressions relating thermodynamic variables such as $\mu$, $T$, and $P$. © 2010 American Institute of Physics. [doi:10.1063/1.3496906]

I. INTRODUCTION

Mathematical functions play an important role in understanding physical phenomena. Nearly all nontrivial physics problems require mathematical functions to provide numeric and/or algebraic computations. The Lambert W function is a recently defined mathematical function that is a useful tool for the physicist.

(a) Defined in computer science for the purpose of enumerating search trees,6 the Lambert W function has found many applications in science and engineering, usually providing solutions to transcendental equations, specifically equations involving exponentials or logarithms. Some recent applications of the Lambert W function include analytic solutions to solar cell parameters17,18 and the analysis of time-delay systems.16,43 Valluri et al.39 show that solutions to two standard physics problems, Wien’s displacement law and the fringing fields of a parallel plate capacitor, can be solved analytically using the Lambert W function. These are interesting results as they provide analytic solutions to problems previously requiring numerical solutions, thus obtaining a new elegance and convenience. Therefore, the Lambert W function has the potential to provide solutions to problems that have previously not been solved analytically, as well uncovering novel and interesting properties of previously solved problems.

a) Author to whom correspondence should be addressed. Electronic mail: jessetan@imaging.robarts.ca.
b)Mathematics and Statistics, Queen’s University, as of September 2009.
c)Electronic mail: valluri@uwo.ca.
(b) In the field of statistical and plasma physics exponential and logarithmic functions are often encountered and the W function has already proven to be a useful tool. In this work, we will demonstrate some interesting applications of the Lambert W function to D-dimensional Bose gases. It has been the trend to compartmentalize the study of the statistical mechanics of ideal Fermi\textsuperscript{9, 12} and Bose\textsuperscript{2, 11, 40} gases separately. This seems natural as quantum particles with integral or half integral spin obey different statistics which manifest themselves in different thermodynamic behavior. The most notable characteristics for these gases in 3D are the existence of the Fermi energy for a Fermi gas and consequently, the zero point pressure and for a Bose gas the occurrence of Bose–Einstein condensation (BEC)(Ref. 23). The basic mathematical structure underlying quantum statistics is logarithmic. When logarithms are encountered, a common trend is to “delog” by finding a way to replace it with a derivative for example. Such an elementary step will often enable one to solve a logarithmic integral but at the price of overlooking the logarithmic structure, which can be very informative. The remarkable work of the great mathematical physicist Sommerfeld on the low temperature theory of an ideal Fermi gas overlooked the rich latent structure in ideal quantum gases and cannot be easily extended nor generalized.\textsuperscript{32} Recognizing an underlying logarithmic structure in ideal quantum gases and developing a unified formulation of the grand partition function provides several special solutions such as thermodynamic equivalence in two dimensions and the \( \mu \) singularity in null dimension.

(c) Mathematical functions not only assist the physicist in the analysis of physical phenomena but may also be the unifying thread which stimulates the discovery of new physics. The Riemann zeta function is an excellent example that made its advent in quantum physics in the Planck black body radiation formula and has been of fundamental importance in quantum field theory. The Riemann zeta function is also very useful in the description of BEC.\textsuperscript{23} The renaissance of the W function and its applicability to the formalism of quantum statistics is likely to be another example of such phenomena. Moreover, the W function has an indirect connection to the polylogarithm function, which has shown the underlying logarithmic structure in the quantum statistics of ideal gases thereby providing a unification of classical and quantum statistics.\textsuperscript{21–23}

(d) In this work, the applications of the W function to D-dimensional Bose gases in various physical contexts will be demonstrated. In Sec. II, we provide a brief introduction to the W function and provide general solutions to two families of transcendental equations commonly occurring in thermodynamics and statistical physics. In Sec. III, a brief mention of the thermodynamic functions that occur in the analysis of our paper is given. In Sec. IV, the chemical potential and pressure of an ideal Bose gas in three and four dimensions are related to the temperature through the W function and provide new physical insight into the phenomenon of BEC. In Sec. VI, the condensate temperature of a one-dimensional ideal Bose gas in a harmonic trap and the chemical potential of the two-dimensional ideal Bose gas in a harmonic trap are derived using the W function. In Sec. V, high temperature expansions of the pressure and particle density in a one-dimensional hard-core Bose gas will be obtained by use of the W function. Also, a new relationship between the temperature, pressure, and chemical potential in terms of the W function is obtained for this system. In Sec. VII we present additional thermodynamic applications of the families of equations introduced in Sec. II. Section VIII summarizes the conclusions.

II. THE LAMBERT W FUNCTION

(e) The W function is defined as the multivalued function which solves the following equation:\textsuperscript{6}

\[
W(z) \exp(W(z)) = z \quad z \in \mathbb{C},
\]

or, equivalently, as the multivalued inverse of the function \( f : z \rightarrow z e^z \). Equation (1) always has an infinite number of solutions, hence the multivaluedness of the W function. These solutions are indexed by the integer variable \( j \). Thus we say that (1) is solved by the branches of the W function, \( W_j \), for \( j \in \mathbb{Z} \). Of special relevance to physics and engineering applications are the solutions of (1) when the argument is purely real. In this case there can be at most two real solutions, corresponding to the branches \( W_0 \) and \( W_{-1} \), where \( W_0 \) is the principal branch of the W function. For real solutions to exist, we must require that \( z \in (-1/e, \infty) \), in which case \( W_0(z) \in [-1, \infty) \) and \( W_{-1}(z) \in (-\infty, -1] \). Moreover, \( W_0(z) < 0 \) if \( z \in (-1/e, 0) \) and \( W_0(z) \geq 0 \) for \( z \in [0, \infty) \). The branches \( W_0 \) and \( W_{-1} \) are
monotonically increasing and monotonically decreasing, respectively. All other branches of \( W \) are always complex. The two real branches of the \( W \) function are plotted in Fig. 1.

(f) One property of the \( W \) function relevant to this work (and physics in general) is the series expansion for the principal branch about \( z = 0 \), given by

\[
W_0(z) = \sum_{n=1}^{\infty} \frac{(-n)^{n-1}}{n!} z^n = z - \frac{z^2}{2} + \frac{3}{2} z^3 - \cdots, \tag{2}
\]

where radius of convergence of the series in Eq. (2) is \( \frac{1}{e} \). For a very good discussion on the history, properties, and applications of the \( W \) function see the work of Corless et al.\(^6\)

(g) Besides the theoretical advantages of providing an adequate analytical formalism for a given problem, another advantage of solving problems in terms of the \( W \) function is the availability of libraries in computer algebra systems, which allows for a convenient way to obtain values, expansions, plots, etc. of the quantity being solved for.

(h) We can use the \( W \) function to obtain general solutions to two families of transcendental equations which appear frequently in statistical mechanics as well as applied mathematical and physics problems.\(^5, 13, 19, 21, 38\)

(i) Type 1:

\[
x^n + B \ln x + C = 0, \tag{3}
\]

where \( n, B, C \in \mathbb{C} \) not depending on \( x \) and \( n, B \neq 0 \). Then

\[
\frac{n}{B} x^n + n \ln x = -\frac{C}{B} \Rightarrow \frac{n}{B} x^n e^{\frac{C}{B}} = -\frac{n}{B} e^{-\frac{C}{B}}.
\]

Applying the \( W \) function to both sides and solving for \( x \),

\[
x = \left[ \frac{B}{n} W_j \left( \frac{n}{B} \exp \left( -\frac{nC}{B} \right) \right) \right]^{1/n}. \tag{4}
\]

(j) Type 2:

\[
x^n \ln x + B x^n + C = 0, \tag{5}
\]

where \( n, B, C \in \mathbb{C} \), not depending on \( x \) and \( n, C \neq 0 \). Then

\[
n \ln x + nB = -C_n x^{-n} \Rightarrow -C_n e^{nB} = -C_n x^{-n} e^{-C_n x^{-n}}.
\]

Applying \( W \) to both sides and solving for \( x \),

\[
x = \left[ -\frac{1}{C_n} W_j(-C_n e^{nB}) \right]^{-1/n}. \tag{6}
\]
In both the equations $W_j$ is a specific branch of the Lambert W function determined from the specification of the parameters in the argument.

### III. THE THERMODYNAMIC FUNCTIONS

In the study of classical statistical mechanics, a system’s statistical information is given by the partition function $Z$. If there is a high probability a system’s comprising particles occupy the same single particle state, the theory is modified by replacing the partition function with the grand partition function $\bar{Z}$. From the grand partition function two important distributions in quantum statistics are derived: the distribution for number of particles over different quantum states with energy $\epsilon$ at temperature $T$ for systems of bosons $\bar{n}_{BE}$ and fermions $\bar{n}_{FD}$.

$$\bar{n}_{BE} = -\frac{1}{Z_{BE}} \frac{\partial Z_{BE}}{\partial x} = \frac{1}{e^{\beta(\epsilon - \mu)} - 1},$$

$$\bar{n}_{FD} = -\frac{1}{Z_{FD}} \frac{\partial Z_{FD}}{\partial x} = \frac{1}{e^{\beta(\epsilon - \mu)} + 1},$$

where $x = \beta(\epsilon - \mu)$, $\epsilon$ is the energy, $\mu$ is the chemical potential, $\beta = 1/kT$, $T$ is the temperature, and $k$ is Boltzmann constant. As mentioned earlier, the study of quantum statistics is compartmentalized into the study of systems obeying one or the other of these two distribution functions. Fermi–Dirac statistics governs systems of atoms, nuclei with half-integer spins, electrons in metals, neutron stars, and white dwarfs. Bose–Einstein statistics deals with atoms and nuclei with integer spins and helps to understand the formation of a BEC. In this work the systems discussed will be Bose gases. We will present applications of the $W$ function to free ideal Bose gases in two, three, and four dimensions, trapped ideal Bose gases in one and two dimensions, and to a nonideal Bose gas in one dimension. Before we discuss the ideal Bose gases in $D$ dimensions, we summarize a few relevant formulae for thermodynamic functions such as the number of particles $N$, entropy $S$, pressure $P$, chemical potential $\mu$, and energy $U$. They are determined from the grand partition function $\bar{Z}$.

$$N = kT \frac{\partial (\ln \bar{Z})}{\partial \mu}, \quad S = -k \frac{\partial (T \ln \bar{Z})}{\partial T}, \quad P = kT \frac{\partial (\ln \bar{Z})}{\partial V},$$

$$\mu = -kT \frac{\partial (\ln \bar{Z})}{\partial N}, \quad U = kT^2 \frac{\partial (\ln \bar{Z})}{\partial T},$$

where $V$ is the volume. The thermodynamic quantity that gives most insight into the nature of BEC is the fugacity $z = e^{\beta \mu}$. In the limit where all bosons are in the ground state, the fugacity approaches unity.

### IV. FOUR-DIMENSIONAL IDEAL BOSE GASES

The reduced particle density for a Bose gas in $D$ dimensions is given in terms of a polylogarithm of order related to the dimension.

$$\rho_{D} = Li_{m+1}(z),$$

where $Li_{m+1}(z)$ is the polylogarithm of order $m + 1$, $m = D/2 - 1$ and $D$ is the dimension, $z = e^{\beta \mu}$ is the fugacity of the system, $\lambda = \sqrt{2\pi \hbar^2/kTM}$ is the de Broglie wavelength, $M$ is the mass of the constituent particles, and the quantity $\rho_{D}$ is referred to as the reduced particle density. The analysis presented here relies on an expansion of the polylogarithms about $z = 1$. If $m = 0, 1, 2, (D = 2, 4, 6, \ldots)$, as $z \to 1$,

$$Li_{m+1}(z) = \frac{(-1)^{m+1}}{\Gamma(m+1)} \left( \ln \frac{1}{z} \right)^m \left( \ln \ln \left( \frac{1}{z} \right) - \psi(m+1) + \psi(1) \right) + \sum_{r=0(r\neq m)}^{\infty} \frac{\zeta(m+1-r)(\ln z)^r}{r!},$$

$$\zeta(x) = \sum_{n=1}^{\infty} \frac{\ln n}{n^x},$$

where $\zeta(x)$ is the Riemann zeta function.
where \( \zeta(s) \) is the Riemann zeta function, \( \Gamma(s) \) is the gamma function, and \( \psi(s) \) is the logarithmic derivative of the gamma function.

A. Chemical potential

In \( D = 4 \) dimensions, from Eq. (9), the reduced particle density is

\[
\rho \lambda^4 = Li_2(z).
\]

Equation (11) expresses the exact analytical relationship between \( z \) and the other thermodynamic quantities. To the knowledge of the authors this relationship cannot be solved exactly for \( z \). However, if we consider the region \( z \approx 1 \) we can obtain an approximate solution using the W function. Using the sum from Eq. (10) and neglecting nonlinear terms, we can rewrite Eq. (11) as

\[
\rho \lambda^4 = \ln \left( \frac{1}{z} \right) \left( \ln \ln \left( \frac{1}{z} \right) - \psi(2) + \psi(1) \right) + \zeta(2),
\]

(12)

where \( \psi(2) = \psi(1) + 1 \) and \( \psi(1) = -\gamma \), where \( \gamma \) is the Euler–Mascheroni constant.\(^{22,24}\) Equivalently,

\[
x \ln(x) - x + (\zeta(2) - \rho \lambda^4) = 0 \quad x = -\ln z,
\]

(13)

which we recognize as being of the form (5), with \( n = 1 \), \( B = -1 \), and \( C = (\zeta(2) - \rho \lambda^4) \). Hence, the solution to (12) is

\[
x = -\ln z = \left[ -\frac{1}{(\zeta(2) - \rho \lambda^4)} W_j( - (\zeta(2) - \rho \lambda^4)(1) \exp((1)(-1))) \right]^{-1/4}
\]

\[
= \left( \rho \lambda^4 - \frac{\pi^2}{6} \right) \left[ W_j \left( \left[ \rho \lambda^4 - \frac{\pi^2}{6} \right] e^{-1} \right) \right]^{-1},
\]

where we have used \( \zeta(2) = \frac{\pi^2}{6} \). By the definition of \( W(z) \), we have \( W(z)^{-1} = \exp(W(z))/z \), so we can also write the solution as

\[
\mu = -kT x = -kT \exp \left( W_j \left( \frac{1}{e} \left[ \rho \lambda^4 - \frac{\pi^2}{6} \right] \right) + 1 \right).
\]

(14)

In general, (14) allows for the possibility of a complex chemical potential. By choosing \( j = 0 \) or \( j = -1 \), the chemical potential is real. To determine which of these branches to choose we consider the critical temperature, \( T_c \), such that \( \mu = 0 \). In this case, the fugacity is identically unity and of BEC forms. From (14), for real branches of \( W \), a solution exists iff

\[
W_j(e^{-1}(\rho \lambda^4 - (\pi^2/6))) \to -\infty,
\]

which is only possible if \( j = -1 \) and \( e^{-1}(\rho \lambda^4 - (\pi^2/6)) \to 0 \).

Recalling that \( \lambda = \sqrt{2\pi \hbar^2/(kT)} \), we have,

\[
T_c = \sqrt{\frac{24\hbar^2 \rho}{k^2 M^2}} = \frac{2\hbar^2 \sqrt{6\rho}}{k M}.
\]

(15)

By definition, \( W_{-1}(z) \in \mathbb{R} \iff z \in [-1/e, 0) \). This constraint can be expressed in terms of \( T \) by noting that in our case it is equivalent to \( T \in [(\pi/\sqrt{6} + \pi^2)T_c, T_c) \approx [0.789T_c, T_c) \). Thus, for real values to exist in this case, \( T \) must be within about 80% and 100% the critical temperature. The analysis for temperatures to the right of this domain is not as simple. If (14) holds in this region, one of two things may occur. First, if the system is still described by the \( W_{-1} \) branch of the Lambert W function the chemical potential becomes complex. Or, if we choose to demand the chemical potential remain real, we can use the principal branch, and the chemical potential becomes discontinuous at the condensation temperature. The behavior of the chemical potential in this domain needs further study.
B. Equation of state near $z = 1$

The pressure $P$ is a function of the chemical potential. When the volume and temperature are held fixed, according to grand ensemble theory the equation of state is given by\(^{29, 30}\)

$$\frac{\rho}{kT} = -\frac{\partial P}{\partial \ln z},$$

where $\rho$ is the number density, $z$ is the fugacity, and the pressure $P$ is a polylogarithm whose order depends on the dimension,\(^{22, 27, 29}\)

$$P \approx \frac{2}{\lambda^3} \ln(z), \quad (16)$$

where $V$ is the volume and $N$ is the number of particles. Proceeding as in Sec. IVA, we can see from Eqs. (10) and (16) that the pressure in four dimensions can be related to the fugacity by the following expression:

$$\frac{P}{kT} = \frac{2}{\lambda^3} \left[ -\frac{1}{\Gamma(3)} \left( \ln \left( \frac{1}{z} \right) \right)^2 \left( \ln \ln \left( \frac{1}{z} \right) - \psi(3) + \psi(1) \right) + \zeta(3) + \zeta(2) \ln z \right].$$

Neglecting $\ln z$ terms of order two and greater yields,

$$\frac{P}{kT} \approx \frac{2\zeta(3)}{\lambda^3} + \frac{2\zeta(2)}{\lambda^3} \ln z,$$

and using Eq. (14) we have

$$\frac{P}{kT} = \frac{2\zeta(3)}{\lambda^3} - \frac{\pi^2}{3\lambda^3} \exp \left( W_{-1} \left( \frac{1}{e} \left[ \frac{\pi^4}{6} - \varrho \lambda^4 \right] \right) + 1 \right). \quad (17)$$

The previous expression gives the equation of state for the four-dimensional free ideal Bose gas near $z = 1$.

V. ONE-DIMENSIONAL INTERACTING BOSE GAS

The one-dimensional hard-core Bose gas is a model for a one-dimensional system of bosons wherein the particles of the system are modeled as having a finite diameter, and it is required that they do not overlap in configuration space. The first description of gases by such a model was a classical gas, largely developed by Lewi Tonks, and is often referred to as a Tonks gas.\(^{37}\) Recently Caillol\(^{14}\) showed the pressure and particle density of the Tonks gas are obtained in closed form through the principal branch of the W function. Here we apply similar analyses to a gas of bosons. A widely used approach to studying one-dimensional bosonic systems is the thermal Bethe ansatz method. The method was invented by Yang and Yang\(^{44}\) and is called so because it starts from the Bethe ansatz wave function.\(^{20, 28, 41}\)

(k) In describing these systems the terminology and concepts of Fermi–Dirac statistics are used.\(^{23, 44}\) Wadati\(^{41}\) notes that these features are overemphasized in this approach and reformulates the method using a bosonic description. Wadati and Kato\(^{42}\) further develop this work and derive the thermodynamic properties of a one-dimensional hard-core Bose gas. We will expand upon this work and show that the high temperature expansions for the pressure and particle density are obtained with the use of the W function. We also show that at low temperatures the temperature can be expressed in terms of the pressure and chemical potential through the W function.

(l) Wadati and Kato\(^{42}\) consider a one-dimensional hard-core Bose gas wherein $N$ identical particles with mass $M$ and diameter $a$ move along a line. The equation of state is given as

$$\beta P = \frac{1}{1 - \left( a + \frac{\lambda}{2\sqrt{\rho}} \right) \rho} = \frac{\rho}{1 - \alpha c \rho}, \quad (18)$$

where $\rho$ is the particle density, $P$ is the pressure, $\lambda$ is the thermal de Broglie wavelength, $a$ is the diameter of the bosons, and $\alpha c$ is the effective diameter of the bosons. This differs from the Tonks gas
by the replacement of $a$ with $a + \lambda/(2\sqrt{2})$, thus providing a quantum correction. Here we derive the Mayer expansions using the Lambert W function. Using (18) and the thermodynamic identity,\textsuperscript{15,29}

$$\rho = z \frac{d}{dz} \beta P,$$

where $z = \exp(\beta \mu)$. From (18) and (19) we can arrive at the following transcendental equation:

$$x + \frac{1}{a_c} \ln x - \frac{\ln z}{a_c} = 0, \quad x = \beta P,$$

which is of type 1 (3), having solution

$$\beta P = \frac{1}{a_c} W_j(a_c z) = \frac{1}{a + \frac{\lambda}{2\sqrt{2}}} W_j \left[ \left( a + \frac{\lambda}{2\sqrt{2}} \right) z \right],$$

or using (2),

$$\beta P = \sum_{n=1}^{\infty} \frac{(-n)^{n-1}}{n!} \left( a + \frac{\lambda}{2\sqrt{2}} \right)^{n-1} z^n,$$

or using the binomial theorem as well as (19), we express the pressure and particle density in the familiar form of the Mayer expansions,\textsuperscript{29,30} by writing them as

$$\beta P = \sum_{n=1}^{\infty} b_n z^n,$$

$$\rho = \sum_{n=1}^{\infty} nb_n z^n,$$

where

$$b_n = \sum_{l=0}^{n-1} \binom{n-1}{l} \left( \frac{\lambda}{2\sqrt{2}a} \right)^l \frac{(-na)^{n-1}}{n!},$$

which is similar to those obtained by Caillol for the Tonks gas. We make two observations regarding these results,

(m) We note the following two main points here:

- The high $T$ series expansion for $\beta P$ (20) of a hard-core Bose gas has been obtained and has radius of convergence $R = \frac{2\sqrt{2}}{\sqrt{e}} \left( \frac{1}{2\sqrt{2} + \frac{\lambda}{2\sqrt{2}}} \right)$ where $a$ is the diameter of the bosons. This is a smaller radius of convergence from that obtained by Caillol for a classically treated system wherein the radius of convergence is $R = \frac{1}{ae}$.\textsuperscript{4}
- The quantity $\beta P$, when real, has a branch cut along the negative real axis $-\infty < z < -R$ and a branch point at $z = -R$. As discussed by Caillol,\textsuperscript{4} the branch cut of $\beta P$ corresponds to the distribution of the zeros of the grand partition function for this system.

VI. IDEAL BOSE GASES IN A HARMONIC POTENTIAL

The development of sophisticated techniques for confining cold atoms using magnetic traps provided the means to explore the interesting properties of quantum systems in the laboratory. Such experimental designs are usually composed of permanent magnets arranged in such a way that a minimum in the potential of the constituent particles is obtained at some known location, creating a trap.\textsuperscript{35} These traps coupled with sophisticated cooling techniques provide environments in which quantum statistical effects, atomic collisions, and other low-temperature phenomena can be studied. Not long after the development of these experimental techniques the observation of BEC was achieved.\textsuperscript{1,3,30} To make accurate predictions concerning the behavior of quantum systems in such environments requires more complex analyses than those for the free ideal gases. As a
consequence, much recent work in mathematical physics has been devoted to deriving approximate analytic expressions for the thermodynamic properties of both Bose and Fermi gases trapped by external potentials.\[19, 32, 33, 35\] Here we consider one- and two-dimensional trapped ideal Bose gases with a finite number of particles near the BEC regime. We derive the condensate temperature for a one-dimensional ideal Bose gas in a harmonic potential in terms of the W function. For a two-dimensional trapped ideal Bose gas we express the chemical potential in terms of the temperature using the W function.

A. One-dimensional Bose–Einstein gas in a harmonic potential

In the analysis here we assume the average energy per particle is much greater than the spacing between energy levels, known as the continuum approximation.\[13, 29\] Formally we assume
\[
\hbar \omega < kT
\]
where \(\omega\) is the angular frequency of the oscillator, \(\hbar \omega\) is the spacing between energy levels, and, by the equipartition theorem, \(kT\) is the average energy per particle. The total number of particles in the system is then given by
\[
N = \sum_{j=1}^{\infty} z j \int_0^\infty \rho(\epsilon) \exp(-j\beta\epsilon)d\epsilon,
\]
where \(z\) is the fugacity, \(\beta = 1/(kT)\), \(\epsilon\) is the energy, and \(\rho(\epsilon)\) is the density of states. We consider the number of particles in the excited states by replacing the lower limit of the integral with \((\hbar \omega)/2\).

The density of states \(\rho(\epsilon)\) is defined as the number of particle states per unit energy. For a one-dimensional harmonic oscillator the energy levels are given by \(\epsilon = (n + 1/2)\hbar \omega\) and the number of individual particle states for energies up to \(\epsilon\) is equal to \(n\). The density of states is then given by
\[
\rho(\epsilon) = \frac{dn}{d\epsilon} = \frac{1}{\hbar \omega}.
\]
We then have
\[
N = \sum_{j=1}^{\infty} z j \int_0^{\hbar \omega} \exp(-j\beta\epsilon) d\epsilon = \frac{\text{Li}_1(z \exp(-\beta \hbar \omega/2))}{\beta \hbar \omega},
\]
where \(\text{Li}_1(x) = -\ln(1-x)\) is the polylogarithm of order one. Then
\[
N = - \frac{1}{\beta \hbar \omega} \ln \left( 1 - z \exp \left( -\frac{\beta \hbar \omega}{2} \right) \right).
\]

To obtain the condensate temperature we assume \(\mu \ll kT\) (i.e., \(z = 1\)) and \(\hbar \omega/2 \ll kT\), so as to neglect quadratic and higher order terms in the exponential. The above equation can then be written as
\[
\beta + B \ln \beta + C = 0; \quad B = \frac{1}{N \hbar \omega}, \quad C = \frac{1}{N \hbar \omega} \ln \frac{\hbar \omega}{2}.
\]

We recognize this equation as of type 1 (3) with \(n = 1\) and thus having solution (4),
\[
\beta = \frac{1}{N \hbar \omega} W_j \left( N \hbar \omega \exp \left( -\ln \frac{\hbar \omega}{2} \right) \right), \quad (22)
\]
\[
\Rightarrow T_c = \frac{N \hbar \omega}{k W_0(2N)}, \quad (23)
\]
where we have chosen the principal branch to ensure that \(T_c\) is both real and positive. This result is in agreement with what is expected in the thermodynamic limit, i.e., \(T_c \to 0\) as \(N \to \infty\) with \(N\omega\) finite.\[19\]
B. Two-dimensional Bose gas in a harmonic potential

We now consider a two-dimensional ideal Bose gas trapped in a harmonic potential. When the approximation $\hbar \omega \ll kT$ is satisfied the total number of particles $N$ is given by\textsuperscript{19,21}

$$N = \left(\frac{1}{\beta \hbar \omega}\right)^2 \text{Li}_2(z),$$

where $\text{Li}_2(z)$ is the polylogarithm of order two. This expression is similar to the corresponding expression for the four-dimensional ideal gas in Eq. (11). This is expected because the two-dimensional ideal gas in a harmonic potential has the same number of degrees of freedom as the free ideal four-dimensional gas. Thus, a similar expression for the chemical potential can be derived here. Using a similar analytical technique as we did for the free four-dimensional ideal gas, we solve this equation for the chemical potential $\mu$ near $z = 1$. The solution is

$$\mu = -kT \exp\left(W_{-1}\left(\frac{1}{e} \left( N \left( \frac{\hbar \omega}{kT} \right)^2 - \frac{\pi^2}{6} \right) \right)\right),$$

where as discussed in Sec. IV A the only real solution is provided by the $W_{-1}$ branch. The condensate temperature is then

$$T_c = \frac{\hbar \omega \sqrt{6N}}{\pi k}.$$

VII. OTHER APPLICATIONS OF TYPE 1 AND TYPE 2 EQUATION FAMILIES

A. Inversion of the temperature–chemical potential relationship

(n) In this section we apply the formulas derived in Sec. II to obtain temperature as a function of chemical potential for Maxwell–Boltzmann, Bose–Einstein, and Fermi–Dirac statistics in three dimensions. The first two cases were introduced in Ref. 38, and we show here that these solutions are special cases of the results (4) and (6). In addition we introduce a new equivalent expression for Fermi–Dirac statistics.

1. Maxwell–Boltzmann systems

(a) In Ref. 38, the authors use the W function to solve the following equation for $T$:

$$\mu = -kT \ln\left[\frac{V}{N} \left( \frac{2\pi mkT}{\hbar^2} \right)^{3/2} \right],$$

(24)

We can write this equation as

$$T \ln T + \left(\frac{2}{3} \ln \Phi\right) T + \frac{2 \mu}{3k},$$

(25)

where $\Phi = (2\pi mk/\hbar^2)(V/N)^{2/3} > 0$, and we recognize this as (5) with $B = \frac{2}{3} \ln \Phi, n = 1, x = T$, and $C = \frac{2}{3} \mu$. Then using (6) the solution is

$$T = -\frac{2 \mu}{3k} \left[ W_j\left( -\frac{2 \mu}{3k} \exp\left(\frac{2}{3} \ln \Phi\right) \right) \right]^{-1},$$

$$\Rightarrow T = -\frac{2 \mu}{3k} \left[ W_j\left( -\frac{4 \mu \pi m}{3 \hbar^2 V/N^{2/3}} \right) \right]^{-1},$$

(26)

as found in Ref. 38.
2. Bose–Einstein systems

(a) The work in Ref. 38 also presents this problem for the case of Bose–Einstein statistics. The W function is used to solve the equation,

$$\rho \approx A \frac{1}{\beta^{3/2}} e^{\beta \mu},$$

(27)

where $\rho$ is the density and $\beta = 1/kT \gg 1$. We can rewrite the equation as

$$\beta - \frac{3}{2\mu} \ln \beta - \frac{1}{\mu} \ln \left( \frac{\rho}{A} \right) = 0,$$

(28)

which is (3) with $x = \beta$, $n = 1$, $B = -3/(2\mu)$, and $C = -\frac{1}{\mu} \ln \left( \frac{\rho}{A} \right)$, and the solution is therefore

$$\beta = -\frac{3}{2\mu} \left[ W_j \left( -\frac{2}{3} \mu \exp \left( -\frac{2}{3} \mu \ln \left( \frac{\rho}{A} \right) \right) \right) \right].$$

Or

$$T(\mu) = -\frac{2}{3} \left( \frac{\mu}{k} \right) \left[ W_j \left( -\frac{2}{3} \mu \left( \frac{\rho}{A} \right)^{2/3} \right) \right]^{-1},$$

(29)

the result presented in Ref. 38.

3. Fermi–Dirac systems

(a) Recently, there have been some interesting developments in calculating the chemical potential of a free Fermi gas at low temperatures based on the method of Sommerfeld.29, 31 We employ this method in conjunction with the Lambert W function to obtain an inversion formula for temperature as a function of chemical potential.

(b) We follow Feynman’s approach in Ref. 13 to find a closed form expression for the number density $\rho$ as

$$\rho = a \int_0^\mu e^{1/2} \, d\epsilon - a \beta \int_0^\mu \frac{a e^{1/2}}{e^{-\beta(e-\mu)} + 1} \, d\epsilon + a \int_0^\infty \frac{a e^{1/2}}{e^{\beta(e-\mu)} + 1} \, d\epsilon,$$

$$a = \frac{4\pi (2m)^{3/2}}{(2\pi \hbar)^3},$$

(30)

Using the substitutions $x = -\beta(e - \mu)$ for the second term and $x = \beta(e - \mu)$ for the third term, we can write this as

$$\rho = a \int_0^\mu e^{1/2} \, d\epsilon - a \frac{1}{\beta} \int_0^{\beta \mu} \frac{(\mu - x/\beta)^{1/2}}{e^x + 1} \, dx + a \frac{1}{\beta} \int_0^\infty \frac{(\mu + x/\beta)^{1/2}}{e^x + 1} \, dx.$$

In the method used by Feynman13 the approximation $\beta \mu \to \infty$ is made. Here we do not make this approximation. Evaluating these integrals we find

$$(\mu \pm x/\beta)^{1/2} \approx \mu^{1/2} \pm \frac{1}{2} \mu^{-1/2} (x/\beta) - \frac{1}{8} \mu^{-3/2} (x/\beta)^2.$$

Thus,

$$\rho = a \int_0^\mu e^{1/2} \, d\epsilon + a \frac{\mu^{1/2}}{\beta} \left( \int_0^\infty \frac{dx}{e^x + 1} - \int_0^{\beta \mu} \frac{dx}{e^x + 1} \right)$$

$$+ a \frac{1}{2\beta^2} \mu^{-1/2} \left( \int_0^\infty \frac{x}{e^x + 1} \, dx - \int_0^{\beta \mu} \frac{x}{e^x + 1} \, dx \right)$$

$$+ a \frac{1}{8\beta^3} \mu^{-3/2} \left( \int_0^{\beta \mu} \frac{x^2}{e^x + 1} \, dx - \int_0^\infty \frac{x^2}{e^x + 1} \, dx \right).$$

(31)
Evaluating these integrals we get
\[ \rho \approx \frac{2}{3} a \mu^{3/2} + \frac{1}{4} a \beta^{-1} \mu^{1/2} \ln(1 + e^{-\beta \mu}) - \frac{1}{4} a \beta^{-2} \mu^{-1/2} Li_2(-e^{-\beta \mu}) \]
\[ + \frac{1}{4} a \beta^{-3} \mu^{-3/2} Li_3(-e^{-\beta \mu}). \tag{32} \]

Assuming \( \beta \mu \gg 1 \), which is true in most states of highly condensed matter,\(^\text{(13)} \) the last two terms can be neglected and anything but the linear term in \( \ln(1 + e^{-\beta \mu}) \). The resulting equation can be brought to the following form:
\[ \beta + \frac{1}{\mu} \ln \beta + \frac{1}{\mu} \ln \left[ \frac{4}{a \mu^{1/2}} \left( \rho - \frac{2}{3} a \mu^{3/2} \right) \right] = 0, \tag{33} \]
which is (3) with \( B = \frac{1}{\mu} \), \( C = \frac{1}{\mu} \ln \left[ \frac{4}{a \mu^{1/2}} \left( \rho - \frac{2}{3} a \mu^{3/2} \right) \right] \), \( n = 1 \), and \( x = \beta \), and so the solution will be
\[ \beta = \frac{1}{\mu} W_j \left( \mu \exp \left( -\ln \left[ \frac{4}{a \mu^{1/2}} \left( \rho - \frac{2}{3} a \mu^{3/2} \right) \right] \right) \right), \]
\[ \Rightarrow T = \frac{\mu}{k} W_j \left[ \frac{a \mu^{3/2}}{4 \left( \rho - \frac{2}{3} a \mu^{3/2} \right)} \right]^{-1}, \tag{34} \]
where the branches of the \( W \) function are allowed to be complex.

(c) For the cases where the approximation \( \rho = \frac{1}{2} a \mu_0^{3/2} \) is adequate, i.e., when \( T \approx 0 \), \(^\text{(13)} \) we may rewrite the formula as
\[ T = \frac{\mu}{k} W_j \left[ \frac{3}{8} \left( \frac{\mu^{3/2}}{a \mu_0^{3/2} - \mu^{3/2}} \right) \right]^{-1} j \in \mathbb{Z}. \tag{35} \]

### B. One-dimensional hard-core Bose gases

To analyze the low temperature behavior Wadati\(^\text{(41,42)} \) uses the following integral representation for the pressure:
\[ P = \frac{1}{\pi} \int_0^{\infty} \frac{e^{1/2}}{e^{\beta \epsilon - \epsilon_0}} + 1 d\epsilon, \tag{36} \]
where \( \epsilon_0 = \mu - a P \) and \( a \) is the diameter of the bosons. By equivalent arguments as above, neglecting all nonlinear terms, one obtains the following approximation:
\[ P \approx \frac{2}{3\pi} \epsilon_0^{3/2} + \frac{1}{4\pi \beta} \epsilon_0^{1/2} e^{-\beta \epsilon_0} \]
or equivalently,
\[ \beta + \frac{1}{\epsilon_0} \ln \beta + \frac{1}{\epsilon_0} \ln D = 0, \quad D = \frac{(P - (2/3\pi) \epsilon_0^{3/2})4\pi}{\epsilon_0^{1/2}}, \]
which is of the form type 1 (3) with \( n = 1 \), \( B = 1/\epsilon_0 \), \( x = \beta \), and \( C = (1/\epsilon_0) \ln D \), having solution
\[ \beta = \frac{1}{\epsilon_0} W_j(\epsilon_0 \exp(-\ln(D))). \]
Thus,
\[ T = (\epsilon_0/k) \left( W_j \left( \frac{\epsilon_0}{D} \right) \right)^{-1} = \frac{1}{k} (\mu - a P) W_j \left[ \frac{(\mu - a P)^{3/2}}{4\pi \left( P - 2/\pi(a P)^{3/2} \right)} \right]^{-1}, \tag{37} \]
where no particular branch has been specified. Equation (37) is a new relationship between the temperature, chemical potential, and pressure of a one-dimensional hard-core Bose gas at low temperatures. Mathematically, (37) allows for the possibility of complex temperatures. Recently there have been systems in statistical mechanics where the generalization of temperature to the complex plane has been useful. Matveev and Shrock use complex temperatures to develop further information on a two-dimensional Ising model in a nonzero magnetic field.26

VIII. CONCLUSIONS

We have derived new representations for the chemical potential, pressure, and temperature of Bose gases in diverse physical contexts. For the free ideal Bose gas in three and four dimensions, new relationships between the chemical potential and temperature in terms of the W function have been obtained. The expressions derived lead naturally to the concepts of complex chemical potential and temperature. The concept of a complex chemical potential has recently been used to describe decay in a BEC. Cragg and Kerman show that a complex chemical potential quantifies the decay time of an excited condensate state in a BEC.2 In four dimensions an expression for small temperatures below the condensation temperature was obtained. The expression yields real values for the chemical potential for \( T \in [0.789 T_c, T_c] \). The analysis of the chemical potential for temperatures outside of this domain warrant further study. The expressions for the chemical potential and pressure were used to derive the equation of state in the BEC regime. These are new results and their derivation relies on the analytic properties of the W function.

The W function also proved to be a useful tool in the analysis of BEC of trapped ideal Bose gases with a finite number of particles. The condensate temperature for the one-dimensional ideal Bose gas with a finite number of particles in a harmonic trap was obtained using the W function. The condensate temperature was expressed in terms of the number of particles in the system and tends to zero in the thermodynamic limit. For the two-dimensional ideal Bose gas in a harmonic trap the chemical potential near the BEC regime was expressed in terms of the temperature and number of particles. In both the cases the condensate temperature is linearly related to the angular frequency of the harmonic oscillator.

The high temperature expansions for the pressure and particle density of a one-dimensional gas of hard-core bosons were also obtained. The result differs from the corresponding classically derived system (Tonks gas) by the radius of convergence and coefficients of the Mayer expansions. The classical case is discussed by Caillol.4 Both the methods used here as well as that used by Caillol rely on the properties of the W function. In the low temperature analysis a novel relationship between the temperature, chemical potential, and pressure has been derived, wherein temperature is expressed explicitly in terms of the chemical potential and pressure through the Lambert W function.

We have also presented applications of what we termed as type 1 and type 2 equations to the Bose–Einstein and Maxwell–Boltzmann systems at high temperatures. The convergence of the different statistics in the classical limit, a general characteristic of quantum statistics, is reflected in these results. These equations considered as two general families of transcendental logarithmic equations provide particular solutions when the chemical potential and temperature are also complex. The concepts of complex chemical potential and temperature are a general theme in the systems discussed here. These ideas have become important in statistical physics in recent years.7, 26 For the four-dimensional ideal Bose gases near condensation the complex analysis of the chemical potential and pressure is incomplete. The branch cuts and singularities of these thermodynamic functions in the complex plane need further study. A similar analysis is required for the temperature dependence on chemical potential derived for the one-dimensional hard-core Bose gas at low temperatures, the ideal three-dimensional Bose gas at high temperatures, and the ideal classical gas at high temperatures.

We have given some applications of the W function that provide further evidence of the underlying logarithmic structure of quantum statistics. These are only some of the potential applications of the W function and, needless to say, the applications of this remarkable special function and its connection to the Polylogarithm will go much further beyond the field of mathematical physics. The subtle exponential and its closely connected logarithmic structure of the W function in fact appear
to be relevant to other areas of thermodynamics and statistical physics. This will be presented in future work.

When the pioneering work of Sommerfeld is viewed from today’s perspectives, certain limitations are apparent. They prevent the gaining of a deeper unifying insight into the thermodynamics of Fermi–Dirac and Bose–Einstein statistics. The main problem is the absence of logarithmic structure. It is \( \log Z \), not \( Z \) itself, which ties intimately into thermodynamics. From a deeper perspective, both the Fermi and Bose functions are inverse functions of the fugacity \( z \), implying a logarithmic structure and the polylogarithmic formulation of \( \log Z \) is a manifestation of this structure. As shown in our work, the \( W \) function is sufficiently general to yield several special solutions in both the classical and nonclassical limits, from which the dualism of quantum statistics is apparent. At the classical limit, the polylogs are replaced by their fixed point indicating the absence of the logarithmic structure. In this limit both the Fermi and Bose functions are no longer an inverse function of the fugacity and this dichotomy no longer characterizes the physical state of the different systems.
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