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Abstract 

The use of unmanned aerial vehicles (UAV) or drones appears to be a viable, low-cost 

solution to problems in many applications. However, the limited onboard computing 

resources and battery capacity make it challenging to deploy drones for long-distance 

missions.  

Path planning capabilities are essential for autonomous control systems. An autonomous 

drone must be able to rapidly compute feasible, energy-efficient paths to avoid collisions. We 

first evaluate existing sampling-based algorithms' performance and present a hybrid sampling-

based algorithm to generate a solution quicker, using less memory. We then introduce the 

notion of a layered graph, which accurately and efficiently models the search environment. 

Simulations show that when applying a modified A* algorithm on the layered graph, paths 

can be generated at least twice as fast, using significantly less memory than the sampling-

based algorithm. 

Finally, we propose a novel cell-based model that uses a network of drones to perform long-

range tasks such as last-mile deliveries. Drone charging stations are strategically placed to 

ensure that drones can replenish their batteries. The genetic algorithm was implemented to 

solve the scheduling problem for multiple drones using this model. We show that this model 

can be used to deliver many packages within a short amount of time.  
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Summary for Lay Audience 

Unmanned aerial vehicles (UAV), or drones, have gained a lot of popularity over the last 

decade. The versatility of drones makes them an ideal solution for many applications. But the 

battery-powered drones often have limited flight time. Moreover, due to drones' weight 

restrictions, they do not have many computing resources available to them during flight. To 

deploy drones for commercial purposes, a robust path planner needs to be developed, and the 

flight range of drones needs to be extended for tasks such as drone deliveries.  

In this thesis, we go over the path planning problem for autonomous drones. First, we 

investigate sampling-based algorithms, which compute a path based on randomly sampled 

points from the search space. Specifically, we look into Randomly Exploring Random Trees 

(RRT) and variants of this algorithm and evaluate its performance in environments with many 

obstacles. We then introduce a hybrid sampling-based algorithm to generate a solution 

quicker, using less memory. A layered graph is also proposed for path planning. With this 

approach, information about the obstacles in the search space can be efficiently represented as 

a graph. Using a graph traversal algorithm (A* search algorithm), we show that the algorithm 

can generate an energy-efficient path must faster than the sampling-based algorithm using 

fewer computing resources.   

Finally, we propose a novel cell-based model that uses a network of drones to perform long-

range tasks such as last-mile deliveries. Drone charging stations are strategically placed to 

ensure that drones can replenish their batteries. To evaluate the impact of the cell-based 

model, we assessed the time it would take for a set of drones to deliver packages using this 

model. The genetic algorithm, which is commonly used for optimization problems, was 

implemented to optimize a schedule for drone deliveries. We show that this model can be 

used to deliver many packages within a short amount of time.  
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Chapter 1  

1 Introduction and Motivation 
Unmanned aerial vehicles (UAV), commonly referred to as drones, are defined as aerial vehicles 

that operate without the need for an onboard human pilot. According to the Federal Aviation 

Administration, there will be 828,000 commercial drones registered in the United States of 

America by 2024 – more than double the number of commercial drones registered in 2019 [1]. 

Drones are particularly beneficial since they can perform high-risk missions without endangering 

human lives. Since drones are a safer alternative to manned military aircraft, they have been 

widely used for defence. However, due to advancements in technology and decreases in drones' 

production costs, there has been a lot of interest in developing drones for commercial 

applications. The versatility of drones makes them ideal for applications such as surveillance, 

precision agriculture, search and rescue missions, inspections and the delivery of goods. 

Although drones can be controlled by an operator at the ground control station, developing 

drones with high autonomy levels makes them very useful for completing tasks that must be 

performed beyond the visual line of sight. There are many challenges involved in the 

development of a control system for autonomous drones. Several factors, including decision-

making capabilities, path planning, trajectory generation and fault-tolerant redundant 

management (in the instance of disturbances and failures), are required for drones to navigate 

autonomously [46]. To achieve this, drones must have the ability to sense and perceive the 

environment and compute a path using on-board computers and sensors. Additionally, flight 

navigation controlled by an on-board computer reduces the frequency with which an operator 

needs to interact with a drone; thus, limiting the opportunity for human error. Although much 

progress has been made in the field of path planning for drones, there are no current solutions 

that propose a robust path planner that addresses all the limitations mentioned in the following 

section. Thus, our focus has been on investigating path planning algorithms that are efficient and 

computationally inexpensive.  

Over the last decade, large companies such as Amazon, UPS and DHL have been looking for 

alternative approaches to reduce the cost of last-mile deliveries. Last-mile deliveries cost 
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companies the most since packages must be delivered individually. The use of autonomous 

vehicles such as drones could significantly reduce the cost of deliveries and help deliver 

packages faster. Amazon [47] recently announced that they were developing a hybrid drone with 

the ability to travel 15 miles to deliver packages under 5 pounds. Even though drones have 

limited flight time, for drones to be used for delivery applications, they must be able to perform 

long-distance missions. Thus, in this thesis, we were interested in developing a comprehensive 

drone-only delivery solution.  

1.1 Limitations of Drones 
Apart from current regulations that prohibit drones' operation beyond the visual line of sight and 

safety concerns in instances of mechanical failure or poor weather conditions such as strong 

winds, other limitations need to be addressed – notably, the limited battery performance and on-

board computational capabilities of drones. 

1.1.1 Energy Constraints 

Although rotor-wing drones are highly maneuverable and versatile, they are still limited in terms 

of endurance. Thus, a single rotor-wing drone cannot be used for missions requiring long flights. 

Many factors can affect the battery performance of drones. Maneuvers such as hovering, 

horizontal and vertical movements, payload, speed, and flying with respect to the direction of the 

wind can all impact drones' battery performance at varying levels [51].   

Improvements have been made to reduce the energy consumption of drones. The overall weight 

of rotor-wing drones has been reduced by using carbon-fibre airframes. There have also been 

improvements in brushless DC motors' power-to-weight ratios, which contributes significantly to 

energy consumption [32]. Since there are weight constraints to drones, additional batteries or 

batteries with larger capacities cannot be placed on the drone to improve its endurance. In [52], it 

has been shown that there is an optimal value of mass on a rotorcraft. Increasing the drone's 

weight after such a point begins to reduce the endurance of the drone and causes the drone to 

become unstable.  
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1.1.2 On-board Computational Capabilities 

Due to weight restrictions, on-board computers placed on drones usually have limited memory 

and on-board computational power. Due to extensive requirements of memory and 

computational power, certain path planning algorithms and image processing algorithms cannot 

be executed directly by the on-board hardware. Moreover, since the environment is continually 

changing, drones must be able to rapidly compute a path for the drone to avoid a collision. 

Although an optimal path in terms of path length is desirable to improve battery performance, 

such paths often require heavy computations and a lot of time, which is not feasible for drones. 

1.2 Thesis Contribution 
Many path planning algorithms have been suggested for drones. The contributions of this 

research aim to address the energy limitations that were mentioned above. The contributions of 

this thesis are given below: 

• Since sampling-based algorithms are by far one of the most utilized algorithms for 3D 

planning, we investigate how various factors such as nearest neighbour search radius and 

number of iterations impact the length of the generated paths. 

• We introduce a hybrid sampling-based path planning algorithm for path planning in 

cluttered environments. Experimentation was performed to evaluate the algorithms effect 

on the path length, running time and memory consumption 

• We introduce the idea of a layered graph to reduce the overall computational complexity 

of path planning algorithms. By applying the A* algorithm, a path can be rapidly 

generated using limited computational resources. This approach's effectiveness is 

demonstrated by comparing the performance of the algorithm to the hybrid sampling-

based path planning algorithm.  

• We propose a comprehensive solution for drone-only deliveries. A cell-based design is 

introduced. This model allows for multiple drones to work together to complete missions 

cooperatively. We then apply evolutionary algorithms to assign jobs to drones in this cell-

based design.  
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1.3 Thesis Structure 
The rest of the thesis is organized as follows. Chapter 2 provides background information related 

to drones, the path planning problem, and the algorithms used in this thesis. Chapter 3 provides a 

literature review of path planning methods and drone delivery solutions. Chapter 4 outlines a 

preliminary study done to bound search spaces with the hope of reducing the overall memory 

usage of the algorithm. Chapter 5  provides an analysis of sampling-based algorithms and 

introduces a hybrid algorithm. Chapter 6 presents a study that introduces the notion of a layered 

graph to compute a path efficiently. In chapter 7, we propose a cell-based design for delivery 

applications to address the limited battery capacity of drones. A complete solution with a 

scheduling algorithm is presented to demonstrate the effectiveness of this approach. Finally, in 

chapter 8, we conclude the thesis by summarizing our findings and provide an insight into 

potential future studies that can be performed. 
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Chapter 2  

2 Background 
This chapter provides background information about drones, drone path planning problems and a 

brief overview of the algorithms used in this thesis. 

2.1 Drone Classification 
Generally, drones can be categorized as either rotary-wing, fixed-wing or flapping-wing drones. 

Rotary-wing drones are often preferred due to their VTOL (Vertical Take-off and Landing) 

capabilities. Many studies model multi-rotor drones such as quadcopters for path planning 

applications due to their high maneuverability and hovering capabilities. The maneuverability 

makes multi-rotor drones suitable for tasks such as surveillance and search and rescue 

operations. However, the main issue with rotary-wing drones is their limited flight time. Figure 1 

depicts the maneuverability and endurance of the different types of drones.  

Even though fixed-wing drones have better battery performance than multi-rotor drones, they 

have many kinematic and dynamic constraints that need to be considered for practical 

applications. Moreover, it has been shown that rotary-wing drones are less susceptible to air 

turbulence than fixed-wing drones of similar dimensions [49]. However, in rural areas, fixed-

wing drones have proven to be reliable for delivery applications. The drone delivery company 

Zipline [48] has been using fixed-wing drones to deliver blood in Rwanda and Ghana. Take-off 

and landing are a challenge with fixed-wing drones, but they are valuable for rapid delivery at 

speeds up to 100 km/h.  

Flapping-wing systems, which are inspired by birds, have potential benefits over rotary-wing and 

fixed-wing drones. However, there are many design challenges that affect the stability of the 

drone [50]. To benefit from the endurance of fixed-wing drones and the maneuverability of 

rotary-wing drones, more recently, hybrid models such as tilt-rotor drones have been proposed 

for drone delivery applications [47]. Tilt-rotors have vertical takeoff and landing capabilities and 

can cruise at high speeds. However, there are design challenges related to transitioning between 

vertical and horizontal configurations [50].  
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A detailed review of the different types of drones and design challenges can be found in [50]. For 

this thesis, we are particularly interested in quadcopter drones. Quadcopters can rapidly change 

their flight direction and make sharp turns when necessary, unlike fixed-wing drones. Therefore, 

quadcopter drones have the potential to navigate in cluttered environments easily. 

 

Figure 1. Classification of aerial robotics based on their endurance and maneuverability 

properties. Lighter-than-air unmanned aerial system (LtA-UAS), fixed-wing unmanned 

aerial system (FW-UAS) and rotary-wing unmanned aerial system (RW-UAS) [31] 

2.2 Drone Path Planning Problem 
In this thesis, the drone path planning problem refers to generating a minimum cost, collision-

free path between the start and destination point. In many studies, the objective is to minimize 

total path length. However, some studies also minimize flight time [32], flight altitude [15] and 

drone speed [3]. 

Path planning algorithms can be categorized as either offline path planners or online (real-time) 

path planners. Offline path planners compute a path for the drone before takeoff. Thus, these 

path planners require information about the environment in advance. Information regarding 

obstacles and no-fly zones are made available to the path planner to generate an accurate path. 

An advantage of offline path planners is that they can employ models of the drone dynamics to 
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ensure that the path is feasible. However, these types of algorithms are not able to respond to 

changes in the environment dynamically. The environment is continually changing. Moving 

obstacles such as birds, wind and other aircraft may hinder the original path, and a robust path 

planner must be able to re-compute a new path to avoid such obstacles.  

Online path planners utilize sensor data to detect obstacles and, therefore, react to changes in the 

environment. However, online path planners are often not able to ensure near-optimum paths are 

generated. Some online path planners function by generating an initial feasible path and modify 

their path as dynamic obstacles are detected [4]. Other online path planners utilize probability 

functions to create a path as new information regarding the environment becomes available [5]. 

Depending on the specific use case, one of the approaches may be beneficial over the other. For 

example, in drone delivery applications, the first approach would allow the drone to travel a 

relatively shorter overall distance than the second approach. However, in target tracking 

applications, pre-defined paths cannot be utilized. Therefore, the path planner must incrementally 

generate a path. 

2.3 Shortest Path Algorithms 
In this section, two shortest path algorithms, Dijkstra’s and the A* algorithm, are explained in 

detail. Both algorithms have been applied in various sections of this thesis. 

2.3.1 Dijkstra’s Algorithm 

Dijkstra’s algorithm, introduced by Edsger W. Dijkstra in 1959 [72], is a well-known algorithm 

used to compute the shortest path between two points in a weighted, directed graph. Given a 

graph G = (V, E), from the source s to destination t, where s, t ϵ V, the Dijkstra’s algorithm 

computes the sequence of edges with the smallest weight to reach t from s. As shown in 

Algorithm 1, Dijkstra’s algorithm determines the shortest path from s to any vertex in the graph 

by iteratively traversing through all vertices and updating the distances of its adjacent nodes.  
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2.3.2 A* Algorithm 

The A* algorithm [73], introduced in 1968 by Hart et al., prioritizes the expansion of vertices 

with lower costs. Although the implementation of Dijkstra’s algorithm can be optimized to 

perform quickly, in large environments where there are many vertices in the graph, the A* 

algorithm is often desired since the A* algorithm focuses on searching for the shortest path 

towards the destination point. Dijkstra’s algorithm computes the shortest path from the initial 

point to every vertex in the graph. The vertex is evaluated using the following equation: 

𝑓(𝑣) = 𝑔(𝑣) + ℎ(𝑣) 

where g(v) is the cost to reach the vertex v, and h(v) is a heuristic used to estimate the cost of 

reaching the destination. As long as the value of h(v) is lower than or equal to the actual distance 

of v to the destination point, the heuristic is considered permissible and can compute an optimal 

path. However, if the distance from v to the destination point is overestimated, then the A* 

algorithm cannot guarantee that an optimal solution will be computed. The value of h(v) can 

have an impact on the time complexity of the algorithm. 

2.4 Evolutionary Algorithms 
Evolutionary algorithms are population-based metaheuristics commonly used in combinatorial 

optimization problems. The general idea of these evolutionary approaches is to start with an 

initial set of solutions, called a population, and have multiple generations where the set of 
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solutions evolve. Offspring solutions (new populations) are created from the parents. Figure 2 

depicts the general structure of an evolutionary algorithm. Generally, the initial population can 

be generated randomly. Variation operators such as mutations (modifying a single parent 

structure to create the child) and hereditary (modifications as a result of combining two parent 

structures) are required to generate the new population [58]. 

 

Figure 2. General Structure of Evolutionary Algorithms [58] 

2.4.1 Genetic Algorithm 

The genetic algorithm (GA), based on natural evolution, was initially developed by Holland [69]. 

Over the last two decades, genetic algorithms have been applied to multiple fields, especially in 

path planning and scheduling problems. GA uses the idea of the survival of the fittest among 

solutions and information exchange to improve solutions generation after generation until a near-

optimal solution has been computed. 

2.4.2 Particle Swarm Optimization 

Particle swarm optimization (PSO), proposed by Kennedy and Eberhart [75],  is an optimization 

technique inspired by bird flocking and fish schooling's social behaviour. The PSO algorithm 

functions by having a population (swarm) converge towards the optimal solution by moving 
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around the search space and exchanging information with its neighbours. The position and 

velocity of each solution (particle) are adjusted dynamically based on its own best-known 

position and the best-known position of its neighbouring particles. The updated velocity (v) and 

position (x) of each particle can be obtained from 2.1 and 2.2. 

 𝑣!	#$% = 𝑤𝑣!# + 𝑐%𝑟%	-𝑝&'()!
# − 𝑥!#1 + 𝑐*𝑟*-𝑔&'()	# − 𝑥!#1 (2.1) 

 𝑥!	#$% = 𝑥!# + 𝑣!#$% (2.2) 

where i is the particle number and k is the iteration number. pbest is the local best solution 

generated by a particle, and gbest is the global best solution among all particles in the swarm. c1 

and c2 are positive constants (learning factors) that move the particle towards the pbest and gbest 

positions. r1 and r2 is a random number between 0 and 1. w is the inertia weight, which affects a 

particle's global and local searching ability. An adaptive inertia weight was used in this thesis 

where the value of w changes as the number of iterations increase (equation 2.3).    

 𝑤 = 𝑤+,- − [
(/!"#0/!$%)	#	

2
] (2.3) 

where K is the maximum number of iterations the algorithm performs.  
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Chapter 3  

3 Literature Review 
This chapter provides a review of path planning algorithms and drone delivery solutions. A 

thorough literature review of recent 2D and 3D path planning algorithms is performed, and 

future research directions are suggested. Finally, current studies investigating drone delivery 

solutions are discussed. 

3.1 Drone Path Planning Problem 
Research into the path planning problem for drones has been growing since 2000. The number of 

published proceeding papers and articles related to path planning in the Web of Science database 

has been growing exponentially since 2000 (Figure 3). Roughly 10% of all published drone 

studies between 2000-2018 were related to the path planning problem. Computing the shortest 

path between two points in a 3D environment with polyhedral objects is NP-hard [2]. Thus, most 

drone path planning algorithms use heuristic and metaheuristics to generate a near-optimal path.  

 

 

Figure 3. Drone path planning papers published between 2000-2018 
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3.1.1 Environmental Representation 

Before searching for a path, the search space must be mapped for the algorithm to understand the 

location of obstacles. Figure 4 summarizes some of the most commonly used techniques to 

represent the environment. Cell decomposition techniques have been extensively used in many 

studies [24, 33, 35]. The environment can be divided into a uniform grid (Figure 4a) with fixed-

size cells or voxels to simplify the task of computing paths. Any cell containing a portion of an 

obstacle is marked as occluded, and any cell without an obstacle is marked as free. However, 

even if a small portion of a particular cell contains an obstacle, the entire cell is marked as being 

occluded with this approach. Adaptive cell decomposition techniques such as quadtrees (Figure 

4b) have been proposed to represent obstacle information effectively. There are more voxels 

(smaller in size) when close to an obstacle and fewer (larger) voxels when away from an 

obstacle. Although such approaches can determine whether there is a solution for any given 

input, in a finite amount of time, these approaches require a large amount of memory and cannot 

function in real-time to solve problems. 

 

Figure 4. Representation of an environment. Adapted from [71]. 

To mitigate the computationally intensive process of the cell-decomposition technique, some 

studies have designed solutions that limit the number of voxels used to generate a path. In [36], a 

wavelet transform was used to get a multi-resolution cell decomposition of a 2D environment, 

where a high-resolution map was created in the drone's vicinity, and a lower resolution one was 

produced for places far away from the drone. An adaptive cell decomposition method for 3D 

environments was suggested in [37] that reduces the amount of memory required to compute a 

path by continuously performing a cell decomposition of the environment; however, this 

approach may require a large amount of time. 
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Voronoi diagrams (Figure 4d) have also been used to model the environment. This method 

involves partitioning a plane with a set of objects into convex polygons, where each polygon 

contains a single object. Any point in each polygon is closer to the object in its polygon than any 

other object. Moreover, each point on the edge of the Voronoi diagram is equidistant from its 

two nearest neighbours. However, using the edges of the Voronoi diagram to generate a path 

may lead to sub-optimal solutions. Voronoi graphs are often used to compute a path away from a 

threat or radar [74]. In recent studies, Voronoi diagrams were constructed to improve the quality 

of paths generated by other algorithms. For example, in [10], Voronoi diagrams were created to 

increase the genetic algorithm's convergence rate by selecting members on Voronoi vertices to 

be part of the initial population. 

Visibility graphs can also be used to represent the search space. Visibility graphs function by 

adding nodes corresponding to the vertices of obstacles into the visibility graph. An edge 

connects nodes in the graph if the edge connecting the two nodes lie in an obstacle-free region 

(Figure 4c). Visibility graphs have been used extensively in 2D path planning because of their 

simplicity and since they can be used to compute global shortest paths for a point [38]. However, 

a large amount of time and memory is needed to generate visibility graphs in 3D, and only near-

optimum solutions can be generated when only considering obstacle vertices. To address this 

issue, some studies have constructed reduced visibility graphs using only a subset of obstacles in 

the environment [39-41, 44]. The bounded energy space [40] and approximation with visibility 

line [41] algorithms reduce the number of obstacles by only considering obstacles in the straight 

path from the start to the destination point. However, such approaches can generate poor 

solutions (roughly 8% larger than the optimal path) and cannot guarantee that a solution will be 

found in complex environments with many obstacles [41]. Moreover, these algorithms have a 

high time complexity [44]. Other studies have transformed the 3D space into 2D space to reduce 

the problem's complexity [42, 43]. Although there are limitations in using this approach for 

cluttered environments, in use cases where there are a few obstacles, visibility graphs have 

proven beneficial [45]. 

3.1.2 Path Generation 

Many studies attempt to reduce the three-dimensional path planning problem to two dimensions 

[33-34]. By limiting maneuvers of the drone to a horizontal plane (at a fixed altitude), the 
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problem's complexity can be significantly reduced, and algorithms proposed for other ground 

vehicles can be directly applied to drones. However, there are many benefits to utilizing the 

vertical translational movement of drones. One particular advantage is in obstacle avoidance and 

navigation. 

Many shortest path algorithms have been suggested for drone path planning. After modelling the 

environment, Dijkstra’s algorithm [34, 43] has been proposed to generate the shortest path for 

drones. Although the implementation of Dijkstra’s algorithm can be optimized to perform 

quickly, in large environments where there are a lot of vertices in the graph, the A* algorithm is 

often desired. The A* algorithm focuses on searching for the shortest path towards the 

destination point instead of the shortest path to every vertex in the graph. Thus, it has often been 

used for drone path planning [14, 29]. Variation of the A* algorithm, such as the D* [24] 

algorithm and Theta* [14], have been proposed for online path planning. However, such 

approaches may be slower than the A* algorithm due to the increase in the number of 

calculations.  

Sampling-based path planning algorithms have been extensively studied due to their low 

computational complexity and the ability to solve complex, high-dimensional problems. 

Probabilistic Road Maps (PRM) and Randomly Exploring Random Trees (RRT) [53] are 

common sampling-based path planning algorithms that compute a path using a set of randomly 

chosen points from the configuration space. PRMs can be inefficient when obstacle geometry is 

not known beforehand [55]. The original RRT algorithm [53] generated solutions very rapidly in 

dynamic environments; however, the solution was not optimal. The RRT* algorithm [54] was 

later proposed to improve the RRT algorithm by using the nearest neighbours to refine the 

overall path. The RRT* was proved to be asymptotically optimal. Thus, the cost of the path will 

almost surely converge to the optimum. However, the convergence rate at which the algorithm 

reaches the optimal solution is very slow. Although RRT* can compute optimal paths, the slow 

convergence rate makes them unsuitable for real-time applications such as drone path planning. 

Many variants of the RRT and RRT* have been proposed to improve the rate at which the 

algorithm converges to an optimal solution [54, 55]. RRT and RRT* based solutions have been 

commonly proposed for drone path planning [4, 5, 8, 17, 21, 26]. Many studies use RRT for 

online path planning where sensors are used to detect either stationary or moving obstacles, and 
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RRT is used since they are effective at re-planning paths [4, 5, 8]. Other studies have attempted 

to integrate RRTs with other path planning techniques, such as potential fields [26] or particle 

swarm optimization [21]. Some studies target fixed-wing drones and only sample points which 

satisfy a minimum turning radius [17]. A limitation with RRT based approaches is that if a 

solution does not exist, the algorithm may run infinitely.  

Artificial potential fields have also been proposed for path planning in 3D environments [3, 26, 

28]. A gravitational field of attraction is placed around the destination, and repulsive forces are 

placed around the obstacles. The combination of potentials creates a force field, which is then 

used to guide the drone towards the destination while avoiding obstacles. A major issue with 

potential fields is that they can quickly converge to a local minimum due to the location and 

obstacles' geometry. Once the drone is trapped at a local minimum, it can no longer reach its 

destination point. Moreover, artificial potential fields cannot guarantee that the resulting path is 

optimal [3]. Several approaches have been proposed to solve these issues. In [3], the problem is 

converted into an optimization problem and solved using the optimal control method to move a 

vehicle out of traps successfully. In [57], a pre-determined or randomly selected guided point 

was introduced to allow the UAV to continue searching for the destination when it reaches a 

local minimum. Artificial potential fields have been demonstrated on a network of micro-drones 

to successfully avoid obstacles while maintaining formation [26].  

Many metaheuristic algorithms based on biological models have also been proposed as solutions 

to the path planning problem. Genetic algorithm [6, 11, 19], ant colony optimization (ACO) [7, 

9, 12], particle swarm optimization (PSO) [13, 21], fruit fly optimization [20, 30], wolf pack 

search [25] and differential evolution [15] are all examples of such evolutionary algorithms 

which use bio-inspired properties for optimization.  

A limitation of genetic algorithms is that they can be computationally expensive. However, 

implementing the genetic algorithm on field-programmable gate arrays (FPGA) and GPUs has 

been shown to quickly generate feasible solutions in small environments [6, 11]. Another major 

limitation with evolutionary algorithms, in general, is premature convergence. To overcome this 

issue, increasing the diversity of the population through periodic mutation applications has 

resulted in fast convergence for the genetic algorithm [19]. Moreover, combining PSO with an 
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adaptive decision operator has helped overcome premature convergence [13]. This improved 

PSO was able to generate solutions that were superior to the original genetic algorithm, PSO and 

firefly algorithms. To resolve the local minimum and premature convergence in the ACO 

algorithm, adding a disturbance by applying a particular chaos factor has been shown to work 

[12]. The use of multiple colonies that communicate with each other [10] has also been shown to 

improve the quality of ACO's solutions.  

More recently, learning-based methods have been suggested for drone path planning [23, 27]. 

Reinforcement learning can be used to make sequential decisions. Thus, information about the 

environment does not necessarily need to be made available [27]. An adaptive and random 

exploration approach based on Q-learning has been proposed for drones to navigate and avoid 

obstacles in real-time [23]. During path planning, there is a learning module that derives a 

strategy for action by looking at historical data of the drone's action. In [27], the classical Q-

learning algorithm is improved by combining action selection strategies to avoid local minima 

and improve the convergence rate. However, these approaches may be computationally 

expensive in large environments since the environments are represented as grids. 

3.1.3 Analysis of Recent Studies 

For this review, path planning papers were retrieved from the Web of Science database. Highly 

cited studies between 2010-2019 were investigated. Preference was given to more recent studies 

and studies that developed path planning algorithms for cluttered environments. Since we were 

mainly interested in path planning algorithms for commercial applications, we did not investigate 

coverage path planning algorithms or target tracking path planning algorithms. Coverage path 

planning algorithms are necessary for applications such as search and rescue and surveillance, 

which require a drone to compute the best path to traverse the entire environment.  

The critical review of drone path planning papers were based on the following criteria: 

- Dimension: Spatial dimension for which the path planning algorithm was proposed. 

Either the algorithm was suggested for 2D or 3D environments. 
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- Energy Constraints: Studies that analyze factors other than path length in their cost 

function. Factors such as payload, weight, wind, motor thrust, drone maneuvers can 

affect the battery performance of drones [51] 

- Path Optimization: Flight trajectory is essential – particularly for fixed-wing drones. 

Since fixed-wing drones have limited turning angles, often Dubins curves or Bezier 

curves are used to ensure the path is feasible. Path smoothening techniques have also 

been applied to rotor-wing drones to allow for continuous motion and prevent the drone 

from having to come to a complete stop 

- Drone Type: Fixed-wing drones (F), Rotary-wing drones (R) or the paper did not specify 

which type of drone the algorithm was intended for (N) 

- Path Planner: Algorithm was developed as an online path planner to compute paths in 

real-time (ON) or as an offline path planner (OFF) 

- Obstacle Type: Algorithm can generate a path in an environment with stationary 

obstacles (ST) or moving obstacles (MV) 

- Environment Type: Small-sized environment with 0-50 obstacles (S), Medium-sized 

environment with 51-500 obstacles (M) or a large-sized environment with more than 500 

obstacles (L)  

- Computer Simulations: Indicates whether computer simulations were used to validate the 

algorithm  

- Drone Implementation: Indicates whether the algorithm was tested on physical drones  
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Table 1. Summary of 28 Published Drone Path Planning Papers between 2010-2019 
Ref 3D Energy 

Constraints 
Path 

Optimization 
Drone 
Type 

(F/R/N) 

Path 
Planner 

(ON/OFF) 

Obstacle 
Type 

(MV/ST) 

Environment 
Type 

(S/M/L) 

Computer 
Simulations 

Practical 
Implementation 

(I/O) 

[3] P P û R OFF ST S P û 

[4] P û P R ON ST/MV S û I 

[5] P û P R ON ST M P û 

[6] P û û R OFF ST S P û 

[7] û û û N OFF ST S P û 

[8] P û P R ON MV S P I 

[9] û P P F ON ST S P û 

[10] û û û R OFF ST S P û 

[11] P û P F OFF ST S P û 

[12] û û P N OFF ST S P û 

[13] P û û N OFF ST S P û 

[14] P û û N OFF ST S P û 

[15] P û P F OFF ST S P û 

[16] P û P R OFF ST S P û 

[17] P û P F OFF ST S P û 

[18] û û û F OFF ST S P û 

[19] P û P N OFF ST M P û 

[20] P û P N OFF ST S P û 

[21] P û P N ON ST M P û 

[22] P û P N OFF ST S P û 

[23] û û û F ON ST S P û 

[24] P û û R ON ST/MV M P û 

[25] P û P R + F OFF ST S P û 

[26] û û û N OFF ST M P û 

[27] û û û N ON ST S P û 

[28] P û û R OFF ST S P O 

[29] û û P R ON ST/MV S P û 

[30] P û P N OFF ST S P û 

 

Table 1 summarizes the results from reviewing 28 published papers related to the drone path 

planning problem between 2010 and 2019. Although a few 2D solutions were proposed, 68% of 

the reviewed papers focused on 3D drone path planning. Moreover, most of the reviewed studies 

incorporated a smoothing technique to ensure the path was feasible; however, only [3] considers 

motor thrust and [9] considers wind energy to improve drones' energy consumption.  
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Since path planning algorithms were being developed for combat operations, many studies 

previously focused on developing solutions for fixed-wing drones. However, since drones are 

being applied for civilian applications in recent years, many studies have been developing 

solutions for rotary-wing drones.  

Furthermore, when reviewing the types of algorithms commonly studied for the drone path 

planning problem, bio-inspired algorithms and RRT based approaches were used for 61% of the 

reviewed studies (Figure 5). However, in recent years, reinforcement learning approaches are 

being investigated for real-time path planning. 

 

Figure 5. Algorithm Types 

Although some of the proposed algorithms have great potential to be used as path planners for 

drones, limitations exist in terms of the quality of the solutions they produce or the overall 

computational resources they need. In the future, path planning solutions must consider multiple 

factors that affect the battery performance of drones. For example, changes in altitude or the 

number of times a drone needs to alter its flight direction can be considered. Moreover, to 

determine the effectiveness of proposed solutions for drone delivery applications, studies must 

test the algorithm in large-sized cluttered environments. Most studies only report the quality of 

the algorithm's path and running time in small-sized environments. Furthermore, although 

mathematical models can be used to simulate the dynamics of drones, more studies need to 

implement the algorithm on physical drones for validation. Finally, a detailed comparative 

Bio-inspired Algorithm Environmental Mapping
Graph Search Other
Potential Fields Reinforcement Learning / Decision Making
Sampling-Based Algorithm
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analysis that compares multiple types of algorithms based on memory consumption, running 

time and path cost is necessary. Although some studies compare their proposed algorithm's 

performance to other solutions, many of the reviewed studies do not perform a comparative 

analysis (Appendix A). 

3.2 Drone Delivery 
In this section, we review studies that have proposed the use of drones for delivery applications. 

Generally, there are two schemes relating to drone delivery that have been proposed: hybrid 

models and drone-only model. 

Although companies can benefit from drone deliveries, the battery capacity constraints of drones 

limit their coverage range. To address this challenge, a few different approaches have been 

proposed. First, a drone-truck hybrid model [76] has been suggested where a truck leaves a depot 

with a set of parcels and drones. The drones depart from the truck and deliver to some customers 

while the truck delivers packages to other customers. Another study suggested using public 

transportation to make deliveries using drones [77]. A drone lands on the roof of a mobile 

vehicle and leaves the vehicle near the destination point. Although this would be a low-cost 

solution for delivering packages, it may be hard to scale with many deliveries. The approaches 

mentioned above are cost-effective and faster than traditional truck-only deliveries; however, 

there are still many limitations. For example, traffic congestion could lead to unexpected delays. 

Moreover, in remote areas and crisis regions, it may be too dangerous or time-consuming to rely 

on trucks to deliver essential items. 

A few studies have suggested drone-only delivery solutions. Some studies focus on scheduling 

drones [78, 79]. A fleet of drones depart from a depot or warehouse, drop off a package and 

return to the warehouse, and the problem is to optimize the route of the drones to deliver 

packages efficiently. The mentioned problem is often referred to as the vehicle routing problem 

for drones. Although algorithms have been suggested to optimize drone delivery time, these 

studies often assume that the drone has the battery capacity to complete the delivery or assume 

deliveries will be made within a limited flight range. Another strategy has been to focus on 

optimizing the placement of recharging stations to extend the range of a drone [80]. In this 

model, the goals were to primarily limit the number of charging stations for drone refuelling 
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while ensuring that most of the area of customer demand was covered. Charging stations were 

placed strategically so that a drone can either recharge its battery or swap its battery and continue 

its mission.  

In our proposed model in Chapter 7, we contribute to the development of the drone-only 

strategy. As opposed to having the same drone continue the delivery, we suggest that the drone 

hands off its parcel to another available drone and return to its original charging station to 

increase the efficiency of drone deliveries. Moreover, in our study, we propose having multiple 

drones at charging stations. With this approach, drones that are idle in nearby charging stations 

can assist with moving a parcel from one point to another.  

 

 



 

 
 

22 

Chapter 4  

4 Preliminary Path Planning Study 
In this chapter, we describe a path planning algorithm for drone navigation in fixed regions.  We 

describe a method to bound the search space and generate a graph representative of obstacle-free 

areas of the environment. Finally, we apply a well-known shortest path algorithm to generate the 

shortest path between two points in the environment. 

4.1 Algorithm Description 
In the previous chapter, we reviewed many approaches used to compute a path. Most of the 

solutions required a lot of time and memory to generate a near-optimal solution. In the graph-

search based algorithm proposed in this study, we reduce the number of nodes stored in memory 

to compute the shortest path between two points by limiting the overall search area.  

The objective of the proposed offline algorithm is to determine the shortest path for the drone to 

travel from a source point S to a destination point D. The algorithm has been designed to accept 

an aerial image of the environment and pre-plan the shortest path of flight from the source point. 

An aerial image of the environment (i.e. snapshot) provides information about static obstacles 

that the drone must avoid during flight. Static obstacles include plants, trees and any commercial, 

residential or industrial infrastructure.  

During the development of our proposed algorithm, the following properties and assumptions 

were made about the elements in this algorithm: 

1. There exists a third-party service to track all obstacles in a snapshot. Images and 

information about the environment will be gathered from separate sources and 

consolidated to populate the snapshot.  

2. Battery capacity is not a limiting factor. Thus, we assume that the drone will always have 

sufficient energy to navigate from S to D. 

3. The drone will always take off at S. During drone navigation, Global Positioning System 

(GPS) technology will capture its current location. 
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4. Snapshots are rectangular and include all obstacles present at a specified altitude. 

5. There is at most one S and one D in each snapshot.  

6. Both S and D are always in obstacle-free, F grids. This ensures the possibility of finding 

an optimal path.  

7. Path P = {F1, F2, … , Fl} which consist of a set of l adjacent F nodes. 

8. There may be multiple unique paths from S to D, but P will store the shortest feasible 

path. 

9. The drone can navigate in any direction on a horizontal plane.  

10. The drone does not have any minimum turning angle requirements that need to be 

considered when computing the path. 

 

Figure 6. Processing the Snapshot [34] 

Searching for an optimal path through the entire snapshot of the environment (Figure 6a) may be 

computationally expensive and unnecessary if the source and destination points are located in a 

portion of the snapshot. Thus, the snapshot should be processed in a manner where the algorithm 

can limit its search. The premise of determining the snapshot boundaries involves creating a two-
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dimensional rectangle that places S and D in opposite diagonal corners (Figure 6b). To increase 

the success of finding the shortest path (by allowing the drone to travel around obstacles), the 

search area should be greater than the snapshot bounded by S and D. The amount of padding that 

should be included around the bounded image (Figure 6c) is proportional to the linear distance x, 

between the source and the destination. Therefore, the final snapshot (Figure 6d) will provide an 

optimal search area to determine the shortest path. 

 

If most of the snapshot contains obstacles, it will be more challenging to determine the shortest 

path. Thus, to further improve the success of finding an optimal path, a threshold y is introduced 

to evaluate whether the proportion of obstacles is acceptable for the snapshot. If the snapshot is 

deemed unacceptable, a new snapshot (with a different amount of padding) will be created until 

the snapshot is acceptable. In Algorithm 2, the getBoundedSnapshot() function is responsible for 

interacting with third-party services to get a new snapshot of the environment. In this function, 

the snapshot is processed and adjusted to ensure that the proportion of obstacles is within the 

acceptable range. 
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Figure 7. Environmental Modelling Process [34] 

Following the processing of the snapshot in Algorithm 2, the snapshot of the environment is 

modelled by partitioning the image into grid cells (Figure 7a). Each grid's size will be designed 

to ensure that the drone can physically fit in each cell. Thus, the number of grids on the length L 

of the snapshot and the number of grids on the width W of the snapshot must be a natural number 

to avoid creating a grid that would not be accessible by the drone. In Algorithm 2, the 

recalculate() function will determine a new padding value for the bounded snapshot until L and 

W are a natural number. After successfully partitioning the snapshot, each grid is labelled in a 

data structure with their respective grid cell types; F for obstacle-free cell, B for blocked cell, S 

for the cell with the source point, D for the cell with the destination point (Figure 7b). 

Dijkstra’s algorithm is traditionally applied to a graph with nodes to find the shortest path. To 

model the snapshot into a graph, we decided to implement a network, N, with the following 

properties: 

1. A node u is created for each grid cell labelled F, S or D 

2. A node u is adjacent to node v if and only if 

a. u and v are both F cells, and 

b. u is immediately next to, above, below or diagonal to v 

3. A link connects two adjacent nodes 

4. All links are bidirectional 
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5. All links have equal weights 

To apply Dijkstra’s algorithm to find the shortest path, each node in N must store specific 

attributes. The distance variable will be used to store the current distance from the source node. 

prevNode will store the parent node to keep track of the path. Finally, id stores the grid cell 

number. Each grid cell is assigned a number from 1…q, where q represents the total number of 

grid cells. Links are formed between adjacent obstacle-free cells, as shown in Figure 8. 

Provided with a network N (Figure 8), Dijkstra’s algorithm can now be used to determine the 

shortest path between S and D if both nodes lie in the same connected component.  The path P 

will be returned as an empty structure if a path does not exist (S and D are in different connected 

components). If there is a path, the returned P will store each node's grid cell numbers from the 

source to the destination. Initially, the distance of all nodes except the source node is initialized 

to be a value greater than the size of the network to ensure that the algorithm starts traversal from 

the source node. The distance of each of a nodes’ neighbours is changed to be min{neighbour 

node distance, current node’s distance + 1}, to ensure that the shortest path from the source node 

is always maintained. Finally, once the destination node is determined, the path can be 

determined by tracing back the path with prevNode. The drone will contain a mapping of the 

environment with grid cell numbers (Figure 8). Thus, with information from P, the drone will be 

able to traverse to the destination without colliding into obstacles. 

 

Figure 8. Process of converting approximate cells into a graph. Adapted from [34] 
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4.2 Discussions 
In this study, we proposed an algorithm that can be used by surveillance drones to determine 

the optimal flight path between two points. We provide insight into how the drone should 

process a snapshot of the environment and decompose it into grid cells. Finally, we convert the 

modelled environment into a graph to determine the optimal path.  

The “optimal” path can be determined on several criteria such as minimum distance travelled, 

flight time and fuel consumption. In our study, we determined the shortest distance from the 

source node to the destination node. However, in this study, we did not consider other criteria, 

such as fuel consumption and other flight constraints. In [82] and [83], they consider various 

constraints when proposing their path planning algorithm. Using a linear utility function, the 

authors in [83] developed a decision-maker that chooses the best path between targets and then 

the best overall tour. In [82], the authors propose using a path planner to evaluate and adjust the 

path according to geometric constraints (maximum deviation angle) when moving from one cell 

to another. In the future, we could further investigate the approach taken in [82]. We will 

visualize the flight path as a tube (Figure 9). The radius j will provide space for the drone to 

safely adjust its path or position due to disturbances like wind gusts. Moreover, this setup will 

ensure the passage of the drone without collision into obstacles when moving to a grid cell 

located diagonal to the current cell. To ensure that collisions do not occur due to geometric 

constraints, we could also make all cells next to an impermeable cell impermeable – as described 

in [82]. The advantages and disadvantages of these approaches will need to be investigated in the 

future. Finally, there are many different types of drones, such as fixed-wing and multirotor 

drones. When designing this algorithm, we assumed a multirotor would be used during the 

j 

Figure 9. Proposed "tube" for the flight path. The dashed line represents the flight path. [34] 
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implementation of the algorithm. Multirotor drones have better maneuverability and vertical 

takeoff and landing capabilities; thus, kinematic constraints were not considered when 

developing our path planning approach.  

Currently, the developed algorithm assumes the environment is static. However, there are 

many dynamic constraints such as the weather, animals and other aerial vehicles that need to be 

considered when the flight path is being evaluated. This is an issue that needs to be addressed 

since the predetermined optimal path may contain a blocked grid cell due to an introduced 

obstacle. Thus, in the future, we will make changes to the algorithm to ensure that the optimal 

path is calculated each time the drone moves to the next grid cell in the flight path. This way, 

even if the destination point is modified during the flight path, the drone will be able to re-route 

its path to move to another location. Although this may be computationally complex, if the 

number of nodes created from the snapshot increase exponentially, since surveillance drones are 

only surveilling a fixed area, the maximum number of nodes (grid cells) is limited. 

Furthermore, alterations can be made to our proposed strategy to improve the drone’s efficacy 

for surveillance purposes. The current assumption is that links in the network N have equal 

weights. However, when surveilling an area, there may be portions of the area which have a 

greater probability of detecting a threat. Thus, we will need to determine how assigning greater 

weights for these links in N will affect the generation of the optimal path. Introducing weights 

also introduces the possibility of using the A* algorithm to improve execution time; however, 

developing the correct heuristic function will be important in determining the optimal shortest 

path. Finally, we are also interested in how this study can be applied to multiple drones – in order 

to survey the perimeter of a predefined area thoroughly. Thus, future studies will address how 

the proposed strategy can be applied to a swarm of drones and how they can cooperate as a team 

to surveil the desired area. 

With the algorithm's current design, we propose using two important methods that we have 

not implemented in this study; recalculate() and getBoundedSnapshot(). The recalculate() 

method will recalculate the amount of padding added to the snapshot when some generated grids 

are inaccessible to drones. The maximum proportion of padding that should be allowed to be 

added to the snapshot is yet to be determined. Moreover, the getBoundedSnapshot() assumes that 
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the snapshot is being processed in a manner where the proportion of obstacles does not exceed a 

certain threshold, y. However, further investigations will be needed to determine a threshold that 

can be applied to various scenarios.  

Although the algorithm currently returns an empty P if no path exists, we plan to alter the 

algorithm to improve the success of finding a path in future implementations. Even though the 

generated snapshot may not have a path, when expanding the snapshot using recalculate(), there 

may be an opportunity for the drone to traverse around an obstacle, resulting in an optimal path. 

Thus, the algorithm will be modified, so it will not be able to conclude that there is no path until 

the snapshot has been expanded to search the entire environment. 

Furthermore, to improve the success of finding the optimal path, we need to consider path 

planning in 3D environments. Currently, it is assumed that the drone can only traverse in the 

same horizontal plane. Though, in reality, the drone may pass an obstacle and even produce a 

more optimal path by moving above or below the current plane. However, to map a 3D 

environment, our environmental modelling approach would need to be slightly altered. Similar to 

the approach taken in [84], we could consider constructing a 2D search space based on the 3D 

space by introducing a “virtual terrain” above the real terrain, enabling path planning on a 2D 

surface. Thus, in future studies, we will try to determine whether the authors' approach taken in 

[84] can be integrated with our approach to determine a path in a 3D environment. 

Finally, in the future, we plan on implementing the complete proposed strategy on a physical 

drone to determine its efficacy in surveilling a real environment. The proposed approach requires 

further investigation to account for the assumptions made in this study and to improve its 

usefulness; however, it provides a base strategy that can be used to determine an optimal path in 

fixed-areas – making it ideal for surveillance applications.  
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Chapter 5  

5 Analysis of Sampling-Based Path Planning Algorithms 
In this chapter, we investigate the performance of existing path planning algorithms, in particular 

sampling-based algorithms. We examine properties of RRT, RRT* and variants of the RRT* 

algorithm. 

5.1 Problem Formulation 
Let a set X Ì ℝn represent the environment in which the drone operates (i.e., workspace), where 

n is the number of dimensions used to describe the workspace. In this chapter, we analyze the 

performance of select sampling-based algorithms in two-dimensional (2D) and three-

dimensional (3D) space. Obstacles are depicted as polygons in 2D spaces and as a right 

parallelepiped (where the angle between any edge is 90°) in 3D spaces. To transform the drone 

into a point in space, obstacles in the workspace were expanded (Figure 10). The x and y 

dimensions of each obstacle were increased by an amount equivalent to the frame size of the 

drone w and the height of the drone d. This ensures that the drone can navigate around obstacles 

without collision.  

 

Figure 10. Obstacle Expansion [62] 
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Let O = {o1, o2, …, oK} be the set of expanded obstacles, where K is the total number of 

obstacles in the environment. The set of points occupied by all obstacles are denoted as Xobs, 

where Xobs Ì X. Obstacle free regions in X are denoted as Xfree, where Xfree = X \ Xobs. To generate 

a feasible path, we assume that the initial point pinit and the destination point pdest belong to Xfree. 

Xgoal Ì Xfree, defines the goal region, which represents the set of points in the vicinity of the 

destination point. A cost of a path σ(pa, pb) is the amount of energy spent by the drone to 

navigate from pa to pb. Let f (pa, pb) represent the computed path between pa to pb. In this 

chapter, we assume that the amount of energy spent by the drone to navigate between the two 

points is equivalent to the total distance travelled. In general, distance between the points pa and 

pb is calculated using equation 5.1, where pa = (a1 , a2, …, an) and pb = (b1 , b2, …, bn). Assuming 

that the line connecting two points, pa and pb lies in Xfree, σ(pa, pb) = l(pa, pb). We use the 

Cartesian coordinate system on the region X to specify the obstacles' positions and describe the 

path taken by a drone. 

 

𝑙(𝑝, , 𝑝&) = 	‖𝑝, − 𝑝&‖ = 	6	7(𝑎! − 𝑏!)*
3

!4%

 (5.1) 

Sampling-based algorithms aim to address three main problems in path planning [54-56]:  

1. Find a feasible path: If there is a path connecting pinit and pdest, the algorithm will output 

the path. Otherwise, a failure will be reported. 

2. Generate an optimal solution: Minimize the cost of the path connecting pinit and pdest 

3. Convergence to an optimal solution: Compute an optimal path in the least possible time. 

5.2 Sampling-Based Algorithms 
By far, sampling-based algorithms are one of the dominating methods used for offline and online 

path planning for drones and other robotic systems. Sampling-based path planning algorithms are 

particularly beneficial for drones since they can compute a path very fast. Moreover, many 

studies have used RRT and RRT* variants for path planning in cluttered environments [59-61], 
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indicating that these algorithms can rapidly generate feasible paths in urban environments with 

many obstacles.  

Sampling-based algorithms are not complete planners. Complete planners can guarantee that they 

will find a solution if one exists. But these planners have been shown to suffer from 

computational complexity for even the basic version of the motion planning problem [54]. 

However, RRT, RRT* and its variants are probabilistically complete. Thus, provided that a 

solution exists, the probability of computing a feasible path approaches one as the number of 

samples inserted into the tree approaches infinity.  

5.2.1 Randomly-Exploring Random Trees (RRT) 

RRT is a randomized planning technique introduced by LaValle [53]. The RRT algorithm builds 

a tree T = (E, V) by repeatedly sampling points from Xfree. Each node in the tree contains 

information about its state as well as its parent node. The tree is initialized from pinit, and in each 

iteration, the tree is extended until pdest ϵ Xgoal is reached. The RRT algorithm has an interesting 

property referred to as Voronoi bias, which is responsible for the rapid exploration of X. When 

considering the Voronoi diagram of the RRT vertices, the probability that a node is randomly 

selected is proportional to the volume of its Voronoi region. Therefore, exploration is biased 

towards the nodes with the largest Voronoi regions, which represent unexplored regions of X 

[54]. The general structure of the RRT algorithm is provided in Algorithm 3.  

 

In an environment with obstacles, there are four methods that are used in the process of adding a 

node into the tree: sampling, nearest neighbour selection, steering and collision checking. In each 

iteration up until a value N, a sampling technique such as uniform sampling is used to select a 

random point prand from Xfree. Using equation 3.1 (Euclidean distance), the point with the 
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minimum distance to prand (i.e. nearest vertex) is selected from T. The steer method (Figure 11) 

then returns a point pnew, such that pnew is closer to prand than it is to the nearest point pnearest in the 

tree, by moving pnearest a pre-specified step value η > 0 towards prand. Finally, an attempt is made 

to connect pnearest and pnew. If the edge between pnew and pnearest lies in Xfree, then pnew is inserted 

into the vertex set and (pnearest, pnew) is added to the edge set.  

 

Figure 11. Adding a new sample to the tree 

5.2.2 RRT* 

Karaman and Frazzoli [54] show that RRT almost always converges to a non-optimal solution 

and instead propose an alternative solution, the RRT* algorithm. The RRT* algorithm was 

proved to be asymptotically optimal by showing that as the number of samples inserted into the 

tree approaches infinity, the probability that the minimum cost path in RRT* converges to an 

optimal solution is one.  

 

The details of the RRT* algorithm are shown in Algorithm 4. The RRT* grows a tree T from pinit 

and inserts pnew to the tree in a similar manner as RRT. But the RRT* algorithm has two major 
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additions. Instead of always connecting pnew to the nearest vertex in the tree, the algorithm looks 

at vertices in Xnear, which represents the set of vertices in the tree that are located within a 

specific radius r around pnew. The value of r is determined using equation 5.2: 

 
𝑟 = min =	𝛾 ?

log |𝑉|
|𝑉| E

% 35

, 𝜂	G (5.2) 

where |V| is the number of vertices in the tree and 𝛾 is a planning constant. To ensure asymptotic 

optimality, Karaman and Frazzoli proved that the value of 𝛾 must satisfy the following:  

 
𝛾	 > 	I2 ?1 +

1
𝑛EM

% 35

I
𝜇-𝑋67''1

𝜁3
M

% 35

 (5.3) 

where 𝜇-𝑋67''1 is the area (n = 2) or volume (n = 3) of the free space in the environment and 𝜁3 

is the volume of the unit sphere in a dimension, n ≥ 2.  

As shown in Algorithm 5, the ChooseBestParent method iterates through the entire set of 

vertices to determine the vertex with the minimum cost. Once the vertex with the minimum cost 

pmin is found, the edge (pmin, pnew) is added to the edge set.  

 

Finally, the RRT* performs a “rewiring” operation to ensure that a path with the minimum cost 

from pinit to any vertex in the tree can be generated. The Rewire method (Algorithm 6) modifies 

the edge of vertices in Xnear if the cost of reaching the vertex is lower through pnew. To maintain 

the property of a tree, the edge (pparent, pnear) must be removed. Although this improves the path 

quality of the RRT* when compared to RRT, it requires more iteration to optimize the path, 

resulting in a slow rate of convergence.  
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5.2.3 Intelligent Bidirectional RRT* (IB-RRT*) 

Qureshi and Ayaz [55] proposed the IB-RRT* algorithm, a variant to the RRT* algorithm, which 

improves the rate of convergence to an optimal solution. The IB-RRT* algorithm (Algorithm 7) 

utilizes a bidirectional tree to generate a path. Two trees, Ta = (Va, Ea), grows from pinit and Tb = 

(Vb, Eb) grows from pdest. Until the termination condition is met, the respective trees grow, and an 

attempt is made to connect the trees in each iteration. 
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Since collision checking is one of the costliest operations in the RRT* algorithm, in the IB-RRT* 

algorithm, the authors enhance the computational efficiency by limiting the number of collision 

checking operations that need to be performed. In the GetSortedList method,  a list is created 

for near vertices from Ta and Tb. The list L = {(p1, C1, f 1), (p2, C2, f 2), …, (pk, Ck, f k)}, where k 

is the number of vertices in Xnear, Ck is the cost of the path from pinit to pk in addition to the 

distance from pk to prand and f k is the concatenation of the path from pinit to pk and the path from 

pk to prand. The vertices in the list belong to Xnear and are sorted in increasing order by C. The 

GetBestTreeParent method replaces the ChooseBestParent method in the RRT*. Since La and 

Lb are sorted, the ObstacleFree method does not need to be called for the entire set of vertices in 

𝑋3',7,  and 𝑋3',7&  to find the vertex with the minimum cost from each tree; thus, improving the 

algorithm's performance. The best vertex pmin is chosen to be inserted into either Ta or Tb, and a 

Boolean variable flag is used to indicate the tree in which the vertex can be inserted into with the 

minimum path cost (Line 19). 

Finally, if the Boolean variable Connection is true, an attempt is made to connect the trees (Line 

20). The value of Connection is only true when there are a set of near vertices around prand from 

both Ta and Tb. The global path from the initial point to the destination point f (pinit, pdest)  is 

computed if the concatenation of the path to prand from  Ta  (f a) and the path to prand from  Tb  

(f b) has a path cost that is less than σ(pinit, pdest). Similar to the RRT* algorithm, the IB-RRT* 

also modifies edges in the trees to ensure that a path with the minimum cost from pinit (in Ta) or 

pdest (in Tb) to any vertex in their respective tree can be generated (Lines 24 and 27). 

5.2.4 RRT*-Adjustable Bounds (RRT*-AB) 

The RRT*-AB algorithm [56] has been shown to generate an optimal path in less time than the 

RRT* algorithm by limiting the exploration region in the environment and using path 

optimization techniques. The RRT*-AB algorithm is outlined in Algorithm 8. 

The RRT*-AB algorithm initializes a tree T, rooted at pinit and randomly samples points from a 

limited region CRegion (Line 6), where CRegion Ì Xfree. CRegion defines a space between pinit and pdest 

using an expansion distance scale Dscale:  
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where E is the size of the environment map, and m is an expansion factor.  In order to sample 

points from at least half of Xfree, the default value of m is 4. In each iteration, since points are 

sampled from CRegion, sampling is biased towards the goal. When the tree is occluded and cannot 

expand any further in CRegion, the value m is modified in the ConnectivityRegion method to 

gradually expand CRegion until a path has been discovered or until any point in Xfree can be 

sampled (Lines 18-19).  

 

Once a path has been discovered, optimization techniques are used to improve the path further. 

The RRT*-AB algorithm further limits the points that can be sampled. CRegion is modified to 

ensure that points can only be sampled around the initial path. This results in a lot of rewiring 

operations around the initial path and reduces the path cost. Moreover, a node rejection technique 

is used. The algorithm considers the path cost between pinit to pnew, and the straight distance 

between pnew to pdest is used to determine whether pnew can be inserted into the tree. Since 

inserting pnew with a higher cost would not benefit in optimizing the initial path, the vertex is 

 𝐷(8,9' =
𝐸
𝑚 (5.3) 
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discarded. Finally, the path pruning is performed to shorten the path further (Line 24). The path 

pruning process is described in detail in section 5.3.4. 

5.2.5 Bidirectional RRT*-Adjustable Bounds (BiRRT*-AB) 

Since the objective is to rapidly generate a near-optimum path using limited resources, we 

decided to implement a hybrid algorithm BiRRT*-AB, which combines properties of the IB-

RRT* and RRT*-AB to generate a feasible path. A bidirectional tree, with two trees growing 

from pinit from pdest, was implemented. Bidirectional trees have been shown to perform better 

than a single tree in the RRT* algorithm. Moreover, restricting the search space to a defined 

region between pinit and pdest has proved to reduce the large memory requirements of the RRT* 

algorithm.  

Finally, an additional pruning function was added to the BiRRT*-AB to reduce the path cost.  

Pruning the path also reduces the number of turns required to complete a path (Figure 12). 

Studies have shown that the power consumption of a rotorcraft can be reduced by decreasing the 

number of turns [68]. This is in part because a rotorcraft needs to slow down before altering its 

flight direction. The frequent acceleration and deceleration can impact the battery performance 

of a drone.  

 

Figure 12. (a) Original Path (b) Pruned Path 

We define a turn in the path as follows:  

10° < 𝜃 = 	 cos0% ?
𝑢 ∙ 	𝑣
‖𝑢‖‖𝑣‖E 
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where 𝜃 is the angle formed between two directed line segments. Experimental studies have 

shown that pruning the path for the IB-RRT* algorithm only improves the path cost by up to 1%. 

But there is up to a 75% decrease in the number of turns in the drone's flight path.  

5.3 Implementation Details 
In this section, the implementation details of important methods are described. Various methods 

were analyzed to determine factors that affect the performance of the algorithms.  

5.3.1 Sampling Method 

Sampling a point from Xfree is one of the most critical steps in sampling-based algorithms. There 

are many different types of sampling strategies. For example, for online path planning, to avoid 

having to maintain a full discrete map, in [5], a Gaussian process occupancy map was created to 

predict the probability of there being a collision along the path. Based on this information, the 

algorithm would decide on whether it should insert vertices into the tree. Another approach is to 

apply a heuristic to bias sampling. Goal biasing is often used to sample points towards the 

destination point. The RRT*-AB algorithm uses this methodology. Local biasing [63] can also 

be used to sample points near a current path to improve the path cost towards a locally optimal 

one.  

For consistency, the RRT, RRT* and IB-RRT* algorithms were implemented using a uniform 

sampling method. Thus, every point in Xfree had an equal probability of being sampled. For the 

RRT*-AB algorithm, every point within CRegion had an equal probability of being sampled. 

5.3.2 Nearest Neighbour Search 

Nearest neighbour searches and collision detection between two points are arguably the costliest 

operations in sampling-based algorithms. The computational complexity of near neighbour 

searches grows as the tree rapidly expands. To overcome this issue, some studies have limited 

the number of possible points that can be inserted into the tree [66]. Another study uses a box 

approach where the configuration space is partitioned into n-dimensional boxes [67]. With this 

approach, only specific boxes need to be searched for the nearest neighbour. Other data 

structures such as quadtrees and k-d trees have also been suggested for nearest neighbour 

searches [67]. 
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In this study, to improve the performance of searching for neighbours around a sampled point, a 

k-d tree was implemented. A k-d tree recursively subdivides the k-dimensional space into two 

half-spaces. Unlike binary search trees, which use a single key throughout the tree, a k-d tree 

alternates between k keys at each tree level. In the average case, the k-d tree can perform a 

nearest neighbour search in sublinear time [54]. Since near neighbour and nearest neighbour 

searches are performed frequently in these algorithms, utilizing this data structure can effectively 

reduce the algorithm's run time. 

5.3.3 Collision Detection 

Since collision detection frequently occurs in sampling-based algorithms, an efficient method to 

detect collisions may improve the algorithm’s running time. In fact, some studies have shown 

that collision detection queries account for approximately 90% of the time taken to compute the 

path [65]. In the analysis of the 2D implementation of the algorithms (5.4.1), a naïve approach 

was taken. For the line connecting pa and pb, an intersection point was calculated for each edge 

of an obstacle in O to determine if the path was feasible. This consequently increased the running 

time of these algorithms. However, for the algorithm's 3D implementations, an improved 

technique was used to reduce the number of obstacles that needed to be checked. Only obstacles 

within the polygon (or plane) generated by pa and pb were evaluated for collisions (Figure 13).    

 

Figure 13. Collision detection technique 

5.3.4 Path Pruning 

Once the algorithm generates an initial path f (pinit, pdest), the PrunePath method optimizes the 

generated path by applying a path pruning technique. Using the principle of Triangular 

Inequality, the initial path can be shortened. As shown in Figure 14, an iterative process starting 
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from pe continuously checks previous points in the path until the line connecting the two points 

are no longer visible, or pa is reached.  

 

Figure 14. Path Pruning Technique 

5.4 Experimental Results 
Initially, a comparative analysis was performed to evaluate the performance of the algorithms in 

two-dimensional spaces. Later, we compare the performance of BiRRT*-AB and the other RRT* 

variants in cluttered three-dimensional spaces with various number of obstacles. 

5.4.1 Performance Comparison in 2D Space 

Experiments were performed on an Ubuntu 19.04 system with 4 GB RAM and an Intel Core 2 

Duo E7500 processor @ 2.93 GHz. For comparison purposes, the size of the search area was 

kept constant at 500 × 500. Due to the random nature of these algorithms, each experiment was 

repeated 20 times.  

The algorithms were evaluated in three different environments (Figure 15). We define E1 as a 

simple environment, which depicts an environment with less than 50 obstacles. E2 represents a 

cluttered environment, where many obstacles of various sizes are randomly placed in the 

environment. For this study, we use a cluttered environment with 250 obstacles. Finally, E3 is a 

complex environment, requiring exploration of a large portion of the environment to generate a 

feasible path. 
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Figure 15. Environment Types for 2D Experiments 

Although RRT* and IB-RRT* ensure that a near-optimum solution can be generated as the 

number of iterations approach infinity, this is impractical for drones. Therefore, we set the 

termination condition such that the algorithm would continue to iterate until a finite number of 

nodes have been inserted into the tree after an initial path was generated. This allows the initial 

path to improve by further exploration and rewiring. For the RRT* and IB-RRT* algorithms, 

15,000 nodes had to be inserted since the entire environment needed to be explored. However, 

since the RRT*-AB performs concentrated sampling around the initial path, we set this value to 

be 1,500 nodes. Finally, the value of the planning constant 𝛾 was set to 200 for all experiments. 

 

Figure 16. Effect of the expansion factor on the execution time of RRT*-AB 

Since RRT*-AB relies on the expansion factor m to define the limited search region CRegion, we 

evaluated the algorithm's performance when modifying the value of m in all three environment 

types. As the value of m increases, CRegion decreases by narrowing the search region. Although 

there were very minimal changes in the path cost for E1 and E3, generally, as the value of m 
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increases from 4 to 12, the average execution time increases (Figure 16). When m is 1, the entire 

space is searched for a path, which results in an increase in execution time (comparable to 

RRT*) for E2 and E3. Furthermore, improvements in path cost were observed for E2. As the 

value of m increased from 1 to 12, the average path cost for E2 decreased by 5%. When the value 

of m was 8, the RRT*-AB performed the best in terms of execution time while having a path cost 

that was not significantly different from the path generated when m = 12. Therefore, the 

expansion factor can have an impact depending on the type of environment. More narrow search 

spaces improve the path cost in cluttered environments, whereas greater search spaces improve 

the path cost in complex environments.  

In this comparative study, the original RRT, RRT* and the IB-RRT* algorithms were modified 

to include the path pruning technique described in 5.3.4. As shown in Figure 17, since the 

original RRT algorithm does not have any rewiring operations to optimize its path, it benefited 

the most from pruning its path. However, the running time of the RRT algorithm also increased 

by an average of 50% in E1, E2 and E3 as a result of pruning the path. This is mainly due to the 

increase in the number of collision checking operations required. There was also a 1% to 3% 

improvement in the average path cost for RRT* and IB-RRT*; however, this impacted the 

average running time by around 1%. Although minor changes were observed for the RRT* and 

IB-RRT*, the impact these changes could have on a drone's energy consumption requires further 

investigation.  

 

Figure 17. Improvement in path cost after pruning the initial path 
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In this study, we used the average execution time (running time of the algorithm), the number of 

nodes required to generate a path (to estimate memory usage) and the path cost σ(pinit, pdest) as 

performance metrics to evaluate each algorithm. Table 2 summarizes the results from the 

experiments with the minimum, maximum and average path cost (σ), running time of the 

algorithm (t) and the number of nodes in the tree (|V|).  

Table 2. Experimental results comparing path cost, running time and the number of nodes 

in each tree 
Environment Algorithm σ min σ max σ avg tmin (s) tmax (s) tavg (s) |V|min |V|max |V|avg 

E1 

RRT 836.7 1128.7 969.6 0.1 1.0 0.3 699.0 11439.0 4915.1 
RRT* 821.3 959.8 835.8 2.9 3.2 3.0 15141.0 16096.0 15432.3 
IB-RRT* 819.1 835.9 827.6 2.0 2.2 2.1 15006.0 15226.0 15060.2 
RRT*-AB 826.4 1061.7 865.0 3.2 5.0 4.2 3851.0 9826.0 6690.0 

E2 

RRT 1111.4 1417.0 1243.3 0.4 4.0 1.6 1975.0 17767.0 9136.6 
RRT* 1028.5 1073.8 1047.1 17.5 33.9 23.4 6017.0 10372.0 8175.0 
IB-RRT* 1038.5 1077.1 1053.2 8.2 9.2 8.7 5063.0 5582.0 5232.3 
RRT*-AB 1010.1 1059.3 1034.7 6.2 13.1 10.1 1116.0 2428.0 1670.1 

E3 

RRT 1622.1 2170.7 1738.6 11.9 68.3 35.8 28780.0 57377.0 42566.2 
RRT* 1552.8 1654.7 1583.8 17.5 36.0 27.1 38651.0 69213.0 54794.0 
IB-RRT* 1558.8 1596.9 1574.6 4.2 7.3 5.2 17277.0 27672.0 20613.9 
RRT*-AB 1550.5 1650.0 1588.2 27.0 45.8 36.0 44355.0 74453.0 57643.5 

For comparison purposes, we constructed a visibility graph and applied Dijkstra’s algorithm to 

generate the optimal path for each experiment. The vertices in each tree and the near-optimal 

paths generated by the  RRT, RRT* and RRT* variants are illustrated in Figure 18.   

In the simple environment, the RRT algorithm generates a path the fastest with an execution time 

of 0.3s while utilizing the least number of vertices to find a viable path. Although the RRT 

algorithm randomly generates a path close to the optimum (as shown in Figure 18a), there is a 

large variance between the minimum path cost and maximum path cost. Even though the RRT* 

produces a better solution, it requires more time to execute all the rewiring operations and 

requires many more vertices in the tree. Moreover, in simple environments, the IB-RRT* 

algorithm outperforms RRT*-AB in terms of running time and path cost. Once the RRT*-AB 

initially discovers a path, it only samples vertices near the initial path. Therefore, it can no longer 

detect if a better solution is available following a path further away from the initial path. As a 

result, there is a large variance in path cost. 

In the cluttered environment (E2), although both IB-RRT* and RRT*-AB generate a path similar 

to the optimal solution, RRT*-AB generates a better path with fewer vertices in its tree. Since the 
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search space is limited, RRT*-AB requires much less memory than the other algorithms. 

However, in complex environments (E3), when a larger area of the environment needs to be 

searched, RRT*-AB does not perform well. Since sampling is restricted in CRegion until the tree 

cannot expand any further, there are more nodes in the tree compared to the other algorithms. 

Even though RRT*, IB-RRT* and RRT*-AB generate similar paths (Figure 18c), the IB-RRT* 

generates the path with the smallest tree (on average), smallest variance in path cost, and requires 

the least amount of time to generate the solution. 

 

Figure 18. Best paths generated by RRT, RRT*, IB-RRT* and RRT*-AB in (a) E1 (b) E2 

and (c) E3 from pinit (green) to pdest (magenta) 

5.4.2 Performance Comparison in 3D Space 

Experiments were performed on a system with an Intel Core i5-2400 processor running at 3.10 

GHz and 8 GB of RAM. For this comparative study, we focused on cluttered environments, 
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particularly since we were interested in applications requiring drone navigation in urban 

environments.  

Several sets of experiments were performed, varying the number and sizes of the obstacles. A 

box B of size 𝑋 × 	𝑌 × 𝑍 containing the starting point and destination was used as the test 

environment. In all the experiments, the starting location was one of the corners of the 

rectangular base R of B. The destination was the opposite corner along the diagonal of R. 

 

Figure 19. Graphs plotting (a) Path cost (b) Memory consumption as the number of 

iterations increase 
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For proper comparison, multiple parameters were tuned to ensure that the algorithms were 

performing at their best. Experiments were performed on 1500×1500×100 sized environments 

with 1000 and 550 obstacles. For each algorithm, the tree kept expanding for 70,000 iterations, 

and each experiment was repeated 50 times to compute the average rate of convergence. Similar 

to the termination condition used in 5.4.1, we wanted to determine the number of iterations 

required for each algorithm to generate a near-optimal solution. As shown in Figure 19, after a 

certain number of iterations, there are only minor improvements to the path cost; however, there 

is a significant increase in the running time and memory consumption. Therefore, we 

investigated the number of iterations required for each algorithm to generate a path within 1.5% 

of the best path generated by RRT*, IB-RRT*, RRT*-AB and BiRRT*-AB. 

The effect of the value of 𝛾 was also investigated. As previously mentioned, the value of 𝛾 must 

be greater than !2 #1 + &
'
&'

& '(
!)*+!"##,

-$
'
& '(

 to ensure asymptotic optimality. Multiple factors v were 

applied to the equation mentioned earlier to test the algorithm's performance. When v = 0.5, even 

though it generated a solution very quickly, the path cost was 20% greater than the best solution 

generated.  

Table 3. Effect of γ on generating near-optimal solutions for experiments with 1000 

obstacles. The best overall results have been bolded 

 
Best 
Path 
Cost 

v 
1 2 3 4 

# 
Iterations t (s) Memory 

(GB) 
# 

Iterations t (s) Memory 
(GB) 

# 
Iterations t (s) Memory 

(GB) 
# 

Iterations t (s) Memory 
(GB) 

RRT* 2157.6 - - - 49340 26.01 9.49 38380 35.87 12.02 30330 40.84 12.64 
IB-RRT* 2148.8 46310 12.90 4.81 14150 10.22 2.90 14170 24.02 5.69 11680 36.25 7.08 
RRT*-AB 2137.5 5920 7.15 2.22 2960 2.86 0.99 1690 1.68 0.46 1840 2.53 0.72 

BiRRT*-AB 2138.7 2380 0.63 0.31 1680 1.03 0.44 1390 1.70 0.56 1290 2.90 0.74 

Table 4. Effect of γ on generating near-optimal solutions for experiments with 550 

obstacles. The best overall results have been bolded 

 
Best 
Path 
Cost 

v 
1 2 3 4 

# 
Iterations t (s) Memory 

(GB) 
# 

Iterations t (s) Memory 
(GB) 

# 
Iterations t (s) Memory 

(GB) 
# 

Iterations t (s) Memory 
(GB) 

RRT* 2128.2 - - - 7830 1.51 0.45 3490 0.89 0.22 2500 0.85 0.19 
IB-RRT* 2126.7 23450 4.66 1.48 1180 0.43 0.09 540 0.38 0.08 580 0.65 0.11 
RRT*-AB 2125.9 35020 33.45 10.47 2740 1.79 0.32 460 0.36 0.08 400 0.36 0.07 

BiRRT*-AB 2126.0 650 0.16 0.06 240 0.15 0.06 180 0.19 0.06 200 0.28 0.07 

Experiments were run with 1000 obstacles, and the number of iterations required to generate a 

solution that was 1.5% from the best path cost when v is 1, 2, 3 and 4 (Table 3). Generally, as the 



 

 
 

48 

value of v increased from 1 to 4, the number of iterations required to generate a near-optimum 

solution decreased; however, the running time and memory required increased. Interestingly, 

when a similar experiment was run with 550 obstacles, a near-optimal solution was generated 

with fewer iterations compared to the experiments with 1000 obstacles. The best result was 

generated with larger values of v (Table 4). Therefore, the ideal settings to generate near-optimal 

solutions are dependent on the number of obstacles in the environment. 

The value of m was once again investigated for the RRT*-AB and BiRRT*-AB algorithms. 

Experiments were run in an environment with 1000 obstacles, and the value of m varied between 

2 to 12, in intervals of 2. As the value increases from 2 to 12, the path cost improves, but the 

running time and the memory consumption increases as well. Table 5 shows the percent 

difference from m = 2. Since there was only a 0.45% improvement in the path cost for BiRRT*-

AB when increasing m from 2 to 4, but an increase of 19.18% in running time and 17.80% in 

memory consumption, we set the value of m to 2 for BiRRT*-AB experiments. However, since 

there was over 1% improvement in the path cost when increasing m from 2 to 4 for RRT*-AB, 

the value of m was set to 4.  

Table 5. Percent difference in the path cost, running time and memory as the value of m 

increases from 2 to 12 

 

m 
4 6 8 10 12 

𝚫 σ  
(%) 𝚫t (%) 

𝚫 
memory 

(%) 

𝚫 σ  
(%) 𝚫t (%) 

𝚫 
memory 

(%) 

𝚫 σ 
(%) 𝚫t (%) 

𝚫 
memory 

(%) 

𝚫 σ 
(%) 𝚫t (%) 

𝚫 
memory 

(%) 

𝚫 σ 
(%) 𝚫t (%) 

𝚫 
memory 

(%) 
RRT*-

AB -1.12 +5.90 +4.79 -1.36 +12.24 +14.79 -1.51 +17.88 +22.31 -1.56 +20.26 +21.46 -1.61 +35.04 +41.24 

BiRRT*-
AB -0.45 +19.18 +17.80 -0.67 +33.98 +32.91 -0.80 +42.63 +43.23 -0.89 +48.84 +50.26 -0.98 +59.10 +54.91 

Multiple experiments were performed with 100, 250, 400, 550, 700, 850 and 1000 obstacles. For 

each number of obstacles, 50 different environments with randomly generated obstacles were 

generated. The width and the length of each obstacle was an integer randomly selected from the 

interval [5, 20] and the height was an integer randomly selected from the interval [1, 80]. The 

obstacles were randomly positioned in an environment B of size 1500 × 1500 × 100. Due to the 

random nature of the sampling-based algorithms, each experiment was repeated 50 times. For all 

the experiments in this study, to ensure that the value of η	was large enough, η	was set to l (pinit, 

pdest) for all algorithms. The parameters used for the RRT* and RRT* variant algorithms are 
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presented in Table 6. In Table 6, x represents the number of iterations required to generate an 

initial path. 

Table 6. Parameters for RRT* and RRT* Variant Algorithms 
Parameters RRT* IB-RRT* RRT*-AB BiRRT*-AB 
Number of 
Iterations x + 50,000 samples x + 15,000 samples x + 2,000 samples x + 2,000 samples 

𝑣 2  2  3  1  
m - - 4 2 

For comparative purposes, the RRT algorithm was also implemented with the PrunePath 

method. Since RRT does not have any cost function associated with the algorithm, the generated 

path will not be optimum. Therefore, experiments were run using the path pruning method 

mentioned in 5.3.4.  

As expected, the RRT algorithm generated the best results in terms of memory consumption and 

running time for each experiment. As shown in Figure 20, although the RRT algorithm generated 

paths within 1% of the other algorithms when the path was pruned for the 100 obstacle 

experiments, the path lengths and the variance in the results increased as the number of obstacles 

increased.   

 

Figure 20. Comparison of the lengths of the paths generated by each algorithm 
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RRT* and IB-RRT* generated similar paths to RRT*-AB and BiRRT*-AB; however, the 

running time for IB-RRT* to generate these paths was more than five times greater than 

BiRRT*-AB for each experiment (Figure 21). Since the running time for RRT* was greater than 

20 seconds for each experiment, the results have been omitted from Figure 21. Moreover, as 

shown in Figure 22, the IB-RRT* algorithm also required more than five times the amount of 

memory as BiRRT*-AB to generate a similar path. RRT* and  IB-RRT* require more time and 

memory to generate a path because the termination condition was set so that they needed to 

complete more number of iterations than RRT*-AB and BiRRT*-AB to converge to a similar 

solution. Since RRT*-AB and BiRRT*-AB limit the search space and utilize the path pruning 

method, the algorithms can effectively reduce the length of the path rapidly.  

 

Figure 21. Comparison of the running times for each algorithm 

For the BiRRT*-AB algorithm, there was less than 1% improvement in all experiments' path cost 

compared to RRT*-AB. However, in the experiments with more than 400 obstacles, there was 

(on average) a 30% improvement in the running time. This may result from a smaller value 

required for v, meaning that the near neighbour radius around each sampled point is less than 

RRT*-AB. Moreover, RRT*-AB must grow its tree from pinit to pdest, whereas in BiRRT*-AB, 

the tree grows from both pinit to pdest; therefore, generating a path very rapidly.  
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Figure 22. Comparison of the memory usage by each algorithm 

 

Compared to RRT*-AB, the BiRRT*-AB algorithm generates more consistent results. As shown 

in Figures 20-22, in each experiment, the variance in path cost, running time and memory usage 

is much lower than RRT*-AB. On average, there was a ±11.24 difference in the path length 

generated by the RRT*-AB algorithm for each run; however, there was only a ± 2.42 difference 

between each path generated by the BiRRT*-AB algorithm. Moreover, there was a ± 52.72 MB 

difference in memory usage on average for each experiment, whereas a ± 12.66 MB difference in 

memory usage for BiRRT*-AB.  

Developing a computationally inexpensive, efficient and robust path planner for drones can be 

challenging. In this chapter, we investigate the performance of the RRT, RRT*, IB-RRT*, and 

RRT*-AB in two-dimensional space to determine their robustness in different types of 

environments. The study is extended in three-dimensional space to determine the performance of 

these algorithms in addition to the hybrid BiRRT*-AB algorithm in cluttered environments. 

Results show that different algorithms perform best in different types of environments. IB-RRT* 

performs well in simple and complex environments, whereas RRT*-AB performs the best in 

cluttered environments. In three-dimensional space, the BiRRT*-AB algorithm reliably 

generates better paths much faster than the RRT*-AB algorithm in cluttered environments with 

many obstacles present. 
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Chapter 6  

6 Energy-Efficient Path Planning Algorithm 
In this chapter, we introduce an offline 3D path planning algorithm for drones. The main 

objective is to develop an algorithm that computes near-optimal paths without extensive 

computational power and memory requirements. Graph-based path planning algorithms are 

generally considered impractical for solving the 3D drone path planning problem due to their 

large memory requirement and high time complexity [65]. However, in this chapter, we show 

that the proposed algorithm can overcome the limitations of graph-based approaches. The notion 

of a layered graph is introduced to represent the workspace accurately. Using the layered graph 

in combination with the shortest path algorithm, a collision-free path that minimizes the energy 

required for a drone to fly from a starting point to the destination point can be generated. 

6.1 Graph Construction 
For details regarding notations and the problem description, please refer to Chapter 5.1. Each 

obstacle in O is identified by four points and two values: (x1, y1), (x2, y2), (x3, y3) and (x4, y4) 

represent the coordinates of the base of the obstacle projected on the xy plane; ha and hb are the 

two values that specify the z coordinate of the base and the top of the obstacle, respectively. Let 

𝐶 = `-𝑥:$%$. , 𝑦:$%$.1, -𝑥:/01. , 𝑦:/01.1, (𝑥%, 𝑦%), (𝑥*, 𝑦*), … , (𝑥7 , 𝑦7)c be projections on the xy plane 

of pinit,  pdest, and the corners of all obstacles. Let h0 ≤ h1 … ≤ ht be the sorted set of different z 

coordinates for pinit,  pdest, and the bottoms and tops of all obstacles. 

The environment is represented as a layered graph 𝐺e = -𝑉e, 𝐸e1. A layered graph  is composed of 

several subgraphs, each representing the obstacles' positions at different heights. We assume that 

the bottom of the region X is flat at a height of zero. Consider the planes P0, P1, P2, … , Pt+1, 

parallel to the xy plane at heights h0, h1, h2, …, ht, Mht, where M is a value greater than 1.  

The layered graph consists of t + 2 subgraphs G0, G1, G2, … ,Gt, ,Gt+1. To build graph Gi = (Vi, 

Ei), we create a grid gi on plane Pi by tracing a horizontal and vertical line on Pi crossing at (xj, yj, 

hi) for each point (xj, yj) of C. A node is added to Vi for each point where two lines of gi cross 

(Figure 23). 
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Figure 23. Environmental Representation (Layered Graph) 

As for Ei, consider a grid rectangle r formed by two adjacent horizontal lines and two adjacent 

vertical lines of grid gi. Let u1, u2, u3, u4 be the nodes corresponding to the vertices of r. We add 

an edge between any pair of these vertices uj, uk if a line connecting the grid's points 

corresponding to uj and uk do not intersect with any obstacles. 𝐸e  also includes edges between 

adjacent subgraphs. Let r’ be the rectangle of grid gi+1 on Pi+1 corresponding to r, given that i < 

Mht. Let r’’ be a rectangle of the grid gi-1 on plane Pi-1 corresponding to r, given that i > 0. As 

shown in Figure 24, for every node u corresponding to the vertices of r and every node v 

corresponding to the vertices of r’  and r’’ an edge is inserted in the layered graph and subgraph 

if the line connecting the points corresponding to u and v do not intersect with any obstacles.  

Notice that we can build a layered graph that accurately models all kinds of environments – even 

ones with bridges or other structures that allow the drone to navigate under the objects. 
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Figure 24. Edges of the layered graph between vertices corresponding to the rectangles r, r' 

and r'' [62] 

A path from pinit to pdest is specified by the coordinates of the points corresponding to the nodes 

of the layered graph that the path visits: 

-𝑥:$%$. , 𝑦:$%$. , ℎ:$%$.1, (𝑥%, 𝑦%, ℎ%), (𝑥*, 𝑦*, ℎ*), … , (𝑥#0%, 𝑦#0%, ℎ#0%), (𝑥:/01. , 𝑦:/01. , ℎ:/01.) 

where  -𝑥:$%$. , 𝑦:$%$. , ℎ:$%$.1 and  (𝑥:/01. , 𝑦:/01. , ℎ:/01.) are the coordinates of the initial point and 

the destination point, respectively. Alternatively, the path f can be specified by line segments. 

Each pair of adjacent nodes in the path defines a segment s and the drone navigates directly from 

the first endpoint of a segment to its second endpoint. Therefore, f = s1, s2, …, sk.  

The proposed algorithm computes a path from the starting point pinit to the destination point pdest 

in two stages. First, a modified A* algorithm is used to compute the minimum path cost in the 

layered graph from the node corresponding to pinit to the node corresponding to pdest. Notice that 

the minimum path cost in the layered graph between the nodes corresponding to pinit and  pdest is 

not necessarily a minimum path cost between pinit and pdest. This is because the optimal path may 

not traverse through the vertices in the layered graph. Therefore, in the second stage of the 

algorithm, the pruned path adds shortcuts to the path computed in the first stage and reduces its 

cost.  
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For each node u explored in the layered graph, the cost of reaching node u from the starting node 

to u and the length of the last segment in the path are stored. The square of the Euclidean 

distance from u to the destination was used as the heuristic function in the implemented A* 

algorithm to decide which order to explore the nodes of the layered graph.  

As previously mentioned, in the second stage of the path planning algorithm, shortcuts are added 

to the path computed in the first stage to reduce its cost. The path pruning method utilized in this 

algorithm is described in detail in 5.3.4. The path pruning algorithm repeatedly tries to add 

shortcuts between adjacent segments until no additional shortcuts can be added that reduce the 

cost of the path. 

6.2 Experimental Results 
We performed a series of experiments on environments with a set of randomly generated and 

randomly positioned obstacles to compare the proposed algorithm's performance with the 

BiRRT*-AB algorithm. To evaluate the performance of the algorithms, we compared the length 

of the paths computed, the amount of memory utilized and the running time. 

All experiments were performed on a computer with an Intel Core i7-8750H processor running at 

2.20 GHz and 16 GB of RAM. The programs were implemented in Java, and they were run using 

Java SE 14.0.1. Several sets of experiments were performed, varying the number and sizes of the 

obstacles. Similar to the experiments performed in 5.4.2, a box B of size 𝑋	 × 𝑌 × 𝑍 containing 

the starting point and destination was used as the environment. In all the experiments, the 

starting location was one of the corners of the rectangular base R of B. The destination was the 

opposite corner along the diagonal of R. 

For each experiment, the objects were generated as follows. Each obstacle's length and width 

were chosen randomly from an interval [bmin, bmax], and the height of each obstacle was selected 

randomly from an interval [hmin, hmax]. The bases of all obstacles were placed at height 0. For 

each obstacle, the coordinates (x, y) of one of the corners of its base were selected randomly 

within the rectangular base R of B. If placing an obstacle in the selected location would cause it 

to overlap with another obstacle, then a new position for the corner was chosen randomly. This 

process was repeated until a position was found for the obstacle that did not cause overlaps.  
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The parameters used for BiRRT*-AB in section 5.4.2 were used for this set of experiments since 

the algorithm was evaluated in a similar environment with the same number of obstacles. For 

consistency, a layered graph was constructed, and in each iteration of the BiRRT*-AB algorithm, 

a node from the layered graph was chosen. For each experiment, we evaluated the proposed 

algorithm's performance when there were five different obstacle heights.  

For the first set of experiments, 100, 250, 400, 550, 700, 850 and 1000 different obstacles were 

used. For each number of obstacles, 100 different environments with randomly placed obstacles 

were generated. Each obstacle's width was an integer selected randomly from the interval [5,20], 

and the height was an integer randomly selected from the interval [1,80]. The obstacles were 

randomly positioned in an environment B of size 1500 × 1500 × 100. Due to the randomized 

nature of the BiRRT*-AB, each experiment was repeated 50 times.  

Since computing a minimum path between two points in 3D space is NP-hard, we computed 

visibility graphs and applied Dijkstra’s algorithm to compute near-optimal paths. Since 

constructing a visibility graph with each node from the layered graph was very complex, only the 

eight vertices of each polyhedral obstacle were inserted into the visibility graph. Constructing the 

visibility graph was a time-consuming process in large environments, even when attempting to 

build the visibility graph by performing collision detection operations in parallel.    

 

Figure 25. Comparison of the length of the path 
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Figure 25 compares the length of the paths computed by BiRRT*-AB, the proposed algorithm 

and the path computed by constructing a visibility graph. Both the BiRRT*-AB and the proposed 

algorithm generate paths within 1% of those computed by the visibility graph. Although the 

BiRRT*-AB generated a solution very close to the one computed by using visibility graphs for 

100 obstacles, as the number of obstacles increased, the difference between the near-optimal 

solution generated by the visibility graph and the solution generated by BiRRT*-AB grew. The 

proposed algorithm always generated paths that were marginally greater than the BiRRT*-AB.  

 

Figure 26. Comparison of the running time of the algorithms 

Figure 26 shows that the proposed algorithm is more than two times faster than the BiRRT*-AB 

algorithm. This is partly due to the heuristic used in our implementation of the A* algorithm that 

allows it to expand and find a path with a short length quickly. The running time of the BiRRT*-

AB algorithm seems to grow nearly linearly with the number of obstacles and at a faster rate than 

the running time of the proposed algorithm. As the number of obstacles grows, there are more 

nodes in the layered graph; thus, there are much more near neighbours for each sampled point 

and more rewiring operations, which may explain this increase in running time. 
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Figure 27. Comparison of the memory usage for each algorithm 

Finally, Figure 27 shows that the proposed algorithm uses less than one-third of the amount of 

memory used by the BiRRT*-AB algorithm. This shows the effectiveness of the layered graph. 

Even in cluttered environments with many compact obstacles next to one another, the layered 

graph can accurately model the environment without consuming as much memory. 

Another set of experiments were performed by placing many more obstacles in the simulated 

environment. Twenty different environments with 2,000-10,000 randomly generated obstacles 

were placed in the environment. However, for these experiments, the size of the environments 

varied between 1500 × 1500 × 100, 3000 × 3000 × 100, 4000 × 4000 × 100, and 5500 × 5500 

× 100. Since the BiRRT*-AB requires a lot of time to generate a path, each experiment was 

repeated 20 times. The results for these experiments have been summarized in Table 7. Although 

the BiRRT*-AB and the proposed algorithm generate similar paths, the BiRRT*-AB required 

significantly more memory and time to compute the paths as the number of obstacles increased 

from 2,000 to 10,000. 
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Table 7. Comparison of the algorithms in an environment with many obstacles. Standard 

deviations are in parentheses. 

Number of 
Obstacles 

Running Time (s) Path Length Memory (MB) 

BiRRT*-AB Proposed 
Algorithm BiRRT*-AB Proposed 

Algorithm BiRRT*-AB Proposed 
Algorithm 

2000 5.08 (0.46) 0.77 (0.03) 2209.58 (8.26) 2180.78 (8.88) 1505.02 (78.36) 359.24 (3.46) 
4000 9.94 (0.82) 1.90 (0.02) 4308.97 (7.48) 4279.63 (9.61) 2684.69 (106.71) 140.67 (10.16) 
6000 18.31 (1.68) 2.96 (0.05) 5717.38 (7.77) 5699.14 (12.57) 4165.79 (163.76) 258.28 (10.38) 
8000 36.42 (3.96) 3.60 (0.07) 5750.33 (12.13) 5711.53 (15.04) 6012.87 (382.34) 276.04 (6.88) 

10000 40.84 (4.64) 5.54 (0.14) 7847.80 (9.96) 7813.73 (8.97) 7678.98 (346.17) 512.16 (12.56) 

 

6.3 Cost Function 
The cost between pa and pb defined as σ(pa, pb) is not necessarily the Euclidean distance between 

the two points. Although we focused primarily on the length of the path in this study, in the 

future, we intend on investigating other possible factors that negatively impact the battery 

performance in drones. Particularly, the number of turns or number of times the drone is required 

to change its direction of flight and the number and magnitude of changes in the altitude during 

the entire path. Studies have shown that a decrease in air density results in an increase in power 

consumed at higher altitudes [70].  

We denote the length of a segment si as l(si), and the difference in the height between two 

endpoints of si as 𝚫h(si). The angle between the segments si and si+1 is denoted as 𝛳(si, si+1). This 

represents the change in the direction of the flight path so that the drone can navigate along si+1 

once it has travelled through segment si. The cost function that our algorithm will use to compute 

a path p from pinit to pdest is the following:  

 𝜎(𝑝, , 𝑝&) = 	7[(𝑙(𝑠!)𝑤% + Δℎ(𝑠!)𝑤* + 𝜃(𝑠! , 𝑠!$%)𝑤;]
($∈:

	 (5.3) 

where 𝛳(si, si+1) = 0 for the last segment sk of p. The coefficients w1, w2, and w3 are constants that 

vary depending on the drone. w1 is the energy used by the drone to navigate a distance of one 

unit, where a unit can be measured in kilometres or meters. w2 is the energy used to change a 

drone's altitude by one unit, where units can be measured in meters. Finally, w3 is the energy 

used by the drone to make a turn of one unit of magnitude. A turn can be defined in degrees or 

radians. A pre-specified threshold can be defined to ignore minor changes in direction that do not 

greatly impact the drone's battery performance.    
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Chapter 7  

7 Cell-Based Model for Drone Delivery 
Utilizing drones can be cost-effective when incorporated in the planning of last-mile deliveries. 

Delivering a 2 kg package within a 10 km radius in America by ground transport costs $2-8, 

compared to just $0.10 using a drone [64]. Compared to traditional truck deliveries, drones also 

benefit from having lost cost maintenance, less required labour and a high-efficiency rate [79]. 

Drones are also beneficial for the environment since they can reduce carbon dioxide emissions 

compared with trucks [81]. This chapter introduces a cell-based design that enables a network of 

autonomous drones to work together to travel long distances cooperatively. Furthermore, we 

design a scheduling algorithm using evolutionary approaches to minimize the time it takes to 

complete a set of jobs. 

7.1 Drone Delivery Model 
As mentioned in Chapter 2, drones' limited flight duration (as a result of battery capacity 

constraints) is a significant drawback when using drones for commercial applications. A single 

drone cannot be used to complete jobs that require navigating long distances. A potential 

solution would be to strategically place drone charging stations around the mission's region so 

that a drone can travel further after replenishing its battery. In this study, this idea is extended to 

a network of drones. The model has been designed so that drones unable to reach the intended 

destination point can hand off the necessary information required to complete the mission to 

another drone located at the charging station with sufficient battery capacity. In this study, we 

focus on delivery applications where a job represents a delivery mission. Drones are used to pick 

up a package from a specified location (depot) and cooperatively hand off the delivery package 

to one another in order to reach the destination point. 

In the proposed model (Figure 28), the entire region is divided into a fixed number of cells H. In 

this study, we divide the region into regular hexagonal cells. Dividing the region into cells is in 

itself a problem that needs to be investigated. Many factors, such as network coverage and the 

minimum size of each cell, need to be considered. In this study, each cell is designed so that the 

drone has enough battery capacity to travel around its perimeter on a single charge. This ensures 
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that the drone can navigate to any location within a cell and safely return to a charging station 

without completely draining its battery. Each hexagon's vertices represent a shared charging 

station (SCS), which is capable of simultaneously charging k drones at any given time.  

 

Figure 28. Cell-Based Delivery Model depicting the depot (yellow), cell number (magenta), 

SCS number (blue) and job destination locations (red) 

Apart from the benefit of extending the flight range, there are many other benefits of using this 

model with a network of drones. Compared to a single drone operation, the proposed model 

increases the reliability of using drones to complete jobs. In the event of a single point failure 

where a drone cannot navigate any further, there are many nearby drones that can potentially 

take over and complete the job. Moreover, since each drone at an SCS is required to navigate 

within a limited region, computation of paths can be done rapidly using fewer resources because 

each drone does not need to store information related to the entire delivery region. As shown in 

Chapter 6, increasing the number of obstacles in the delivery region results in an increase in the 

memory consumption and running time of graph-based algorithms and sampling-based 

algorithms. Therefore, when limiting the search space, a path can be computed very rapidly, 

making it ideal for situations where the path must be re-computed frequently due to dynamic 

obstacles being introduced. 

Although this model has been developed for delivery applications in this study, there are many 

different applications where this type of model could be used to complete tasks. For example, 

this model could benefit first responders. Since there are multiple drones located around a region, 
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an available drone close to an incident can be rapidly deployed. This model can also benefit 

search and rescue teams. Drones at each SCS can cooperatively search designated cells in 

parallel without needing to swap or recharge their battery. Therefore, search and rescue 

operations can be completed much quicker than it would take for human search teams.  

7.2 Multi-Drone Job Scheduling Problem (MDJSP) 
This section introduces the Multi-Drone Job Scheduling Problem (MDJSP), which employs the 

model described above to complete a set of jobs.  

7.2.1 Problem Formulation 

Provided a set of n jobs J = {J1, J2, …, Jn} and h drones D = {D1, D2, …, Dh} the objective is to 

minimize F, which represent the maximal time it takes all drones to complete all the jobs. Each 

job can consist of multiple operations Oj = {Oj,1, Oj,2, … Oj,l}, where each operation a of a job j  

(denoted by Oj,a) must be scheduled in order. In this study, an operation refers to one of the 

following: assigning a drone to pick up a package from the depot station to a specified location 

(destination location or an SCS), assigning a drone to move a package from one SCS to another, 

or assigning a drone to navigate from an SCS to the destination location. The MDJSP can be 

decomposed into two sub-problems. The first problem is assigning each operation to a drone. 

The second one is to schedule the operations to minimize F. Each drone at an SCS has a 

predefined flight time C and recharge time R to ensure that the drones are capable of completing 

each operation that they are assigned. 

The following assumptions were made when solving the problem: 

1) When a drone begins an operation, it will reach its destination without any interruptions 

2) Each drone can only perform one operation at a time 

3) The time it takes to load a package onto the drone at the depot and the time it takes to 

transfer a package from one drone to another drone is negligible 

4) All  jobs have the same priority level 

5) Each drone must return to the SCS that it originated from 
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6) The time required to complete an operation is equivalent to the distance travelled by the 

drone (i.e. the drone is travelling at a constant speed) 

7) Each drone's battery recharges at a constant rate 

7.2.2 Genetic Algorithm (GA) 

Scheduling jobs to available machines is an optimization problem that is NP-hard. Therefore, 

meta-heuristics such as the genetic algorithm and particle swarm algorithm can be used to 

generate a schedule in a feasible amount of time. In general, there are three steps in GA – 

selection, crossover and mutation. In each generation, a set of individual solutions are selected 

from a population so that crossover and mutation operations can be applied. Crossover and 

mutation operations help to diversify the population to prevent getting trapped in local minima. 

Individual solutions (chromosomes) of a feasible schedule are represented (encoded) as a 

sequence of operations. This represents the order in which the operations are inserted into the 

schedule. The initial population was initialized by randomly generating a set of chromosomes. 

Since the sequence of operations must follow a precedence constraint, any sequence of 

operations that did not satisfy the constraint was repaired before applying any evolutionary 

operations. An additional chromosome was inserted into the initial population where the order of 

the sequence of operations in the solution corresponded to the order of the furthest job from the 

depot. A further explanation for this reasoning is provided in 7.2.3. Since the initial population 

can impact the convergence rate of the GA, we decided to include an additional chromosome 

with a solution that was closer to the optimal solution.  

The fitness f(i) of each individual indicates the quality of each solution. For this study, the fitness 

is calculated as follows: 

𝑓(𝑖) = 1/𝐹! 

where Fi is the maximal time it takes to complete all operations in schedule i. Therefore, the 

genetic algorithm favours solutions with greater fitness values. To calculate Fi, each operation 

was assigned to a drone using the algorithm presented in Algorithm 9.  
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Note that the processing time for each operation in the schedule is dependent on the drone it 

chooses to complete the operation. In this study, as per assumption 7, the 

TimeToCompleteOperation method uses the Euclidean distance to estimate the units of time 

required to complete an operation, where a unit of time can be measured in any time unit such as 

minutes. As shown in Algorithm 9, individual operations are attempted to be scheduled for every 

drone at an SCS. In situations where completing an operation would exceed the predefined flight 

time C, the getRequiredRechargeTime method calculates the amount of time the drone must wait 

at its SCS and recharge its battery to generate sufficient energy to complete the operation.  

In each iteration (generation) of the GA, parents are selected for recombination to create 

individuals for the next generation. Parent selection is critical since the selection of extremely fit 

solutions in each generation can result in poor diversity in the generated solutions, resulting in 

premature convergence. In our GA implementation, we used the roulette wheel selection method 

to select parents in each generation. In this method, every individual has the potential to be 

chosen as a parent, but the probability at which it is selected is proportional to its fitness. 

Therefore, solutions with a larger fitness value have a greater probability of being chosen as a 

parent for the next generation. Moreover, the GA has elite chromosomes, which represent the 

number of chromosomes that are selected to be a part of the population in the next generation.  
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Crossover (recombination) is when two parent chromosomes or individuals are modified to 

generate a new child (individual). This is a necessary step to ensure that fitter solutions can be 

generated. Combining the order of operations from each parent may result in a much better 

schedule than its parents. In this study, a random position in the sequence of operations is 

chosen, and a random number of operations are selected from the first parent to be moved 

directly to the offspring. The rest of the operations are then added in the order from the second 

parent into the offspring. The crossover rate in the GA is the probability of recombination 

occurring in each generation. 

Finally, mutation is another process added in the GA to prevent premature convergence. Within 

each chromosome, two operations are randomly swapped (without violating the order constraints 

of operations) to create a new chromosome for the next generation. Although swapping an 

operation may result in a poorer solution, it is required to introduce diversity in the population. 

The mutation rate, which ranges between 0 and 1, determines the probability of which a mutation 

operation occurs for each chromosome in the population. 

7.2.3 Experimental Results 

Experiments were performed scheduling 10, 50, 100 and 200 jobs for drones. Each experiment 

had jobs randomly placed in a 45 × 40 environment such that the job locations do not correspond 

to the depot location or any SCS locations. Each experiment had 37 different hexagonal cells, 

with 65 SCS in total. Due to the random nature of the GA, each experiment was repeated 50 

times.  

For comparison purposes, the first come first serve (FCFS) algorithm was implemented to depict 

the completion time generated by scheduling operations in the order that they are given to the 

program. As expected, Table 10 shows that the FCFS algorithm does not necessarily generate a 

near-optimum solution. The other algorithm used for comparison is the furthest job first (FJF). 

As shown in Figure 29, the furthest jobs away from the depot usually require multiple handoffs 

to reach their destination, consequently requiring a lot of time to complete. Therefore, if such 

jobs are scheduled before jobs that require less time to complete, then the overall completion 

time of the jobs can potentially be better than the FCFS approach.  
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Figure 29. Schedule for ten jobs using (a) FCFS and (b) FJF method 

Finally, another well-known evolutionary algorithm, Particle Swarm Optimization (PSO), was 

implemented to compare the performance of our implementation of the GA for scheduling drone 

delivery jobs. In each generation of the PSO algorithm, new particles are produced based on the 

previous generation's velocity and position.  

The parameter settings for the GA and PSO used in these experiments are shown in Table 8 and 

Table 9. A sensitivity analysis was performed to ensure that these values would generate the best 

results for each algorithm. A summary of the experiments performed to generate these settings 

has been presented in Tables 11 and 12 in the Appendices.  
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Table 8. Parameters for the Genetic Algorithm 

Parameters Values 
Number of Generations 600 

Number of Chromosomes 150 
Mutation Rate 0.01 
Crossover Rate 0.9 

Elite Chromosomes 60 

Table 9. Parameters for the Particle Swarm Optimization Algorithm 

Parameters Values 
Number of Iterations 400 
Number of Particles 60 

wmax 0.9 
wmin 0.5 
c1 2 
c2 2 

 

Table 10 shows the results generated by scheduling 10-200 jobs using FCFS, FJF, PSO and GA. 

The number of drones k at each SCS varied between 1 and 15 drones to evaluate the 

improvement in completion time by adding additional drones to each SCS. Although FJF 

generated comparable schedules to FCFS when k was 1, when increasing the number of drones 

in each SCS from 1 to 15, there was a 32% decrease (on average) in the completion time.  For 

the experiments with fewer jobs (10 and 50 jobs), when more drones were available at each SCS, 

the FJF generated near-optimal solutions (similar to PSO and GA). 

Our implementation of the PSO always generated better solutions than the FCFS method. 

However, compared to FJF, the PSO sometimes generated worse solutions. This may be due to 

the premature convergence to a solution. GA always generated a solution that was better than the 

FJF method. This is because the initial population always had one chromosome with operations 

ordered with the furthest job first.  

As Table 10 shows, GA always generated schedules with a better completion time than FCFS, 

FJF and PSO. As expected, compared to FCFS, GA always generated a schedule that was more 

than 42% better. For each experiment, even though the PSO and GA required a similar amount 

of time to generate a schedule, GA generated solutions that were on average 10% better than 

PSO.  
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Table 10. Results when there are k drones at each station 

 FCFS FJF Particle Swarm Optimization Genetic Algorithm 

Number of Jobs k = 1 k = 5 k = 15 k = 1 k = 5 k = 15 k = 1 k = 5 k = 15 k = 1 k = 5 k = 15 

10 76.88 48.86 48.58 63.61 48.58 48.58 58.29 48.58 48.58 56.60 48.58 48.58 

50 303.85 89.16 58.75 281.22 61.40 54.77 208.96 65.48 54.77 179.64 56.51 54.77 

100 579.98 149.63 73.02 570.43 114.79 55.37 398.89 101.86 57.17 352.30 82.28 55.23 

200 1154.59 274.11 115.41 1151.33 240.82 83.19 808.10 177.86 82.20 734.09 150.03 68.62 

 

These experiments show that GA is effective at scheduling many jobs. Moreover, these results 

support the idea that drones can be effectively used to deliver many packages. Another 

observation was that the time required to complete each set of jobs decreases significantly when 

increasing the number of drones at each SCS. When there are 15 drones at each station, it 

requires roughly one-tenth of the amount of time it takes when there is only one drone at each 

station.  
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Chapter 8  

8 Conclusions 
The convenience and economic benefits of drones have resulted in many companies considering 

integrating drones into their daily operations. However, many factors complicate the use of 

autonomous drones for commercial applications – particularly the limited battery capacity of 

drones and the limited onboard resources available to the drone.   

In this thesis, we first investigated the path planning problem. Initially, an algorithm that bounds 

a search space in 2D is proposed to compute a path effectively. We then evaluated recently 

proposed sampling-based algorithms to determine the algorithm which generates a near-optimal 

path in different types of environments. From the initial comparison of RRT, RRT*, IB-RRT* 

and RRT*-AB in two-dimensional space, the IB-RRT* algorithm performed well (in terms of 

running time) in simple and complex environments, while RRT*-AB performed the best in 

cluttered environments. We later investigated a hybrid sampling-based algorithm BiRRT*-AB, 

which combines properties of the IB-RRT* algorithm and the RRT*-AB algorithm to generate 

near-optimal paths. Results showed that the BiRRT*-AB generated a consistent path in cluttered 

environments using less memory than RRT*-AB. An alternative algorithm was later proposed to 

further reduce the memory required to generate a path to effectively compute paths in large 

environments with over 2000 obstacles. We introduced the notion of a layered graph to represent 

the workspace accurately. This approach is practical since it generated a similar path using 

significantly less memory than BiRRT*-AB.  

Furthermore, in this thesis, we focused on developing a comprehensive solution for a practical 

problem using drones. We proposed a model and a scheduling algorithm to be used for drone 

delivery applications. First, we introduced a cell-based model for a network of drones to 

cooperatively complete jobs that require travelling long distances since current drones do not 

have the capability of travelling long distances due to their limited battery capacity. Using the 

proposed model, we implemented the genetic algorithm to generate an optimal schedule for jobs 

that are randomly placed in a simulated environment.  Results showed that drones could be used 
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to effectively deliver packages in a relatively short amount of time with this model. Moreover, 

the results support that the genetic algorithm can be used for such a scheduling application.  

8.1 Limitations and Future Work 
Although the proposed algorithm in Chapter 6 of the thesis can generate a path very rapidly 

using few resources, there is a particular limitation that can potentially impact the algorithm's 

performance. With the way the algorithm has been designed, when obstacles are arranged in the 

environment in a certain position, the generated layered graph would be equivalent to a regular 

grid, causing the algorithm to be computationally expensive. To overcome this issue, in the 

future, instead of generating a plane for each height of the obstacle, there could be a fixed 

number of planes generated in the environment to prevent such scenarios.  

In Chapter 6, we showed that the proposed layered graph could be used to accurately represent 

cluttered environments using less memory. Similarly, compared to regular 3D grids, octrees 

significantly reduce the amount of memory required to represent an environment – especially in 

sparse environments [86]. Since the octree is able to accurately represent the environment using 

fewer nodes, it may be beneficial for graph-search based path planning algorithms. In the future, 

studies can be done to compare the two methods to determine the most effective approach for 

representing cluttered environments. 

Although we focus on path length in this thesis, there are many other factors such as payload, 

drag, the direction of wind and communication, which all impact the battery performance in 

drones. As mentioned in Chapter 6, in the future, a cost function considering the impact of 

additional factors can be integrated into the algorithm to realistically evaluate the performance of 

this algorithm in drones.   

Since we have demonstrated that the proposed path planning algorithm in Chapter 6 only utilizes 

few resources, in the future, computations of paths can be performed onboard drones in dynamic 

environments. In this thesis, we proposed an offline path planning algorithm. However, in 

reality, a path must be recomputed frequently when the drone is in motion. As a result of wind 

disturbances, a drone may deviate from its path. Thus, the drone must be able to recompute its 

flight path rapidly. Moreover, when moving obstacles are introduced in the drone's pre-
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determined flight path, the drone must modify its path to avoid a collision. By retaining nodes 

from a previously computed layered graph, a new path can be generated more rapidly. Therefore, 

in the future, the algorithm can be extended to an online algorithm by only generating a new 

graph when a new obstacle is introduced in the environment.  

There is room for improvement in the cell-based design that was proposed. Currently, we 

suggested that there should be k drones at every shared charging station. However, as shown in 

Table 11, this may result in many drones being idle in the schedule. Therefore, in the future, 

machine learning can be used to learn which stations often require more drones to complete 

tasks, and this information can then be used to determine how many drones should be placed at 

each station.  

Table 11. Percent of drones idle in the schedule generated by the Genetic Algorithm 
 Idle Drones (%) 

Number of Jobs k = 1 k = 5 k = 15 

10 60.84 90.97 97.02 

50 20.95 60.49 84.31 

100 7.86 44.40 70.14 

200 1.50 31.08 55.79 

Some improvements can be made to the scheduling algorithm mentioned in Chapter 7. In 

Chapter 7, we made many assumptions to solve the scheduling problem. First, we assumed that 

every drone must return to its original shared charging station. This was to ensure that there were 

enough drones distributed around each cell at any given time and to ensure that a drone was 

always charging when it was idle at a shared charging station. However, further investigations 

can be made into having the drone land at the nearest available charging station in the future. 

Moreover, we assumed that each job (delivery) had the same priority level, where in reality, 

there are usually express delivery services where some deliveries have precedence over other 

deliveries. Furthermore, we assumed that the straight Euclidean distance between two points is 

equivalent to the time required to complete an operation. However, in reality, there are many 

factors such as speed, path cost, and the package's weight, which can all affect the time required 

to move a package from one point to another. Finally, as mentioned in Chapter 2, currently, 

many studies investigate drone-truck hybrid solutions for deliveries. In the future, a comparative 
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analysis can be done to determine the benefit of using the drone-only solution proposed in this 

thesis as opposed to these hybrid solutions. 

To further explore the practicality of the discussed path planning algorithms and the cell-based 

drone delivery model, in the future, experimentation should be done in more realistic 

environments. In our simulations, we generated obstacles and randomly placed them in an 

environment. However, resources such as ArcGIS [85] can be used to obtain geographical 

information and elevation information for buildings. With this information, an accurate map of a 

known environment can be generated. Moreover, a prototype should be developed to evaluate 

the performance of these algorithms. The implementation of these algorithms on physical drones 

can help validate the energy benefits of the proposed path planning algorithm and the efficacy of 

the cell-based model.  
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Appendices 
Appendix A: Literature Review 
 

 

Figure 30. Summary of Reviewed Papers 

Table 12. Further details of the reviewed papers 
Paper Algorithm Type Details Performance Comparison 

[3] Potential Fields Artificial Potential + control force Original Artificial Potential Field 

[4] Sampling-Based Algorithm RRT + Dubins Curve - 

[5] Sampling-Based Algorithm RRT + Gaussian process Map - 

[6] Bio-inspired Algorithm Modified Genetic Algorithm - 

[7] Bio-inspired Algorithm Ant Colony Optimization - 

[8] Sampling-Based Algorithm Modified Closed Loop RRT - 

[9] Reinforcement Learning / 
Decision Making Markov Decision Process (Wind) - 

[10] Bio-inspired Algorithm Multi-Colony (Ant Colony 
Optimization) Original Ant Colony Optimization 

[11] Bio-inspired Algorithm Parallel Genetic Algorithm - 

[12] Bio-inspired Algorithm  Chaos Ant Colony Algorithm Original Ant Colony Optimization 

[13] Bio-inspired Algorithm Improved Particle Swarm 
Optimization 

Genetic Algorithm, Particle Swarm Optimization, 
Firefly Algorithm 

[14] Graph Search Graph-Search Algorithms (A* 
and Theta*) Theta*, A* 

[15] Bio-inspired Algorithm Improved Differential Evolution 
(optimization Algorithms) PSO, Differential Evolution Variations 
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Tables 12-13 show the experiments performed to justify the parameters chosen for the Genetic 

Algorithm and the Particle Swarm Optimization algorithm. The standard deviations are noted in 

parenthesis in each table, and the best result has been bolded. 

Table 13. Tuning the parameters for the Genetic Algorithm 

Number of Jobs 
Crossover Rate 

0.6 0.7 0.8 0.9 1.0 
10 73.83 (8.85) 73.85 (8.83) 73.76 (8.85) 73.79 (8.83) 73.71 (8.83) 
50 207.41 (4.11) 207.50 (3.97) 207.69 (3.94) 207.14 (4.22) 207.08 (4.14) 
100 391.01 (14.20) 390.77 (13.94) 390.48 (14.10) 390.60 (14.56) 390.61 (13.85) 
200 789.46 (20.65) 790.92 (21.21) 789.42 (21.47) 788.97 (19.96) 789.11 (20.85) 

 

Number of Jobs 
Mutation Rate 

0.01 0.05 0.1 0.2 0.3 

10 73.83 (8.85) 73.72 (8.81) 73.86 (8.81) 73.75 (8.81) 73.83 (8.82) 

50 207.41 (4.11) 207.36 (4.46) 207.48 (3.90) 207.59 (4.29) 207.92 (4.22) 

100 391.01 (14.20) 391.08 (13.96) 390.93 (13.88) 391.47 (14.23) 391.85 (14.44) 

200 789.46 (20.65) 790.01 (21.03) 791.19 (21.52) 790.78 (21.78) 790.07 (21.05) 

[16] Other Modified Central Force 
Optimization 

Original Central Force Optimization, Firefly 
Algorithm, Particle Search Optimization, Random 

Search 

[17] Sampling-Based Algorithm Spline-RRT* - 

[18] Other Brain Storm Optimization GA, DE, Firefly Algorithm, Bat Algorithm, Variations 
of GA, Firefly Algorithm and Bat Algorithm 

[19] Bio-inspired Algorithm Multi-vibrational genetic 
Algorithm Genetic Algorithm 

[20] Bio-inspired Algorithm Variation Of Fruit Fly Algorithm 
Fruit Fly, Improved Fruit Fly, Multi Swarm Fruit Fly, 
Artificial Bee Colony, Differential Evolution, PSO, 

Imperialist Competitive Algorithm 

[21] Sampling-Based Algorithm RRT*-based Waypoint 
generation + PSO for smoothing - 

[22] Environmental Mapping Geometrical Path Planning Artificial Potential Field, A* in 2D, 
GA, interfered fluid dynamical system in 3D 

[23] Reinforcement Learning / 
Decision Making 

Random Exploration and Q-
Learning Traditional Q-Learning 

[24] Graph Search D* Lite Algorithm - 

[25] Bio-inspired Algorithm Improved Wolf Pack Search Original Wolf Pack Search, Genetic Algorithm, 
Random Search Way 

[26] Sampling-Based Algorithm RRT + Potential Field Original RRT 

[27] Reinforcement Learning / 
Decision Making Improved Q-Learning Traditional Q-Learning 

[28] Potential Fields APF for Multiple Drones - 

[29] Graph Search 
Joint Offline, and Online 

planning using a Safety Index 
Map and A* 

- 

[30] Bio-inspired Algorithm Fruit fly Optimization  Genetic Algorithm 
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Number of Jobs 
Population Size 

30 50 100 150 

10 74.18 (8.98) 73.83 (8.85) 73.70 (8.83) 73.52 (8.84) 

50 208.47 (3.60) 207.41 (4.11) 206.38 (4.36) 205.55 (3.80) 

100 391.76 (13.52) 391.01 (14.20) 389.44 (14.19) 388.05 (14.48) 

200 790.00 (21.40) 789.46 (20.65) 787.38 (21.11) 785.38 (21.55) 

 

Number of Jobs 
Generation Number 

200 400 600  
10 73.83 (8.85) 73.66 (8.83) 73.52 (8.86) 

50 207.41 (4.11) 206.20 (4.37) 205.70 (4.11) 

100 391.01 (14.20) 389.20 (14.32) 388.24 (13.98) 

200 789.46 (20.65) 786.79  (20.79) 784.94 (20.56) 

 

 

Number of Jobs 
Elite Chromosomes 

0 1 5 10 20 30 40 

10 73.96 (8.84) 73.82 (8.84) 73.68 (8.94) 73.76 (8.98) 73.87 (8.98) 74.11 (9.09) 74.23 (9.16) 

50 207.42 (3.94) 203.42 (4.62) 197.59 (4.19) 195.33 (4.68) 192.58 (4.57) 193.47 (4.03) 197.40 (4.32) 

100 391.01 (14.19) 385.11 (14.14) 375.62 (13.29) 371.48 (12.96) 368.09 (12.21) 368.57 (13.62) 375.12 (14.42) 

200 790.28 (20.52) 778.62 (21.18) 762.09 (18.24) 755.37 (17.47) 750.69 (18.19) 751.40 (17.95) 763.91 (20.40) 

 

Table 14. Tuning the parameters for the Particle Swarm Optimization Algorithm 

Number of Jobs 
Value of C1 and C2 

2.25 2 1.75 1.5 1.25 1 

10 74.42 
(8.93) 

75.01 
(8.88) 

75.64 
(8.68) 

76.44 
(7.97) 

76.98 
(7.79) 

77.40 
(7.35) 

50 208.67 
(4.01) 

211.77 
(3.99) 

214.22 
(4.05) 

216.87 
(3.37) 

218.57 
(4.19) 

220.03 
(3.71) 

100 390.31 
(13.92) 

393.80 
(13.59) 

398.71 
(14.74) 

401.08 
(13.58) 

402.43 
(14.14) 

403.94 
(14.63) 

200 788.53 
(21.39) 

794.43 
(21.80) 

800.36 
(21.94) 

804.41 
(22.34) 

806.55 
(22.92) 

808.27 
(24.01) 
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Number of Jobs 
Population 

20 30 40 50 60 

10 75.01 
(8.88) 

74.79 
(8.99) 

74.70 
(9.03) 

74.56 
(8.98) 

74.50 
(9.00) 

50 211.77 
(3.99) 

210.15 
(3.60) 

209.37 
(3.45) 

208.94 
(3.62) 

208.36 
(3.72) 

100 393.80 
(13.59) 

392.23 
(13.95) 

391.22 
(13.11) 

390.64 
(14.53) 

390.02 
(13.76) 

200 794.43 
(21.80) 

792.91 
(22.04) 

790.32 
(22.11) 

789.73 
(21.72) 

789.17 
(21.51) 

 

Number of Jobs 
Generation Number 

200 300 400 

10 75.01 
(8.88) 

74.72 
(8.97) 

74.57 
(8.93) 

50 211.77 
(3.99) 

210.00 
(3.47) 

208.77 
(3.88) 

100 393.80 
(13.59) 

392.07 
(13.61) 

391.12 
(14.09) 

200 794.43 
(21.80) 

790.97 
(21.82) 

789.89 
(22.32) 

 

Number of Jobs 

wmax 

0.9 1 

Completion Time Running Time (ms) Completion Time Running Time (ms) 

10 75.01 
(8.88) 

503.24 
(63.85) 

74.62 
(9.02) 

757.76 
(88.12) 

50 211.77 
(3.99) 

1904.95 
(294.13) 

208.93 
(3.67) 

9292.35 
(2,820.57) 

100 393.80 
(13.59) 

4096.88 
(522.35) 

389.86 
(14.53) 

27259.44 
(8,854.39) 

200 794.43 
(21.80) 

10729.29 
(2,074.46) 

788.64 
(21.30) 

86004.22 
(27,411.77) 

 

 wmin 

Number of Jobs 0.5 0.4 0.3 0.2 

10 74.91 
(8.90) 

75.01 
(8.88) 

75.41 
(8.55) 

75.24 
(8.66) 

50 210.88 
(3.55) 

211.77 
(3.99) 

212.33 
(3.75) 

212.36 
(3.88) 

100 393.30 
(14.01) 

393.80 
(13.59) 

395.61 
(14.70) 

395.56 
(14.85) 

200 793.20 
(21.41) 

794.43 
(21.80) 

796.95 
(21.68) 

798.23 
(22.94) 
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