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present, or future; Zimbardo & Boyd, 1999), and temporal direction (whether one thinks from 

the future to present or present to future; Slawinski & Bansal, 2012). Of these dimensions, time 

horizon and temporal focus have received the most attention from organizational researchers.  

An individual’s temporal orientation affects their behavior. Perceptions are a way of 

regarding, understanding, or interpreting something, influencing the information people process 

and how information is encoded, stored, retained, and used (Waller, Huber, & Glick, 1995). 

What individuals perceive affects their choices and actions (Hambrick & Mason, 1984; Thomas, 

Clark, & Gioia, 1993). Zimbardo and Boyd (1999:  1272) state that individuals’ perceptions of 

time dictate the information they process, forming their “expectations, goals, contingencies, and 

imaginative scenarios”  and shaping their behaviours (Waller, Conte, Gibson, & Carpenter, 

2001). For example, individuals who focus on the present, compared to those who focus on the 

past or future, are more likely to seek pleasure, act impulsively, ignore the future consequences 

of their current actions, and fail to plan for the future (Zimbardo & Boyd, 1999). The temporal 

perceptions that make up temporal orientation are important for understanding the decisions, 

plans, and actions of people (Mosakowski & Earley, 2000; Sorokin, 1964).  

Individual temporal orientations form organizational temporal orientations and affect 

organizational outcomes. Frequent interpersonal communication and social interaction occurs 

within organizations (Fulk, 1993), which can guide judgments and lead to conformity of views, 

beliefs, and behaviours (Turner, 1991). For example, as one individual experiences a sense of 

urgency to complete a task then others may experience a similar urgency, until that urgency 

becomes reflected throughout the entire organization. As a result, individuals’ temporal 

orientation will influence the organization’s temporal orientation and collective action (Ancona 

et al., 2001b). Das (1987), for instance, finds a relationship between individuals’ temporal 
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companies that focused solely on either the short term or long term. Moreover, oil producers that 

ignored the long-term implications of their investments favoured efficiency-based solutions 

when addressing climate change. Yet, efficiency-building practices are temporary solutions that 

fail to address the more fundamental issues of how oil production contributes to climate change 

(Senge et al., 2008). Slawinski and Bansal reason that implementing meaningful social and 

environmental initiatives that benefit society and the environment requires companies to consider 

both the short and long terms.  

A list of the outcome variables that have been connected either theoretically or 

empirically to organizational time horizons is provided in Table 3. 

Defining Sustainability 

In the following text, I use the labels social and environmental practices (SEPs) to refer to 

two particular types of investments companies can make. Such investments are often discussed 

under the rubric of sustainability (Bansal & DesJardine, 2014) but are not necessarily 

sustainable. Sustainability is best defined as development that “meets the needs of the present 

without compromising the ability of future generations to meet their own needs” (World 

Commission on Environment and Development, 1987: 43). Hence, sustainability requires 

balancing intertemporal tensions and benefits across time. With this in mind, I do not use the 

terms SEPs to refer to sustainable practices or actions since such practices may compromise the 

welfare of current or future generations. Community support programs, for instance, benefit 

society immediately but fail to be sustainable when they cannot solve the underlying issues of 

the related social problem. Building new infrastructure, such as schools and hospitals, can 

simultaneously relieve short-term afflictions while failing to build a community’s capacity to 

provide teaching and medical services, thereby exacerbating the economic stress the community 
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over those that optimize performance in the long run (Souder et al., 2015), making corporate 

short-termism and organizational time horizons a central issue to organizational studies (e.g., 

Martin, Wiseman, & Gomez‐Mejia, 2015; Souder & Bromiley, 2012; Zhang & Gimeno, 2016). 

An organization’s environment and its internal context and systems can affect 

organizational time horizons, so time horizons can change over time (Souder & Bromiley, 2012). 

For example, Bakker and Knoben (2014) found that the pace of change in an industry affects 

short-term alliance behaviours, Zhang and Gimeno (2016) found that earnings pressures lead 

managers to favor short-term strategic actions, and Martin et al. (2015) found that incentive 

structures and financial slack interact to affect time horizons. 

In recent decades, a growing body of researchers in management and finance has become 

interested in how financial market earnings pressures (e.g., Bhojraj & Libby, 2005; David, Hitt, 

& Gimeno, 2001; Porter, 1992; Stein, 1989; Zhang & Gimeno, 2010, 2016), executive incentive 

structures (e.g., Bolton, Scheinkman, & Xiong, 2006; Laux, 2012; Martin et al., 2015; Souder & 

Shaver, 2010; Thanassoulis, 2013), and performance measurement systems  (Marginson, 

McAulay, Roush, & Van Zijl, 2010) affect organizational time horizons. Despite a growing 

interest in organizational time horizons, however, most studies do not discriminate between 

organizational time horizons as reflected in cognition versus action, and yet most of the theory 

points to time horizons as a cognitive construct. Furthermore, most studies do not operationalize 

time horizons (e.g., Souder & Bromiley, 2012; Wang & Bansal, 2012) but assume it is the 

mechanism that explains the relationship between two constructs, such as analyst coverage and 

innovation (e.g., He & Tian, 2013).  

Failing to operationalize time horizons has created ambiguities in the relative influence of 

markets and managers on corporate short-termism (Hansen & Hill, 1991; Samuel, 2000). On one 
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equipment that is less substantial (i.e., make incremental investments), or forgo new capital 

purchases altogether. For example, an airline that is considering replacing its fleet could 

temporarily reduce its expenditures and increase its short-term performance by delaying or 

forgoing the purchase of new aircraft, leasing new aircraft, or refurbishing its existing aircraft. 

Relieving earnings pressure from investors by reducing analyst coverage encourages 

managers to invest more in longer-term capital. The attention of the market decreases and 

investors become less responsive to the company’s immediate financial performance when 

analysts stop covering a firm. This release of pressure grants managers more freedom to accept 

larger expenditures in the short term and slower revenues that come from investment in longer-

term capital. For example, Aggarwal and Hsu (2013) find that a public ownership structure, 

relative to a private structure, dampens firm innovation. Exploring analysts as the source of 

concern, He and Tian (2013) find that companies that lose coverage from analysts become more 

innovative by generating more patents and patents with greater impact. He and Tian (2013: 856) 

reason that, “analysts exert too much pressure on managers to meet short-term goals, impeding 

companies’ investment in long-term innovative projects.” I extend this theory: overall, reducing 

analyst coverage will decrease the market’s scrutiny of and responsiveness to information about 

a company’s short-term financial performance, providing companies with more leeway to invest 

in longer-term capital. 

Hypothesis 1. An exogenous decrease in analyst coverage causes companies to invest 

more in capital with longer horizons. 

 

Capital Investment Horizons and Industry Clockspeed  

Speed of industry change affects the intensity of performance pressures. Fast clockspeed 

industries are characterized by rapid changes in products, processes, and competitors' strategic 

actions, which makes building sustainable competitive advantages difficult (Fine, 1998). 
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My dependent variable measures two outcomes of organizational resilience based on 

stock price data: the severity of loss and the time to recovery. The idea that stock prices respond 

to new information about a firm and its actions (Peterson, 1989) is broadly accepted, even by 

critics of the efficient market hypothesis.  

Severity of Loss 

I calculated the severity of loss as the absolute percentage change in each company’s 

stock price between the closing price preceding the crisis (i.e., on September 16, 2008) and the 

lowest point the stock price reached in the 12-month period following September 16, 2008.
12

 A 

higher value indicates a greater stock price loss. I bounded this window to one year to reduce the 

possibility that fluctuations in stock prices became attributable to other events. As a robustness 

check, I reran my analyses using additional windows (18-, 24-, and 36-month) and found no 

significant differences in my results.  

Time to Recovery 

The time to recovery is the amount of time a firm took to fully recover following the 

GFC, which I calculated as the time it took for the company’s monthly stock price to reach its 

pre-crisis level (i.e., the closing price on September 16, 2008).  

Independent Variables 

For determining SSEPs and TSEPs, I followed the methodology of Bansal et al. (2015) 

for coding strategic corporate social responsibility and tactical corporate social responsibility, 

respectively. Specifically, I coded SSEP as the sum of each company’s strengths in the six sub-

domains of Environment, Diversity, Employee Relations, Human Rights, Product Quality and 

Safety, and Corporate Governance. Examples of activities captured in these six domains include 

                                                
12 Severity of loss = [(minimum stock price between Sept. 16, 2008 and Sept. 16, 2009 – closing stock price on 

September 16, 2008) / (closing stock price on September 16, 2008) – 1]. See Appendix B for an illustration of the 

calculation. 
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Testing for Endogeneity 

I conduct a Durbin-Wu-Hausman test for each SSEPs and TSEPs to check for the 

existence of endogeneity in my model. The null hypothesis is that SSEPs and TSEPs are 

exogenous. Results from the tests for SSEPs refuted the null hypothesis, indicating that 

endogeneity is a concern for SSEPs (F-statistic = 4.45; p < .05) as well as TSEPs (F-statistic = 

7.05; p < .01). Hence, using instrumental variables is warranted. 

RESULTS 

In this section, I first present summary statistics of my data. Next, I present the results 

from my OLS and survival models using the severity of loss and the time to recovery as the 

respective dependent variables. Third, I present results from my instrumental variables 2SLS 

models that help mitigate concerns of endogeneity before concluding with several diagnostic 

checks and robustness tests. 

Summary Statistics 

Table 14 provides descriptive statistics and the correlation matrix for each variable 

described in Table 13. Stock prices dropped an average of 49% from their pre-crisis level in the 

12 months following the crisis (the severity of loss). Roughly 27% (260 companies) of the 963 

companies in my sample recovered within 12 months after the crisis, 56% (544 companies) 

within 24 months, and 74% (716 companies) within 36 months.  

Regarding other variables, SSEPs ranged from 0 to 17 (–0.69 to 6.95 standardized) and 

from 0 and 4 for TSEPs (–0.32 to 8.32 standardized) over the years 2008 to 2012. In terms of 

controls, the companies had, on average, total assets of $2.1 billion (Size = 3.32), a market-to-

book ratio of 2.66 (Intangible assets), an asset turnover of 10% (Operational efficiency), return 

on assets of 13% (Profitability), a debt-to-equity ratio of 18% (Financial leverage), a current 
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Table 14: Descriptive Statistics and Correlation Matrix
 

 

Variable M SD 1. 2. 3. 4. 5. 6. 7. 

          1. Severity of loss 0.49 0.19 

       2. SSEP 1.79 2.63 –0.19* 

      3. TSEP 0.19 0.52 –0.16* 0.57* 

     4. Size 3.32 0.64 –0.09* 0.62* 0.42* 

    5. Age 29.89 17.49 –0.15 0.38* 0.29* 0.54* 

   6. Intangible assets 2.66 2.25 –0.03 0.05* 0.05* 0.02 0.02 

  7. Operational efficiency 0.10 0.07 0.01 0.01 0.04 0.02 0.19* 0.00 

 8. Profitability 0.13 0.08 –0.16* 0.16* 0.13* 0.27* 0.19* 0.04 0.37* 

9. Financial leverage 0.18 0.16 0.17* 0.06* 0.05* 0.26* 0.14* 0.01 –0.04 

10. Liquidity 2.41 1.59 –0.04* –0.20* –0.16* –0.37* –0.27* –0.02 –0.33* 

11. Capital intensity 0.05 0.06 0.03 0.05* 0.04* 0.05* 0.02 0.00 0.2* 

12. Proximity to bankruptcy 6.15 7.54 –0.19* –0.11* –0.08* –0.32* –0.26* 0.03 –0.12* 

13. Analyst coverage 9.44 5.82 –0.18* 0.46* 0.29* 0.53* 0.10* 0.05* –0.13* 

14. # of employees 18.48 47.25 –0.10* 0.48* 0.36* 0.59* 0.33* 0.03 0.12* 

15. R&D expense 203.73 607.10 –0.15* 0.47* 0.35* 0.48* 0.19* 0.02 –0.12* 

 

Variable M SD 8. 9. 10. 11. 12. 13. 14. 

          9. Financial leverage 0.18 0.16 –0.05* 

      10. Liquidity 2.41 1.59 –0.19* –0.20 

     11. Capital intensity 0.05 0.06 0.23* –0.03 –0.12* 

    12. Proximity to bankruptcy 6.15 7.54 0.15* –0.41 0.60* 0.02 

   13. Analyst coverage 9.44 5.82 0.14* 0.01 –0.09* 0.07* 0.02 

  14. # of employees 18.48 47.25 0.13* 0.10 –0.23* 0.10* –0.14* 0.40* 

 15. R&D expense 203.73 607.10 0.07* 0.00 –0.08* –0.06* –0.04 0.40* 0.36* 

Table notes: Unstandardized figures for SSEP and TSEP are reported to make the mean and standard deviation more meaningful. For 

variable units: # of employees is denoted in thousands; R&D expense is denoted in billions.* p < .01 
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ratio of 2.41 (Liquidity), a ratio of capital expenditures (CAPEX) over total assets of 5% (Capital 

intensity), and an Altman Z-Score of 6.15 (Proximity to bankruptcy). The average age for 

companies in my sample was 29 years. For my instrumental variables, analyst coverage ranged 

from 1 to 30, with companies being covered by an average of slightly more than nine analysts. 

On average, companies employed 18,480 workers and spent approximately $204 million on 

R&D.  

Table 15 reports how my sample was distributed across SIC industry divisions and shows 

the average stock losses for each industry. Companies were distributed across nine major 

industry divisions, with the largest two divisions encompassing 471 companies (48.9%) in 

Manufacturing and 155 companies (16.1%) in Services. On average, companies in the mining 

industry incurred the most severe losses, losing roughly 65% of their stock’s value in the 12 

months following the crisis.  

MAIN RESULTS: OLS AND SURVIVAL ANALYSIS  

I used OLS to test my hypotheses on the severity of loss, and used survival analysis to 

test my hypotheses pertaining to the time to recovery. I report results from my OLS models (and 

the second stage of my instrumental variables approach, which I comment on below) in Table 16 

and from my survival analysis in Table 17. In each survival model, I report the coefficients rather 

than the hazard ratios, which are calculated by exponentiating the coefficients. Hazard ratios are 

interpreted as the change in the probability of recovery occurring over the observation period 

when the corresponding variable increases by one unit. A coefficient (and higher hazard ratio) 

signifies a higher likelihood of recovery. I correct standard errors for heteroscedasticity and non-

independence across observations at the firm level.  
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I tested all my hypotheses by including both SSEPs and TSEPs in models where the 

severity of loss and the time to recovery were the dependent variables. This approach allowed me 

to isolate the effects of one type of SEP. First, for the severity of loss, results from my OLS 

estimation in Column 2 of Table 16 indicate a one standard deviation increase in SSEPs 

decreases the total stock losses of companies by roughly 20% (Beta = –.02 | p < .01). Therefore, 

Hypothesis 1a was strongly supported. Conversely, Hypothesis 1b was not supported: the non-

significant coefficient for TSEPs in Column 2 shows that TSEPs did not help companies mitigate 

their losses following the crisis.  

Next, I ran a Wald Test following this model to test Hypothesis 3, whether SSEPs and 

TSEPs had significantly different effects on the severity of loss. The Wald Test examines 

whether two variables have equal effects. The F-statistic in the Wald Test is significant at the 

10% level (F = 3.23; p < .10), providing moderate support that SSEPs had significantly stronger 

effects on the severity of loss than TSEPs. Overall, these results supported Hypothesis 3. 

  For the rest of my hypotheses, results in Column 2 of Table 17 provide strong support for 

Hypothesis 2a (Beta = .11 | p < .01): companies with a greater number of SSEPs were more 

likely to recover faster than companies with fewer SSEPs. Specifically, the coefficient from the 

event history analysis (rounded to .11) indicates that a one standard deviation increase in SSEPs 

increased the probability of recovery by 11.6% (= [exp(coefficient) – 1 × 100%). In contrast, 

Hypothesis 2b was not supported: the non-significant coefficient in this same model indicates 

that TSEPs did not increase the probability that companies would recover faster following the 

crisis. Results from a post-estimation Wald Test indicate that SSEPs and TSEPs did have 

statistically significantly different effects on the time to recovery (F = 5.44; p < .05); hence, 

Hypothesis 4 was supported. 
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Table 15: Distribution of Companies across Industry Divisions 

 

Industry Division 

Two-Digit 

SIC Code 

Frequ-

ency 

Percent 

of 

Sample 

M - 

Severity 

of Loss 

SD - 

Severity 

of Loss 

Mining 10-14 53 5.50 0.65 0.18 

Construction 15-17 8 0.83 0.49 0.13 

Manufacturing 20-39 471 48.91 0.52 0.18 

Transportation, Communications, 

Electric, Gas, and Sanitary Services  40-49 116 12.05 0.41 0.21 

Wholesale Trade 50-51 36 3.74 0.48 0.15 

Retail Trade 52-59 92 9.55 0.47 0.18 

Finance, Insurance, and Real Estate 60-69 31 3.22 0.51 0.21 

Services 70-89 155 16.10 0.47 0.18 

Public Administration 99 1 0.10 0.41 0.00 

Total 

 

963 100 - - 

Average  - - 0.49 0.19 

Table notes: SIC = Standard Industrial Classification; Severity of loss is presented in 

decimal form (e.g., 0.65 = 65%).  

 

 

 In summary, I found strong support that SSEPs helped companies mitigate their losses 

and quicken their recovery times following the GFC, whereas TSEPs did not. I discuss these 

findings in detail in the Discussion and Conclusion section. 

I ran collinearity diagnostics to check for potential multicollinearity in my results. 

Condition numbers were below the threshold of 30, which indicates that collinearity was not 

likely a significant problem (Belsley, Kuh, & Welsch, 2004). Moreover, variance inflation 

factors for each independent variable were less than 2, which confirm the absence of collinearity. 

Finally, I also provide results in Column 1 of Table 16 and Table 17 for my OLS and 

survival models that include control variables only. In terms of my control variables, I find that 

more profitable companies or companies with less debt experienced less severe losses than other 

companies. More capitally intensive companies also experienced smaller losses from the crisis, 

indicating that a physical capital base provided additional stability. In terms of recovery speeds, 



 

177 

 

companies that were more profitable, less overvalued (i.e., had lower intangible assets), more 

efficient, or more liquid recovered faster than other companies. As well, companies that were 

farther from bankruptcy (i.e., had a higher Z-Score) recovered faster than companies closer to 

bankruptcy.  

I found that older companies experienced smaller losses than younger companies. This 

correlation is particularly interesting since some researchers argue that resilience is a path-

dependent quality: those companies that experienced prior adversity become more capable of 

managing adversity over time. My findings align with this theory: older organizations have likely 

experienced more economic crises over their history, and are therefore more resilient than 

younger organizations. Overall, the results for my control variables are in the direction I 

expected.  

Validity of Instrumental Variables  

I first checked whether my instruments—analyst coverage, number of employees, and 

R&D expense—passed several commonly used instrumental variables validity tests. I present 

results for these tests from the first stage of my analysis in Table 18. I tested for instrument 

exogeneity using the Sargan’s test. The null hypothesis under the Sargan’s test is that the 

instruments are uncorrelated with the error term in the main regression. The low Sargan’s 

statistic for SSEPs (Chi
2
 = .41; p = .82) and TSEPs (Chi

2
 = .47; p = .50) signals a non-rejection 

of the null hypothesis, meaning my instruments are not directly correlated with the severity of 

loss.  

I examined the strength of my instruments by testing the magnitude of the correlation 

between each SSEP and TSEP. I report Shea’s partial R
2
 (Shea, 1997), Anderson’s canonical 

correlation statistics, and the Cragg-Donald weak identification test statistics in Table 18, for 
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Table 16: Severity of Loss – OLS and Instrumental Variables 2SLS 

 

  (1) (2) (3) (4) (5) 

Variables 

Controls 

only 

(OLS) 

SSEPs & 

TSEPs 

(OLS) 

SSEPs 

instrumented  

TSEPs 

instrumented  

SSEPs & 

TSEPs 

instrumented 

SSEP  –0.02** –0.11** –0.02 –0.14* 

 

 (0.01) (0.04) (0.06) (0.06) 

TSEP  –0.00 0.02 –0.00 0.07 

 

 (0.01) (0.01) (0.03) (0.08) 

Size –0.02 0.00 0.09* –0.00 0.09* 

 

(0.01) (0.01) (0.04) (0.02) (0.04) 

Age –0.15*** –0.14*** –0.07 –0.07 –0.11 

 

(0.04) (0.04) (0.06) (0.07) (0.09) 

Intangible assets –0.32* –0.25 –0.19 –0.43* –0.20 

 

(0.14) (0.14) (0.21) (0.18) (0.23) 

Operational 

efficiency –0.04 –0.03 0.57* 0.60** 0.58* 

 

(0.09) (0.09) (0.25) (0.23) (0.27) 

Profitability –0.23** –0.23** –0.37*** –0.36*** –0.38*** 

 

(0.07) (0.07) (0.09) (0.08) (0.10) 

Financial leverage 0.08* 0.07 0.06 0.12* 0.05 

 

(0.04) (0.03) (0.06) (0.05) (0.07) 

Liquidity –0.00 –0.00 –0.01* –0.01* –0.01 

 (0.00) (0.00) (0.00) (0.00) (0.01) 

Capital intensity 0.26** 0.24** 0.42 0.37 0.50 

 (0.09) (0.09) (0.28) (0.28) (0.33) 

Proximity to 

bankruptcy –0.01 –0.01 0.01 0.01 0.01 

 

(0.00) (0.00) (0.00) (0.00) (0.00) 

Constant 0.55*** 0.49*** 0.12 0.35* 0.10 

 

(0.04) (0.05) (0.20) (0.17) (0.22) 

Month dummies Included Included Included Included Included 

Industry dummies Included Included Included Included Included 

Observations 963 963 425 425 425 

Wald Chi
2
 – – 184.46*** 210.44*** 160.53*** 

R
2
 0.14 0.20 0.20 0.22 0.09 

Table notes: OLS = ordinary least squares; 2SLS = two-stage least squares; SSEPs = strategic 

social and environmental practices; TSEPs = tactical social and environmental practices.
 
SSEPs and 

TSEPs are normalized to make the coefficients comparable. Raw values for Age and Intangible 

assets are scaled (divided) by 100 to make the coefficients interpretable. The number of 

observations (companies) in the 2SLS models is lower than the OLS and survival models because 

not all companies had data needed for instrumental variables. Robust standard errors clustered at 
the firm level are reported in parentheses. *** p < .001; ** p < .01; * p < .05 
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Table 17: Time to Recovery (Cox Survival Analysis)
 

 

  (1) (2) 

Variables 

Controls 

only 

SSEPs and 

TSEPs 

SSEP  0.11** 

 

 (0.04) 

TSEP  0.05 

 

 (0.04) 

Size –0.03 –0.14† 

 

(0.08) (0.09) 

Age 0.20 0.15 

 

(0.27) (0.27) 

Intangible assets –0.03*** –0.03*** 

 

(0.00) (0.00) 

Operational efficiency 1.54** 1.49** 

 

(0.56) (0.57) 

Profitability 1.22* 1.09* 

 

(0.48) (0.46) 

Financial leverage –0.09 –0.05 

 

(0.24) (0.23) 

Liquidity –0.06* –0.06* 

 

(0.03) (0.03) 

Capital intensity –1.33 –1.12 

 (0.91) (0.92) 

Proximity to bankruptcy 0.04*** 0.04*** 

 (0.01) (0.01) 

Month dummies Included Included 

Industry dummies Included Included 

# of companies 963 963 

# of companies recovered 714 714 

Wald chi
2
 561.53*** 583.61*** 

Observations 20,599 20,599 

Table notes: SSEPs = strategic social and environmental practices; TSEPs = tactical social and 

environmental practices.
 
Positive coefficients indicate that increases in the values of social and 

environmental practices (SEPs) and control variables increase the probability of recovery, and vice versa. 

SSEPs and TSEPs are normalized to make the coefficients comparable. Raw values for Age and 

Intangible assets are scaled (divided) by 100 to make the coefficients interpretable. Robust standard 

errors clustered at the firm level are reported in parentheses. *** p < .001; ** p < .01; * p < .05  
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both SSEPs and TSEPs. The null hypothesis of the Anderson and Cragg-Donald tests is that the 

equation is weakly identified (i.e., the instruments are weak predictors of SEPs). 

For SSEPs, the Cragg-Donald statistic (F-statistic = 12.28; p < .001) exceeded the Stock-

Yogo critical values at the 30% (5.39), 20% (6.46), and 10% (9.08) maximal instrumental 

variable (IV) relative bias levels, and nearly exceeded the 5% level (13.91) with about 15% 

maximal IV size (12.83) (Stock & Yogo, 2005). The Anderson test statistic (Chi
2
 = 38.49; p < 

.001) was significant at the 1% level. Moreover, the relatively high value of Shea’s partial R
2
 

(SSEPs = .09) and the corresponding F-value, significant at the .01 level, suggest strong 

predictive power of the three instruments. Overall, I can conclude that my three instruments were 

valid predictors of SSEPs. 

For TSEPs, while the Anderson statistic offered some support for the use of the 

instruments (Chi
2
 = 7.89; p < .05), the Cragg-Donald statistic (F = 2.33; p < .05), which fell 

below the Stock-Yogo critical values, and the low value for Shea’s partial R
2
 (TSEPs = .02) 

evidence fairly weak instruments. Overall, it appears my instruments are better suited for 

regressing SSEPs than TSEPs on the severity of loss. Accordingly, I present results for both 

SSEPs and TSEPs, but comment only on those results relating to SSEPs. Moreover, since my 

OLS estimates, which are more efficient than estimates from 2SLS models, found that TSEPs 

had a non-significant effect on the severity of loss, it would be rare to find predicted values of 

TSEPs (using the three instruments) provide stronger or more reliable results.  

Instrumental Estimation Results 

Table 18 presents the results of the first-stage regression that allows me to predict SSEPs 

in a firm. The resulting model accounts for 53% of the variance found in SSEPs. Analyst 

coverage (B = .02; p < .01), number of employees (B = .01; p < .001), and R&D expense  
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Table 18: Instrumental Variables – First Stage Regression of SSEPs and TSEPs 

 

  (1) (2) 

Variables SSEPs TSEPs 

Analyst coverage 0.02* –0.01 

 (0.01) (0.01) 

Number of employees 0.01*** –0.00 

 (0.00) (0.00) 

R&D expense 0.23*** 0.22** 

 (0.06) (0.09) 

SSEP  0.39*** 

 

 (0.07) 

TSEP 0.21***  

 

(0.04)  

Size 0.44*** –0.01 

 

(0.10) (0.14) 

Age 0.15 0.86** 

 

(0.24) (0.33) 

Intangible assets 1.98** 0.64 

 

(0.75) (1.03) 

Operational efficiency –0.49 0.11 

 

(1.01) (1.38) 

Profitability 0.10 0.12 

 

(0.36) (0.48) 

Financial leverage –0.50* 0.06 

 

(0.22) (0.30) 

Liquidity 0.14 –0.03 

 

(0.02) (0.02) 

Capital intensity –0.21 –1.73 

 (1.14) (1.54) 

Proximity to bankruptcy 0.00 0.00 

 (0.01) (0.01) 

Constant –2.60** 0.21 

 (0.97) (1.33) 

Month dummies Included Included 

Industry dummies Included Included 

Observations  425  425 

Sargan Chi
2
 0.41 0.47 

Cragg-Donald F-statistic 12.28*** 2.33* 

Anderson statistic Chi
2
 38.49*** 7.89* 

Shea’s Partial R
2
 0.09 0.02 

Adjusted R
2
 0.53 0.30 

F-statistic 9.88*** 4.27*** 

Table notes: *** p < .001; ** p < .01; * p < .05 
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(B = .23; p < .001) were all highly statistically significant predictors of companies’ SSEPs. In 

Table 16, I include the results from the second-stage of the 2SLS estimation where SSEPs have 

been instrumented from the first stage. The results in Column 3 of Table 16 align with results 

from my OLS models, supporting Hypothesis 1a: controlling for TSEPs, the greater a firm’s 

SSEPs, the less the severity of loss following a disturbance (B = –.11; p < .01). These results 

held when we instrumented both SSEPs and TSEPs using our three instruments (see Column 5). 

Since my instruments are not well suited for TSEPs, I must treat the interpretation of the 

2SLS analysis as tests of Hypothesis 1b with caution (TSEPs-severity of loss). Nevertheless, I 

report these results in Table 16, where the model in Column 4 includes the instrumented TSEP 

(controlling for SSEPs) and in Column 5, the instrumented SSEP and TSEP. In both cases, the 

coefficient for TSEPs remains non-significant, suggesting that, in line with my OLS findings, 

TSEPs do not help companies mitigate losses following crises.  

Survival Analysis—Tests of the Proportional Hazards Assumption 

A key assumption of the Cox proportional hazards model is that the effect of each 

predictor variable is constant (i.e., is proportional) over time. If the proportionality assumption 

holds, then I can be more certain that the relationship between SSEPs and TSEPs and the time to 

recovery is not a function of the time at which different events occur over the observation 

window (e.g., government bailouts). I followed three procedures to test this assumption for both 

SSEPs and TSEPs since no single conclusive testing approach is currently available.  

First, I test for Schoenfeld residuals using the “estat phtest” command in Stata. Results 

from these tests indicate the effect of SSEPs on recovery times is proportional for both SSEPs 

and TSEPs (p > .05). Second, I plotted the Schoenfeld residuals for each predictor against the 

natural logarithm of time and found no visual evidence that the proportional hazards assumption 
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was violated (i.e., the residuals did not trend in a particular direction). Third, I extended my 

original Cox model to include time-varying effects for SSEPs and TSEPs. Specifically, I 

estimated models with various forms of time interactions (linear, log-linear, and different 

Heaviside functions) and evaluated the significance of the interaction terms using the Wald test. 

None of the interactions was found to be significant, indicating that little concern exists for any 

time-dependent effects for either SSEPs or TSEPs. I conclude that the assumption of 

proportional hazards holds for my results.  

Robustness Checks 

To test the robustness of my analysis, I specified several alternative models and variables. 

First, the KLD database suffers from zero-inflated count variables where companies have no 

strengths in any of the domains. Bansal et al. (2015: 73) note that, “It is possible that the rating 

system failed to uncover the social performance of these companies, so the value may represent 

missing rather than zero.” Consequently, I tested my models excluding companies with no 

strengths (i.e., those having a value of “0”) for SSEPs and TSEPs and found no significant 

change in my results.  

Second, I tested all of my hypotheses using various observation windows. For the 

severity of loss, I calculated the maximum loss within 18-, 24-, 30-, and 36-month windows and 

found the findings remained the same in each case. For the time to recovery, I tested my models 

using 24-, 36-, 48-, and 60-month observation windows. No material changes were found in the 

results for any model.  

Third, I reran my analyses using numerous parametric hazard models, including 

exponential, Gompertz, and Weibull models, and found the results were very similar to the result 

obtained from the Cox model. Fourth, I clustered standard errors at the industry-level (as well as 
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the firm-level in my reported results) and specified robust standard errors to control for potential 

heteroscedasticity, which provided a more conservative test of my hypotheses (White, 1980). My 

findings did not change in either case.  

Fifth, I controlled for corporate reputation in my main results using intangible assets 

(Hall, 1993). However, given the importance of reputation, I further mitigated the concern that 

reputation is the mechanism by which SEPs build organizational resiliency, by testing the model 

with a different measure of reputation. Specifically, I calculated a dichotomous variable that 

equals one if a firm is listed on Fortune magazine’s annual survey of the “Most Admired 

Companies in America” and zero otherwise (e.g., Pfarrer, Pollock, & Rindova, 2010). Fortune 

ranks companies listed on the Fortune 1000—the 1,000 largest U.S. companies by revenue—and 

those listed on Fortune’s Global 500—the 500 largest U.S. and non-U.S. companies by 

revenue—with annual revenue exceeding $10 billion. Fortune surveys executives, directors, and 

analysts to rate companies on nine reputation-based criteria (e.g., investment value). A 

company’s score must rank in the top half of its industry survey to be listed. My results did not 

change in any significant way after rerunning my models with this additional reputation control 

variable.  

DISCUSSION AND CONCLUSION 

In this article, I aimed to answer the following research question: Do social and 

environmental practices help companies recover from crises by reducing their losses and 

quickening their recovery times? Unlike prior studies that primarily focus on the impact of SEPs 

on financial performance (Orlitzky, Schmidt, & Rynes, 2003) and risk (Bansal & Clelland, 

2004), I posited that SEPs also help to build companies’ resilience, which helps companies to 

recover from general environmental crises. Prior research has tended to blur benefits that are 
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immediate, such as financial performance, with those that are more latent and long term, such as 

those related to organizational resilience (Ortiz-de-Mandojana & Bansal, forthcoming).  

Despite little prior research on organizational resilience, some research has addressed 

companies’ ability to recover from shocks, which is measured by abnormal returns (Godfrey et 

al., 2009; Muller & Kräussl, 2011; Schnietz & Epstein, 2005). Drawing on literature from a 

range of disciplines, I argued that resilience is a two-dimensional construct that cannot be 

measured by abnormal returns alone.  

Resilience applies a systems view of organizations, which is appropriate in the study of 

SEPs because these practices tie organizations to their macro environment. Resilient 

organizations and other systems can absorb disturbances by maintaining their core qualities, 

while also changing to adapt to a potentially new environment (Markman & Venzin, 2014). 

Resilient organizations, therefore, balance stability and flexibility.  

Given that organizational resilience is a latent variable and cannot be observed directly, I 

detected its presence through its effect on the severity of loss and the time to recovery in an 

economy-wide crisis—the GFC. Most companies experienced the most severe losses just weeks 

or months following the crisis, whereas it took years to recover from those initial losses. By 

computing two measures of organizational resilience, I was able to capture companies’ stability 

(through the severity of loss) and flexibility (through the time to recovery) during the crisis. The 

most resilient companies not only engage in actions that offer stability and smaller initial losses 

but also react to crises quickly, leading them to also experience more timely recoveries. By 

including two dependent variables with multiple methodological approaches, OLS or 2SLS and 

survival analysis, my study was able to more finely map the benefits of SEPs onto two distinct 

dimensions of organizational resilience.  
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CHAPTER FIVE – GENERAL CONCLUSIONS
 

Sustainable companies -- those that will last for centuries to come -- must balance 

intergenerational equity in ways that allow them to meet their present needs without 

compromising their ability to meet future needs as well. In this sense, sustainable business is 

more about intertemporal decision making and balancing the short and long terms than social and 

environmental performance (Bansal & DesJardine, 2014). At the heart of this thesis is the idea 

that overly short-term thinking hinders effective management and undermines business 

sustainability. Many practitioners and academics are voicing their concerns that short-termism is 

preventing companies from maximizing value for business and society. With this problem in 

mind, I developed three essays that collectively answered the question: What are the causes and 

consequences of corporate short-termism? Each study offered a unique contribution to a greater 

understanding of the important role that short-termism plays in today’s business environment. 

Summary of Contributions 

 This research makes three primary contributions related to the topic of corporate short-

termism. First, it contributes to the conversation on the intertemporal tensions that underlie the 

relationship between financial markets and corporate managers. On one hand, some believe that 

markets systematically over-value short-term payoffs and, on the other hand, some attest that 

markets favor long-term value but are thwarted by myopic managers (Bushee, 1998; David, Hitt, 

& Gimeno, 2001; Porter, 1992). Accordingly, the roots of corporate short-termism remain 

“controversial” (Marginson & McAulay, 2008: 275) and filled with “much debate” (Kochhar & 

David, 1996: 73).  My findings cast light on this debate by showing that it is both parties who are 

contributing to corporate short-termism.  Findings from Essay #1 show that managers shorten 

their time horizons when underperforming the expectations of financial analysts and investors 
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(i.e., receiving a downgrade or missing a quarterly earnings target), but do not change their time 

horizons when missing internal performance benchmarks. Yet, the expectations of financial 

analysts and investors are subjective indicators of how the market expects companies should 

perform and are often overly optimistic and too high for companies to realistically achieve in the 

short run (Hong & Kubik, 2003). Hence, by prioritizing these outsiders’ expectations (Beatty, 

Ke, & Petroni, 2002; Fuller & Jensen, 2002), managers make the implicit choice to allow the 

market to shape their time horizon and corporate strategic decisions (Bebchuk & Stole, 1993; 

Thakor, 1990). Findings from Essay #2 add to this discussion by showing how the number of 

analysts covering a company negatively affects organizational time horizons and capital 

investment horizons.  These findings provide new insights in the unsettled debate on how 

financial markets affect organizational time horizons and corporate short-termism. Overall, it is 

evident that managers perceive pressure to meet the market’s performance expectations.  

 Second, my research offers a replicable method for measuring organizational time 

horizons using publicly available archival data. Research on time horizons, and temporal 

concepts in general, has been challenged by the difficulties associated with measuring time-

related constructs (Laverty, 1996; Reilly, Souder, & Ranucci, forthcoming; Souder & Bromiley, 

2012). Textual analysis is well suited for capturing the subconscious cognitive processes of 

managers (e.g., how they think about time) that are otherwise difficult to measure (Barr, 1998; 

Li, 2010; Nadkarni & Chen, 2014). In fact, Nadkarni and Chen (2014: 1827) suggest that to 

better understand temporal issues in management research, future research can use textual and 

linguistic analysis of archival data to “develop valid measures of other important temporal 

constructs.” Measuring the psychological attributes of managers using textual analysis allows 

researchers to answer questions that have been otherwise impossible to study (Peterson, Smith, 
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Martorana, & Owens, 2003). By offering a new method to measure organizational time horizons 

using textual analysis, and showing how this method can be applied to different types of 

documents (e.g., conference call transcripts or 10-K filings), my research offers future 

researchers an improved way to study time in organizations. 

 Third, the findings from this work contribute to the literature on corporate short-termism 

and sustainability by showing how temporal trade-offs can undermine the long-term performance 

of companies (Bansal & DesJardine, 2014; Slawinski & Bansal, Forthcoming).Time is explicit in 

the definition of sustainable development, which includes development that “meets the needs of 

the present without compromising the ability of future generations to meet their own needs” 

(World Commission on Environment and Development, 1987: 43). Sustainable businesses do not 

“borrow” from the future to secure gains in the present. Yet, it is only recently that scholars have 

begun to consider the role of time in sustainability, and much prior research in CSR and 

sustainability has focused on the direct, causal, and short-term benefits of social and 

environmental practices without considering the longer-term implications (e.g., Bansal & 

Clelland, 2004; Margolis, Elfenbein, & Walsh, 2007). My work begins to look at the longer-term 

benefits of social and environmental practices and the pressures that impede or prevent 

companies from securing these benefits. Specifically, I find evidence that greater analyst 

coverage increases pressures on managers to perform in the short term in ways that divert them 

away from making longer-term investments (Essay #2), and that overly short-term investments 

undermine the resiliency of companies (Essay #3). Whereas long-term, social and environmental 

practices help build organizational resilience, short-term, tactical social and environmental 

practices do not. Collectively, these findings suggest that companies that focus too heavily on 



 

198 

 

meeting the market’s expectations and performing in the short term will underinvest in long-term 

strategies in ways that compromise their long-term resilience.  

Implications for Managers and Policy-Makers 

Findings from my first essay demonstrate that corporate short-termism manifests partially 

from the pressure managers feel to meet the external performance expectations of analysts and 

investors. Since analysts are believed to set too high of benchmarks for companies to realistically 

achieve, at least in the short run (Hong & Kubik, 2003), managers might benefit by ignoring 

these earnings benchmarks altogether. Shortly after Paul Polman became the CEO of Unilever he 

did just this, deciding that the company would stop reporting earnings on a quarterly basis in 

order to “remove the temptation to work only toward the next set of numbers.” His aim was “to 

make it very clear internally that [Unilever] was focused on the long term, on sustainable 

growth.”
13

 Findings from my research suggest that Polman’s tactics are well-suited for helping 

managers focus on the longer term and that other companies could benefit by following suit. 

Policy-makers should also consider extending the time between when companies must 

report their earnings. By slowing the frequency of reporting, from quarterly to semi-annually, for 

instance, policy-makers could help promote longer-term thinking among managers, analysts, and 

investors. The U.K eliminated mandatory quarterly earnings reports with the goal of lengthening 

organizational time horizons shortly before this thesis was published. While the results of this 

policy change were yet to be determined at the time of publication, evidence from my work 

suggests that this change should achieve its intended purpose.   

In the past several decades arguments have surfaced that the rising propensity of 

managers to neglect long-term investments is crippling the competitiveness of economies and 

                                                
13 See Polman, P. (May 2014) Business, Society, and the Future of Capitalism, McKinsey Quarterly: 

http://www.mckinsey.com/business-functions/sustainability-and-resource-productivity/our-insights/business-

society-and-the-future-of-capitalism  

http://www.mckinsey.com/business-functions/sustainability-and-resource-productivity/our-insights/business-society-and-the-future-of-capitalism
http://www.mckinsey.com/business-functions/sustainability-and-resource-productivity/our-insights/business-society-and-the-future-of-capitalism
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compromising the general welfare of society and the environment (Hayes & Abernathy, 1980; 

Porter, 1992). Capital investments, employee development, and social and environmental 

practices are just a few areas that benefit companies and society, but require long time horizons 

and investment horizons. The primary findings from Essay #2, that companies respond to analyst 

coverage by shortening their capital investment horizons, suggest that analyst coverage could 

hinder the competitiveness of companies, which is particularly concerning given that: 1) in 2014, 

the average age of industrial equipment in the U.S. was at its highest level since 1938 (Hagerty, 

2014); and 2) analysts are so highly revered that many managers go to great lengths to obtain 

coverage (e.g., paying for analyst coverage). My findings suggest that, before catering to 

analysts’ interests and seeking their publicity, managers should closely consider how the 

pressures that come along with analyst coverage might hinder a long-term corporate strategy. 

Another takeaway is for stakeholders who desire companies to invest more in the long 

term. Environmental activists, community stakeholders, and regulators often push companies 

head on to invest in particular areas that benefit society and the environment (e.g., pollution 

mitigation or employee diversity). Findings from my research suggest that stakeholders who 

desire companies to invest in these areas might find more success by helping analysts encourage 

managers to make more long-term investments, for instance, by helping the stock market more 

accurately value these investments (Brennan & Subrahmanyam, 1995; Hong, Lim, & Stein, 

2000; Yu, 2008). That is, stakeholders interested in the long term would benefit by attenuating 

the pressures that managers perceive to perform in the short term. 

In resource scarce environments, such as recessions (Sharma, 2000), managers may be 

even more tempted to focus on the needs of financial stakeholders and reduce expenditures on 

non-core business activities (Audia & Greve, 2006). Bansal, Gao, and Qureshi (2014), for 
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example, found that companies reduced spending on CSR activities following the 2008 global 

financial crisis. Findings from my third essay suggest that reducing spending in these areas 

during hard times may be a counterproductive strategy: companies can reduce their losses and 

quicken their recovery periods by maintaining their investments in long-term social and 

environmental practices. As disturbances grow in frequency and magnitude, managers will find 

value in developing and implementing strategies that leverage long-term investments rather than 

those that focus predominantly on securing short-term gains. The long term should not be 

abandoned in the wake of short-term pressures. 

Limitations and Future Research 

The contributions of this research should be considered in light of the limitations 

associated with the work. These limitations also present opportunities for future research. First, 

the data collection process for conference call transcripts was fairly arduous, which restricted my 

analysis of these documents to a limited set of companies comprising a single industry. 

Furthermore, the sample for all studies was restricted to large, public corporations. These sample 

size limitations constrain the generalizability of my findings across industries and types of 

companies. For example, it is plausible that industry heterogeneity, such as industry velocity 

(Nadkarni, Chen & Chen, 2015), could moderate the relationships found in my work or that the 

findings would be different for small, privately listed companies. Testing these hypotheses using 

a broader sample of companies across many industries would further enhance our overall 

understanding of the causes and consequences of corporate short-termism. 

Second, the text of quarterly earnings conference call transcripts and 10-K filings was 

analyzed to measure organizational time horizons. One limitation in terms of using conference 

calls was that all executives’ speech during those calls was aggregated to form a single measure. 
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Yet, executives carry different weight in their strategic decision-making power and their 

individual time horizons may depend on their personal characteristics or career type. For 

example, Chief Financial Officers (CFO) may be more likely to focus on the near future, 

whereas Chief Executive Officers (CEO) may focus more on the distant future. If this is the case 

then companies whose conference calls are dominated by their CFO will display shorter time 

horizons. Future research could study how personal characteristics and career types influence 

organizational time horizons by measuring managers’ speech separately. Such findings would 

help explain how organizational time horizons are shaped by individual heterogeneity. A 

criticism of 10-K filings is that they are prepared by trained communications and investor and 

public relations personnel to manage impressions. Future research should measure organizational 

time horizons using other sources of corporate documents, such as letters to shareholders 

(Nadkarni and Barr, 2008) or press releases, to see whether my findings hold in less prepared and 

scripted documents. Even more robust research could triangulate findings across different types 

of documents to test these hypotheses (e.g., Nadkarni, Chen & Chen, 2015). 

Third, using the 2008 global financial crisis as a single external event to study the 

resiliency of companies limits the generalizability of the conclusions drawn in my third essay. 

These conclusions may not stand in the context of other types of disturbances, such as company-

specific crises (e.g., factory closures). For example, because social and environmental practices 

build resilience partially through managing relations with outside stakeholders (by increasing 

organizational legitimacy), it is possible that such practices will not build resilience to internal or 

more localized crises.  Future research should re-examine the relationship between social and 

environmental practices and organizational resilience using other types of negative events.  

Without doubt there are other limitations to this work that are not mentioned here. Yet, 
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despite these limitations, I hope that this work has heightened our understanding of corporate 

short-termism and encourages other scholars to conduct more research on this topic for many 

years to come. 

Concluding Remarks 

The qualities most useful to ourselves are, first of all, superior reason and 

understanding, by which we are capable of discerning the remote consequences of 

all our actions; and, secondly, self-command, by which we are enabled to abstain 

from present pleasure or to endure present pain in order to obtain a greater 

pleasure in some future time.  
-- Adam Smith in The Theory of Moral Sentiments (1759) 

 

I began this dissertation with this same quote from Adam Smith, who remarked over two 

and a half centuries years ago on the complexity of intertemporal choice. Smith continued on to 

explain that any individual’s decision to sacrifice the future for the sake of the present appears 

absurd from an outsider’s perspective -- when greater rewards await, he questioned, why settle 

for less today? Yet, this trade-off of intertemporal choice is exactly what managers confront 

every day as they strive to maximize short-term profits without undermining their company’s 

long-term performance. As it did in Smith’s time, the struggle of short-termism survives and 

thrives today. 

A growing concern in recent times relates to the rising costs of short-termism. Paul 

Polman, CEO of Unilever, warns that, “increasingly the issues that we are facing -- climate 

change, unemployment, social cohesion, food security -- are issues of global proportions. We are 

often trapped in [a cycle] short-termism” (Ruddick, 2016). Today, companies and countries are 

facing intense pressures to grow, and to do so quickly. Economic growth brings the benefits of a 

higher standard of living into light, but those benefits often come at delayed costs that are 

obscured or quickly overlooked. For countries, burning down rainforests to increase agricultural 

land, overfishing to feed growing populations, and filling landfills to dispose of waste are all 



 

203 

 

actions that produce short-term benefits with long-term costs. For companies, decreasing R&D 

spending to reduce costs, manipulating accounting numbers to meet earnings targets, and 

curtailing capital investments to boost short-term profits do the same. Business sustainability 

demands that countries and companies balance intergenerational equity by meeting their present 

needs without compromising their ability to meet future needs.  

 Fortunately, more leaders are beginning to speak out about the perils of short-termism, 

including regulators, politicians, corporate executives, investors, and academics. At the time this 

dissertation was published, the 2016 U.S. presidential race was well underway, and both 

Democrats and Republicans were weighing in on the issue. Daniel Gallagher, a Republican with 

the Securities and Exchange Commission, warned that there is “a predominance of short-term 

thinking at the expense of long-term investing,” and Hilary Clinton, as part of her presidential 

platform, proposed new changes to capital-gains taxes and holding periods to encourage longer-

term investments.
14

  Many corporate executives and investors from around the world were on the 

same page. Reflecting their concerns, Bansal and DesJardine (2014) observed that short-termism 

had become the bane of sustainability. 

Addressing short-termism will benefit both business and society. Jeff Bezos, in his annual 

letter to shareholders, highlights Amazon’s competitive advantage of long term thinking: 

If everything you do needs to work on a three-year time horizon, then you’re 

competing against a lot of people … Just by lengthening the time horizon, you 

can engage in endeavors that you could never otherwise pursue (Levy, 2011) 

 

Other executives emphasize the benefits of overcoming short-termism that span beyond 

corporate walls. Paul Polman, for instance, has taken an active stance against short-term oriented 

                                                
14 See Galston, W. A. (July 29, 2015) Clinton Gets It Right on Short-Termism, Wall Street Journal: 

http://www.wsj.com/articles/hillary-gets-it-right-on-short-termism-1438124913 and Gallagher, D. M. (June 23, 

2015) Activism, Short-Termism, and the SEC, U.S. Securities Exchange Commission: 

http://www.sec.gov/news/speech/activism-short-termism-and-the-sec.html  

http://www.wsj.com/articles/hillary-gets-it-right-on-short-termism-1438124913
http://www.sec.gov/news/speech/activism-short-termism-and-the-sec.html
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investors and analysts by not updating the stock market on Unilever’s performance every quarter 

and shifting the company’s shareholder base away from myopic hedge fund managers. Polman 

believes that short-term performance pressures from financial markets are hampering managers 

from operating companies in ways that are best for society and the environment: 

The worse thing would be to do what is probably right for the long-term benefit of 

society and being forced out of that because you don't get the short-term results. 

That is where the biggest pressures are, there is no doubt about it (Ahmed, 2011) 

 

Overall, it is becoming increasingly clear that the rise of corporate short-termism has 

undermined effective management and sustainable business. As once prosperous businesses fail, 

natural resources disappear, and healthy communities dwindle, the effects of succumbing to 

present pleasure at the cost of the future are now far-reaching and overwhelming. Far-sighted 

firms are not only more competitive in the long term, but they enhance the welfare of our 

society, environment, and economy. By more closely considering the causes and consequences 

of corporate short-termism, management scholars can help ensure our businesses not only 

survive, but thrive well into the future.  Today more than ever, corporate short-termism demands 

our attention; it is time we take a more long-term view on what is no longer a short-term 

problem.  
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“Yes, the planet got destroyed. But for a beautiful moment in time we created a lot 

of value for shareholders.” 
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APPENDIX A: DICTIONARY OF KEYWORDS USED TO MEASURE 

ORGANIZATIONAL TIME HORIZONS 

Words that signal a short 

organizational time horizon 

Words that signal a long organizational time 

horizon 

CURRENT  

CURRENTLY 

DAILY 

DAY 

DAYS 

IMMEDIATE_FUTURE 

INSTANT 

INSTANTANEOUS 

INSTANTLY 

MID-YEAR 

MIDYEAR 

MOMENT 

MOMENTS 

MOMENTARILY 

MONTH 

MONTHLY 

MONTHS 

NEAR-TERM 

QUARTER 

QUARTERLY 

QUARTERS 

SHORTER_LIFE 

SHORTER_PERIOD 

SHORTER_RUN 

SHORTER_TERM 

SHORTER_TIME 

SHORT_LIFE 

SHORT_PERIOD 

SHORT_RUN 

SHORT_TERM 

SHORT_TIME 

TEMPORARY 

TEMPORARILY 

TODAY 

WEEK 

WEEKLY 

WEEKS 

YEAR 

AND_BEYOND 

CENTURIES 

CENTURY 

COMMIT 

COMMITS 

COMMITTED  

COMMITTING 

COMMITMENT 

COMMITMENTS 

DECADE 

DECADES 

DISTANT_FUTURE 

ETERNAL 

ETERNALLY 

ENDLESS 

ENDLESSLY 

ENDLESSNESS 

FOREVER 

HISTORY 

LASTING 

LIFETIME 

LONGER_LIFE 

LONGER_PERIOD 

LONGER_RUN 

LONGER_TERM 

LONGER_TIME 

LONG_LIFE 

LONG_PERIOD 

LONG_RUN 

LONG_TERM 

LONG_TIME 

MAINTAIN 

MAINTAINED 

MAINTAINS 

MAINTAINING 

OUTLOOK 

OVER_TIME 

REMAIN 

REMAINS 

REMAINED 

REMAINING 

PERMANENT 

PERMANENTLY 

PRESERVE 

PRESERVED 

PRESERVES 

PRESERVATION 

PRESERVING 

YEARS 

LIFESPAN 

ENDURING 

PERPETUAL 

PERPETUALLY 

PERPETUITY 

UNENDING 

 

 



 

210 

 

APPENDIX B: STOCK PRICE OUTCOME MEASURES OF ORGANIZATIONAL RESILIENCE 

  
Outcome  Explanation Formula 

Severity 

of Loss 

The percentage drop in a company’s stock price from the 

closing price preceding the global financial crisis (i.e., on 

September 16, 2008) to the lowest point of the stock price. In 

my case, I used a 12-month window in my main analysis and 

included additional windows in my robustness checks. 

= [(minimum stock price during observation window – 

closing stock price at start of disturbance) / (closing stock 

price at start of disturbance) – 1] 

Time to 

Recovery 

The total time it takes for a company’s stock price to return 

to its level immediately preceding the start of the disturbance 

event. 

 

 

Dummy variable that equals 1 if a firm recovered in the 

observation window and 0 otherwise. I strongly suggest 

survival models for this variable to help with issues of 

right censoring and asymmetrical distribution in event 

data. 
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o Sumantra Ghoshal Research and Practice Award, BPS Division 

 Alliance for Research on Corporate Sustainability, Chicago, IL (2015) 

o People’s Choice Award 

 

2. DesJardine, M., & Bansal, P. “Failing to Meet Analysts’ Expectations: How Financial 

Markets Contribute to Corporate Short-Termism.”  

 

 Academy of Management Conference, Philadelphia, PA (2014) 

 Alliance for Research on Corporate Sustainability, Ithaca, NY (2014) 

 

3. Yang, Y., Bansal, P., & DesJardine, M. “What Doesn't Kill You Makes You Stronger: A 

Multi-Level Process Theory For Organizational Resilience.”  

 

 Academy of Management Conference, Philadelphia, PA (2014) 

 

4. DesJardine, M. & Bansal, P. “The Value of Social and Environmental Practices and 

Resilience During the Global Financial Crisis.”  

 

 Ivey/ARCS 6th Annual PhD Sustainability Academy, London, Canada (2013) 

o Best Paper Award 

 Strategic Management Society, Atlanta, GA (2013) 

o Nominated for Best Paper Award 

 Academy of Management Conference, Orlando, FL (2013) 

 

OTHER PUBLICATIONS 

Bansal, P., & DesJardine, M. “Do Corporate Mega Mergers Inhibit Social Responsibility?” The 

Guardian. June, 2015. 

   

Bansal, P., & DesJardine, M. “Don't Confuse Sustainability with Corporate Social 

Responsibility,” Huffington Post. August, 2014. 

 

DesJardine, M. “Making Money and Sustainable Progress with Ecopreneurship,” Network for 

Business Sustainability. March, 2012.  

 

DesJardine, M. “Strategic CSR Can Create Competitive Advantage for Small Companies,” 

Network for Business Sustainability. October, 2011.  
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RESEARCH GRANTS, HONORS, AND AWARDS  

Doctoral Research Grants, Scholarships, and Fellowships 

2014-2016 Dissertation Scholarship 

- Strategy Research Foundation-Strategic Management 

Society  

$10,000 

2015-2016 Ontario Graduate Scholarship 

- Government of Ontario 

$10,000 

2015-2016 C.B. (Bud) Johnston Ontario Graduate Scholarship 

- Ivey Business School 

$5,000 

2013-2015 Doctoral Fellowship 

- Social Sciences and Humanities Research Council of 

Canada 

$40,000 

2013-2014 Ontario Graduate Scholarship (declined due to other funding) 

- Government of Ontario 

$15,000 

2011-2015 Brock Scholarship 

- Ivey Business School 

$20,000 

2011-2016 Plan for Excellence Doctoral Fellowship 

- Ivey Business School 

$27,500 

   

Honors and Awards 

2015 Sumantra Ghoshal Award 

- Academy of Management (Vancouver), BPS Division 

-- 

2015 People’s Choice Award  

- Alliance for Research on Corporate Sustainability  

-- 

2013 Best Paper Award 

- Ivey/ARCS 6th Annual PhD Sustainability Academy 

-- 

2013 Best Paper Award (nominated) 

- Strategic Management Society  

-- 

   

Other Accolades 

2012 Walmart Green Student Challenge  

- Wal-Mart Inc. 

$20,000 

2008 Full-Year Undergraduate Research Grant 

- Acadia University 

$5,400 

2005-2009 Dean’s Honors List 

- Acadia University 

$10,000 

2009 Frank H. Sobeys Award for Excellence in Business Studies 

- Sobey Foundation 

$500 

2009 J.W. Johnstone Scholarship 

- Acadia University 

-- 

2009 Entrepreneurs for a Cause (1
st
 place) 

- Acadia University 

$2,000 

2009 Personal Entrepreneurship and Leadership (1
st
 place) 

- Acadia University 

$2,000 

2009 Wes Nicol Business Plan Competition (finalist) 

- Acadia University 

$500 
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CASE STUDIES AND TEACHING NOTES 

Valente, M. & DesJardine, M. (2013). The Canadian Boreal Forest Agreement: A 

Revolutionary Partnership for Sustainable Development (Ivey Publishing Case 

9B13M121 and Teaching Note 8B13M121) 

 

ACADEMIC SERVICE 

 Ad Hoc Reviewer for Journal of Business Research, Organization & Environment 

 Ad Hoc Reviewer for Academy of Management Conference (BPS and ONE), Alliance 

for Research on Corporate Sustainability 

 Interim President and Treasurer (2011-2015), Ivey PhD Association 

 

PROFESSIONAL EXPERIENCE  

2010-2011 Investor Relations Analyst, Agrium Inc.  

2008-2009 Strategy Consultant, Acadia Centre for Social and Business Entrepreneurship  

 

ACADEMIC AFFILIATIONS 

 Academy of Management 

 Strategic Management Society 

 Alliance for Research on Corporate Sustainability  
 
 
 

 


