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Abstract

Proteins are involved in virtually every biochemical process. A comprehensive characterization of factors that govern protein function is essential for understanding the biomedical aspects of human health. This dissertation aims to develop complementary mass spectrometry-based methods and apply them to solve problems pertaining to the area of protein structure, folding, and dynamics.

Chapter 2 uses fast photochemical oxidation of proteins (FPOP) to characterize partially disordered conformers populated under semi-denaturing conditions at equilibrium. In FPOP, ·OH generated by laser photolysis of H₂O₂ introduces oxidative modifications at solvent accessible side chains. By contrast, buried sites are protected from radical attack. Using apomyoglobin (aMb), it was demonstrated that under optimized conditions undesired effects can be almost completely eliminated and detailed structural information can be obtained.

Chapter 3 combines FPOP with submillisecond mixing to enable studying early events in protein folding in a kinetic fashion. aMb served as a model system for these measurements. Spatially-resolved changes in solvent accessibility follow the folding process. Data revealed that early aMb folding events are driven by both local and sequence-remote docking of hydrophobic side chains. Assembly of a partially formed scaffold after 0.2 ms of folding is followed by stepwise consolidation that ultimately yields the native state. The mixer used improved the time resolution by a factor of 50 compared to earlier FPOP experiments. In conjunction with slower mixing techniques, folding pathways from fractions of a millisecond all the way to minutes are monitored.
Chapter 4 uses ion mobility mass spectrometry (IM-MS) to explore the structural relationship between semi folded solution and gas phase protein conformers. Collision cross sections (CCSs) provide a measure of analyte size. Mb was used as model system because it follows a sequential unfolding pathway that comprises two partially disordered states. IM-MS data showed that the degree of gas phase unfolding is not strongly correlated with the corresponding solution. Gas phase unfolding as well as collapse events can lead to disparities between gaseous and solution structures for partially unfolded proteins. IM-MS data on non-native conformers should therefore be interpreted with caution.

Chapter 5 uses HDX-MS to examine the role of conformational dynamics for the function of multi-protein molecular machines such as F_{o}F_{1} ATP synthase. HDX-MS monitors backbone deuteration kinetics in the presence of D_{2}O. Disordered segments exchange more rapidly than those in tightly folded regions. Measurements of spatially-resolved deuterium are performed using LC-MS. It was found that the H-bonding network of key power transmission elements is insensitive to PMF-induced mechanical stress. Unexpectedly, HDX-MS reveals a pronounced destabilization of the \(\gamma\) C-terminus during rotational catalysis under proton motive force (PMF). The behavior of \(\gamma\) is attributed to kinetic friction within the apical rotor bearing.
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Chapter 1: Introduction

1.1 The protein structure-function paradigm

1.1.1 The Basics of Protein Structure and Folding

Proteins are the molecular devices through which the genetic information encoded in the DNA is put into action. They are highly abundant and occur in all cells and come in a wide variety of sizes; from relatively small proteins to huge macromolecules with molecular weights in the MDa range (Figure 1.1A&B).

Figure 1.1 X-ray structures of (A) the 2.8 MDa human mitochondrial ribosome (PDB ID: 3J9M), and (B) the 8.5 kDa human ubiquitin (PDB ID: 1UBQ). The ribosome is a ribonucleoprotein complex. The structures are depicted to scale. (C) Structure of a two-residue polypeptide segment. The peptide bond is drawn in red.
Proteins exhibit astonishing diversity in terms of their biological function. Tasks such as cellular respiration, enzyme catalysis, signal transduction, protein synthesis and degradation are performed by proteins (1). Despite their structural and functional diversity, all proteins are made up of the same ubiquitous 20 naturally occurring amino acids (Figure 1.1C). The protein structure-function paradigm holds that proteins need to fold into a specific three-dimensional structure to carry out their functions. How proteins are able to find this structure, called the native state (N), remains an active area of research (2).

1.1.2 Protein Structural Hierarchy

The native structure of proteins can be split into four categories. The primary structure of the protein refers to the amino acid sequence of the polypeptide chain (Figure 1.1C). The amide and carbonyl groups are the same for all amino acids. Therefore the side chains (R groups) embody key properties such as size, electric charge, and hydrophobicity (1). The many amino acids comprising a protein are connected via peptide bonds (Figure 1.1C - highlighted in red), which exhibits partial double bond character. Except for the peptide bond, which almost always adopts a trans configuration, free rotation around other bonds along the protein backbone paves the way for the existence of countless three-dimensional structures. In addition to the choice of amino acids, the cellular machinery is armed with post translational modifications (PTMs) to further regulate structure and function (3). Secondary structure refers to local structural arrangements such as α-helices, β-sheets, etc. (1). Tertiary structure of proteins defines the association of the secondary structural elements and the three-dimensional shape of the protein. Within protein
complexes, quaternary structure determines the overall geometry and arrangement of individual subunits relative to one another within protein complexes (1).

1.1.3 Factors Contributing to Protein Stability

What are the driving forces behind protein folding? The second law of thermodynamics posits that the native state of protein is the conformation with the lowest free energy (4). At first glance, protein folding might seem to contradict this because conversion of an unfolded chain to a compact structure is concomitant with a significant loss of conformational entropy. The following factors contribute to the stability of the folded state of proteins.

The hydrophobic effect and interactions are widely considered to be the most important factor contributing to the stability of native proteins (5, 6). Six of the twenty naturally occurring amino acids are highly hydrophobic, with another eight having intermediate hydrophobicity. Globular proteins form tightly packed structures, within the cores of which the hydrophobic amino acids side chains are buried and sequestered from the surrounding water. By contrast, amino acids with charged and polar side chains are often found on the protein’s surface where they interact with the surrounding water. Theoretical studies suggest that hydrophobic forces alone are adequate to cause the folding of proteins with ca. 200 amino acids (7).

Hydrogen bonding is the hallmark of the secondary structural elements of proteins (8). In α-helices the amide hydrogen (N-H) is hydrogen bonded to the oxygen of the carbonyl group of the amino acid four residues earlier. β-sheets also participate in complex networks of hydrogen bonds. Some question the importance of hydrogen
bonding because these moieties can form hydrogen bonds with water even in the unfolded state (9).

van der Waals interactions or “self-solvation” is often cited as an important factor (10). The tight packing of atoms within the compact structure of folded protein implies the importance of close-range interactions. These include forces between pairs of permanent and induced dipoles.

Salt bridges originate from electrostatic interactions between the negatively charged carboxylate (RCOO⁻) of Asp and Glu residues and the cationic side chains of Lys and Arg (11). Other residues with ionizable side chains such as His can also participate, depending on solution pH and their pKa. Salt bridges on the surface of proteins do not contribute much to stability. This is because they are heavily solvated by water. Shielding of salt bridges from water and burying them in the interior is energetically unfavorable. These factors severely limit the ability of salt bridges to stabilize the native state. Some proposals even outline a destabilizing role for salt bridges (12).

Conformational (chain) entropy is by far the strongest force opposing the formation of the folded protein (13). Protein folding is concomitant with a large loss in chain entropy as the polypeptide coils up into its compact native state from its many open denatured configurations.

1.1.4 Protein Folding Mechanisms

In a series of elaborate experiments that culminated in the 1972 Nobel Prize, Christian Anfinsen showed that the native structure is determined only by the protein's amino acid
sequence (14). The Anfinsen dogma postulates that the native structure is a unique, stable and kinetically accessible structure that represents the minimum free energy of the protein and its surrounding solvent. This finding gave birth to protein folding research.

The astounding speed of protein folding has been of special interest since the early days. Using conservative estimates, a relatively small protein with 100 amino acids can fold in \( \sim 10^{150} \) different ways. What is the mechanism via which disordered polypeptide chains avoid the numerous unproductive avenues and find their way to the native states (15, 16)? Do proteins fold by pre-determined “folding pathways” (17)? In 1969 Cyrus Levinthal pointed out that protein folding does not take place based on a trial and error conformational search (18). Even in the unrealistic scenario where a protein could try one different conformation every \( 10^{-50} \) seconds, folding would still take \( 10^{100} \) seconds. This value is 80 orders of magnitude longer than the age of the universe and contradicts the experimentally observed ms-s folding times. This disparity in the experimental and theoretical folding times represents one facet of the so-called “protein folding problem”.

Statistical thermodynamics work from the Dill (19) and Wolynes (20) groups in the late 80s addressed Levinthal’s paradox by introducing the energy landscapes concept. Hyperdimensional free energy maps were conceptualized to display the energetics preferences of polymer chains. For foldable polymer models, it was shown that a small number of compact, low-energy conformational ensembles populate the bottom of funnel-shaped energy landscapes. By contrast, there are numerous high energy unfolded conformers that correspond to the rim of the funnel (Figure 1.2) (19). Protein folding proceeds via conformational diffusion of the chain on these funneled surfaces. A biased
conformational search ensures that structures with increasingly lower free energies are adopted. Calculations have shown that steps favourable by as little as $k_B T$ ensure rapid folding times, consistent with experimental observations (21).

Figure 1.2 Protein folding landscapes. (A) Free energy landscape with multiple folding pathways with a surface biased towards the native state (N). The ruggedness of the funnel leads to the formation of transient protein folding intermediates (B) Folding on the Levinthal “golf course” entails an unbiased and random search for the native state. Images taken from http://dillgroup.stonybrook.edu and reproduced under a Creative Commons Attribution 4.0 International License.

While this framework addressed critical questions such as the speed of folding, a molecular picture of how the disordered protein transitions into the native state was lacking. A popular approach to remedy this is characterizing the properties of the transient folding intermediates (local minima on the bumpy funnel) which are populated during the folding process (22, 23). This approach relies on the tenet that snapshots of the chain during folding would give insights into a general rule-book based on which proteins fold. The combination of hydrogen/deuterium exchange and quench flow mixing
(see Section 1.4.1) has proven to be highly effective (23). In the case of some proteins, conformers that highly resemble those found in kinetic experiments can be populated under semi-denaturing solution composition (24). Once the similarity of the structures is validated, this approach allows detailed structural characterization under equilibrium conditions (25).

Several protein folding models have been proposed that attempt to capture the structural transitions that ultimately yield the native state (26). The diffusion-collision model divides the protein into several microdomains small enough for all conformations to be searched through rapidly (27). Coalescence of these unstable microdomains yields the native state. The framework model assigns a dominant role to local forces (28). This model predicts that the formation of secondary structure elements precedes chain collapse and tertiary interactions. The nucleation-condensation model proposes that the folding process initiates from a nucleus that consists primarily of adjacent residues (22). Folding proceeds because this nucleus is not stable unless it makes tertiary interactions with the surrounding residues. Secondary and tertiary native state contacts grow concurrently as the nucleus grows rapidly. Fersht and coworkers have proposed a unifying folding mechanism that envisages the framework and nucleation-condensation models to be different manifestations of an underlying common mechanism (29). Proteins may appear to fold via either model depending on the stability of folding intermediates and the height of the transition barriers. The hydrophobic collapse model posits that hydrophobic forces result in polypeptide chain collapse early in the folding process and long-range interactions precede or are concomitant with the formation of local contacts such as secondary structure elements (30, 31).
1.1.5 **Protein Dynamics**

The advent of high resolution structural methods over the past half-century have led to a great many atomic-resolution models of proteins essential to life. Although studies of static three-dimensional structures determined via crystallography and other methods are crucial (see Section 1.2), proteins in solution are highly dynamic. It is becoming increasingly clear that a complete description of biological function must take into account conformational motions that can manifest over a broad range of time and length scales. Hence, the structure-function paradigm has to be extended to include dynamics (32, 33). This is akin to the situation where a few photographs snapped during a hockey game do not reflect the entire process of scoring goals. Proteins undergo a variety of conformational changes that enable them to function as catalysts (34), ion transporters (35), signaling switches (36), etc. Homologous protein structures exhibit disparate dynamics, spanning order of magnitude in time, thereby underscoring the importance of this aspect (37).

The concept of energy landscapes can also be applied within the context of the native protein. Although the energy well corresponding to the native state in Figure 1.2 looks deep, ruggedness within this energy well gives rise to substates that are separated by barriers with varying heights. Similar to protein folding, the energy difference between the states and the height of the barriers separating them gives rise to protein dynamics on various time scales (38). Slow dynamics correspond to μs-ms timescale interconversion between substates separated by energy barriers of several $k_B T$. Ligand(substrate binding and allosteric events often manifest themselves over
milliseconds. Proteins are not static within these substates. They undergo numerous small-amplitude fluctuations around the average structure on the ps-ns timescale. The energy to cross the barrier for these faster dynamics is readily available under ambient conditions as the interconverting states are separated by less than \( 1 \, k_B T \). This gives rise to loop motions and sidechain rotations.

1.1.6 Protein Misfolding

Studying the structural and motional properties of proteins goes beyond a curiosity-driven scientific endeavour. Only proteins that fold properly possess the stability to function robustly in the cellular environment. Close to 50 disorders such as Alzheimer’s disease, spongiform encephalopathies, Parkinson’s disease, Senile systemic amyloidosis, and type II diabetes have been linked with the misfolding of normally soluble, peptides and proteins, and their subsequent conversion into insoluble toxic aggregates (39). While protein folding started as curious scientific discovery, contemporary protein research is motivated by this biomedical aspect and its implications for human health (40). Understanding of the fundamentals that govern biomolecular structure, folding, and interactions will aid in the development of therapeutics.

1.2 Experimental Methods to Study Protein Structural and Motional Properties

1.2.1 X-ray Crystallography

X-ray crystallography is the foremost technique for determining the atomic structure of proteins. The importance of this method cannot be overstated: crystallographic projects have earned an astounding 28 Nobel Prizes (41). Kendrew and coworkers resolved the
first protein structure in 1958 (42). The Protein Data Bank (PDB) currently contains more than 100,000 structures, of which ca. 90% were determined by X-ray crystallography.

In the beginning of the 20th century, Max von Laue and the Braggs worked out much of the theory behind the interaction of X-ray beams and material (43). X-rays that pass through a crystal scatter off the electrons in the crystal lattice and then interfere with each other. In some instances, the electromagnetic waves undergo constructive interference; in others, they cancel each other out. The result is a diffraction pattern from which the electron density that scattered the original beam can be calculated. This is followed by model building and structure refinement. The average structure resolution in the PDB is around 2 Å. Distinguishing individual atoms within the sample is possible for resolutions of ca. 1 Å (41). Resolution suffers in images of complex samples due to imperfections and incoherent motions within crystals (43, 44).

X-ray crystallography requires several milligrams of relatively pure material. Some proteins, in particular those containing dynamic regions, are not amenable to X-ray diffraction methods because they do not form crystals. The excision of such domains gives truncated constructs that sometimes form crystals more readily. However, this strategy may perturb the protein structure. Another source of artefacts comes from within the crystals. Protein-protein contacts in the tightly packed environment of crystals have been shown to differ from those in solution (45). Crystallography of membrane proteins continues to lag far behind that of soluble targets (41). X-ray data provide snapshots of the protein ground state, and generally do not report on dynamics. An interesting development has been synergistic utilization of NMR-based order parameters and X-ray models to obtain complementary information regarding both structure and dynamics (38).
Some of the limitations mentioned are expected to be overcome with the more widespread implementation of X-ray free electron lasers (XFEL) (46, 47). Some early signs of success have already emerged. A notable example is the determination of the photosystem II structure at 1.95 Å using serial femtosecond crystallography (48, 49).

1.2.2 Cryogenic Electron Microscopy (Cryo-EM)

Cryo-EM has been revolutionized over the past decade and holds great potential as a method for the structure determination of large biomolecular assemblies (50). The advent of electron guns with enhanced brightness and coherence, along with advances in specimen handling and processing methods have improved resolution from several nanometers to the sub-nanometer regime (51). The biggest advantage of cryo-EM over X-ray crystallography is that structural information is obtained from small quantities of noncrystalline material. It is best suited for probing large (>200-300 kDa), rigid protein complexes that possess some form of symmetry. Several studies have revealed the architecture of systems that have long been intractable by X-ray crystallography. These include 6.9 Å structure of V-type ATP synthase from *Saccharomyces cerevisiae* (52), 6.2 Å structure of the α-subunit of F-type ATPase, (53) and 11 Å structure of chromatin fibers (54). A hybrid approach that is being increasingly applied entails fitting atomic-level models of domains and smaller fragments obtained from other methods into cryo-EM density maps. This methodology marries the best attributes of the two methods and has proven to be highly valuable for studying a number of challenging targets. A pair of ground-breaking studies from the Baumeister (55) and the Martin (56) groups focusing on the yeast 26S proteasome highlight the potential of this methodology.
Despite these notable examples, studying smaller and flexible targets by cryo-EM remains challenging. Degradation of the structural integrity of the specimen during analysis is one of the biggest hurdles the method faces. Similar to X-ray crystallography, information about protein conformational dynamics are currently unavailable via cryo-EM. Continued improvement in the areas described above promises that cryo-EM will play an increasingly prominent role in structural biology (57).

1.2.3 Nuclear Magnetic Resonance (NMR) Spectroscopy

NMR spectroscopy is uniquely suited for characterizing biomolecular structure and dynamics (58). NMR employs exploits high magnetic fields and radio frequency to probe NMR active nuclei such as $^1$H, $^{13}$C, and $^{15}$N within a macromolecule as “spies” of protein structure and motion. Unlike X-ray crystallography (Section 1.2.1) and cryo-EM (Section 1.2.2), NMR offers the advantage of studying biomolecules under physiological conditions (59) or under favorable conditions in living cells (60).

NMR has played a significant role in protein folding research as the detection method for hydrogen/deuterium exchange measurement of pulsed-labeled kinetic protein folding intermediates (23). The development of three-dimensional triple-resonance experiments (61) and transverse relaxation optimized spectroscopy (TROSY) experiments (62) mitigated spectral overlap and enabled studying of large proteins. The advent of Carr-Purcell-Meiboom-Gill (CPMG) relaxation dispersion (63) and chemical exchange dependent saturation transfer (CEST) (64) experiments have enabled detailed characterization of energetic of the excited states of protein that are weakly populated under native solution phase conditions. Combinations of these technologies with
advanced computational modeling produced atomically-resolved models of folding intermediates that have shaped our understanding of protein folding and misfolding (65, 66).

Wüthrich and coworkers (Nobel Prize Laureate 2002) developed the Nuclear Overhauser effect spectroscopy (NOESY) experiments that yield inter-nuclear distance constraints and 3D structures of proteins up to ca. 50 kDa (67). In addition, an extensive array of NMR experiments has been developed that quantify biomolecular dynamics over a wide range of timescales, from picoseconds to days. R\textsubscript{1ρ}, ZZ exchange, and relaxation dispersion experiments are suited to probe the μs-ms regime. R\textsubscript{1}, R\textsubscript{2} pulse sequences are used to investigate faster dynamic events. Studying the dynamics of large protein complexes was recently made possible via the application of methyl-TROSY experiments and isotopic labeling of methyl-containing side chains (68). High quality $^{13}$C-$^{1}$H correlation maps for all six methyl-containing amino acids (Ile, Leu, Val, Ala, Thr, and Met) of systems with masses exceeding 1 MDa have been recorded (69). Notable examples include the interrogation of the archaeal proteasome in complex with various activators (70) and activation mechanism of the Hsp70 molecular chaperones (71).

Despite these advances, NMR still struggles with large and asymmetric multi-subunit complexes. Spectra from large asymmetric systems suffer from extensive overlap. \textit{In vitro} reconstitution of the complex from separately expressed NMR active and NMR inactive subunits can be applied in a limited number of cases. First steps to remedy these shortcomings have already been taken (72). The ever-increasing magnetic field strengths, more elaborate sequential protein co-expression methodologies and NMR pulse sequences should push these limits further.
1.2.4 Optical spectroscopy

The vast majority of early protein folding experiments that elucidated the kinetics of the folding process were performed using optical methods. These include UV-Vis absorbance, far and near UV-Vis, circular dichroism (CD), fluorescence and Förster resonance energy transfer (FRET) spectroscopy, infrared (IR) and Raman spectroscopy, among other methods.

1.2.4.1 Circular dichroism (CD) spectroscopy

Far-UV (190-260 nm) and near-UV (250-350 nm) CD spectroscopy provide a measure of average secondary and tertiary structure content of proteins, respectively. The combination of this methodology with stopped-flow mixing and rapid-mixing devices has been a valuable source of information about the kinetics of protein folding (73).

Early stopped-flow data on model proteins showed that a substantial fraction of the overall change in the far-UV CD signal resulting from refolding falls within the instrumental dead time of approximately 1 ms. Meanwhile, the near-UV spectroscopic signature did not reach native levels until the later stages of the folding process (74). These results were generally interpreted as formation of intermediates with substantial secondary structure but lacking native-like tertiary structure packing. Later on the advent of faster turbulent- and continues-mixing methods (75) and temperature-jump triggering helped resolve the kinetics down to the ns/μs time scale (76). However, the details of structural reorganization corresponding to the early folding events remained nebulous for many years and continue to be a hotly debated topic (77).
1.2.4.2 Fluorescence

The fluorescence emission of Trp, and to a lesser extent Tyr, side chains can serve as a valuable reporter of the local environment of these moieties (73). Although complex photophysical phenomena complicate data interpretation, generally a solvent-exposed tryptophan in the unfolded state of a protein shows a broad emission spectrum similar to that of free tryptophan or its derivative N-acetyl-L-tryptophanamide (NATA) ($\lambda_{\text{max}}$ 350 nm). Shielding of the tryptophan side chain within the hydrophobic core of native proteins or in a compact folding intermediate typically results in a major blue shift of the emission maximum and enhanced fluorescence yield. Within the native state of proteins, amino acid side chains of Lys, Tyr, Gln, Asn, Glu, Asp, Cys, and His quench fluorescence by one of intersystem crossing, solvent quenching, excited-state proton and electron transfer mechanisms (78). The presence of multiple fluorophores can be a source of complication. Site-directed mutagenesis can be used to remove multiple fluorophores. A Trp-scanning strategy has been devised to characterize the structure of transient folding intermediates (79).

Similar to CD spectroscopy, monitoring fluorescence intensity as a function of folding or unfolding time can provide useful information on solvent accessibility and proximity to quenchers of an individual fluorescence probe. It serves as an exquisite method to study early folding events. Classic examples include misfolding of cytochrome $c$ due to initial misligation of the heme iron by His33 (80), and implications of proline isomerization for the folding of ribonuclease A (81).
1.2.4.3 Förster resonant energy transfer (FRET)

In FRET a donor fluorescent dye is excited by a light source. This energy can subsequently be transferred nonradiatively to an acceptor dye. One of the requirements of FRET is that measurements should be performed between a pair of fluorophores where the emission of the donor dye overlaps with the absorption of the acceptor. As the two molecules come closer together, the donor emission decreases in intensity while the acceptor emission increases. FRET efficiency depends on the donor-to-acceptor distance with an inverse 6th power, and is thus referred to as ”molecular ruler”. It is most sensitive to measurement between 2-8 nm range (73).

Both fluorescence and FRET are valuable methods for characterizing the conformation of gas phase molecules (82, 83). Comparison of solution phase data to those obtained in the gas phase can reveal the nature of structural changes of gas phase proteins. The first steps towards this direction have been taken (84).

1.2.4.4 Single-Molecule Methods

Single-molecule experiments report on the motions of individual protein molecules and help to understand how this translates into an ensemble signal reported by other methods. The applications of single-molecule fluorescence spectroscopy and FRET have been particularly useful in this regard (85, 86). This approach was used to measure the length of protein folding barrier-crossing events (87). Perhaps one of the most mesmerizing applications of this methodology was direct observation of the operation of F₁ ATPase rotary molecular machine. A fluorescent actin filament was attached to the γ subunit of the enzyme tethered to a surface. Supplying the enzyme with ATPase leads to
the rotation of the motion of “shaft” and the attached filament. This motion can be “seen”
directly using a fluorescence microscope (88). FRET-based measurements with a donor
on the γ subunit and an acceptor on the stationary peripheral stalk have revealed a great
deal regarding the torque, speed, force generation, efficiency of this system (89). The
rapid nature and specificity of these optical methods allow observation of individual
turnover events. This technology has also enabled temporal mapping of protein energy
landscape in vivo (90). Single-molecule force spectroscopy techniques such optical trap
force spectroscopy and atomic force microscopy monitor the response of proteins to force
(91). Recent examples utilize this technology to unravel the mechanism of action of
chaperones on substrate proteins (92), and the importance of nascent protein folding (93).

1.2.5 Computational Methods
Despite the success of experimental techniques in providing information on structure and
dynamics of proteins, they are generally limited in their spatial and temporal resolution.
With the exception of single-molecule measurements (Section 1.2.4), most methods
report ensemble-average properties rather than individual molecules. An alternative is
computational modeling of biomolecules.

All-atom molecular dynamics (MD) simulation have become the method of
choice for simulating the motions of biomolecules (94). In MD simulations the positions
and velocities of every atom in the system is evolved according to first-principles laws of
physics. The forces acting upon particles representing atoms are calculated using a model
known as a force field (95). Dramatic improvements in computation power and parallel
computing pioneered by Wall Street “King Quant” turned self-taught computational
biochemist, David E. Shaw, have pushed the length of these simulation onto the millisecond time scale (96). The combination of these have shed new light on protein folding (97-99), drug binding (100, 101), protein design (102), and the conformational changes critical to enzyme function (103). The faithfulness of this methodology promises to increase as accuracy of force fields improves (104).

1.3 Fundamentals of Mass Spectrometry

The origins of mass spectrometry (MS) go back to Sir Joseph Thomson more than a century ago (105). Today MS is among the most widely used analytical techniques. An ion source and a mass analyzer are the two main elements of each mass spectrometer. A mass spectrometer reports the mass-to-charge ratio ($m/z$) of gaseous ions produced by the ion source.

1.3.1 Electrospray Ionization

MS of biological macromolecules (e.g. proteins and DNA) was not possible prior to the late 1980s. Electron impact (EI) and other traditional ionization methods were ineffective for these analytes (106). Two ground-breaking inventions that culminated in a Nobel Prize completely changed this picture. John Fenn and Koichi Tanaka shared the 2002 Chemistry Nobel Prize for inventing electrospray ionization (ESI) (107) and matrix-assisted laser desorption/ionization (MALDI) (108), respectively. More than two decades later, a suite of “soft” ionization methods such as desorption electrospray ionization (DESI) (109) and matrix assisted ionization vacuum (MAIV) (110) have been developed. These allow for a wide variety of analytes to be transferred into the gas phase and ionized.
without the breakage of any covalent bonds. ESI boasts the advantage of facile online coupling with liquid chromatography (LC) for separation of complex mixtures prior to MS. Because this thesis exclusively employed ESI, other ionization methods will not be discussed.

ESI generates multiply charged \([M + zH]^{z+}\) ions. No practical size limit has been found for analytes compatible with ESI. The current record represents a 18 megadalton virus assembly (111) Multiple charging lowers the \(m/z\) of these large entities to a range where most mass spectrometers can operate. High charge states are also desirable for applications involving collision induced dissociation (CID) (112), and electron-mediated dissociation (113). The ESI entails infusion of the analyte solution through a capillary held at an electric potential of several kV. The Taylor cone that forms at the tip of this capillary emits charged droplets that undergo multiple rounds of solvent evaporation and jet fission. These yield nanodroplets that are charged close to the Rayleigh limit. The mechanism via which these nanodroplets generate gaseous ions has been a hot research topic since the inception of ESI. The current consensus (114, 115) is that low-molecular-weight analytes follow the ion evaporation model (IEM) (Figure 1.3, first column) whereby gaseous ions are ejected from the nanodroplet surface by field emission (116). By contrast, large globular species such as folded proteins follow the charge residue model (CRM) and are produced by evaporation of droplets to dryness (Figure 1.3, second column) (117). It has been proposed that disordered polymers and unfolded proteins are produced by the chain ejection model (CEM) (Figure 1.3, third column) (118).
Figure 1.3 Summary of ESI mechanisms. IEM: Small ion ejection from a charged droplet. CRM: Release of a globular protein into the gas phase. CEM: Ejection of an unfolded protein chain. Charge equilibration is indicated by red arrows. Figure reproduced with permission from ©American Chemical Society (114).

1.3.2 Mass Analyzers

The mass analyzer is tasked with measuring the $m/z$ and relative abundance of gaseous ions produced by the ion source. There are various types of mass analyzers including
quadrupole, time-of-flight (TOF), ion traps, Orbitraps, and Fourier transform ion cyclotron resonance (FT-ICR) mass analyzers. Because this work exclusively employed quadrupole-TOF instruments, only these two mass analyzers will be discussed in detail.

1.3.2.1 Quadrapole Mass Analyzer

A quadrupole mass analyzer is composed of four parallel cylindrical rods. A radio frequency (RF) and a direct current (DC) are applied to opposing rod pairs. For a combination of RF and DC voltages, only ions with a certain \( m/z \) have the proper trajectory to traverse the quadrupole and reach the detector. By contrast, ions with unstable trajectories undergo collisions with the rods and get neutralized. The stability of an ion trajectory for any given RF and DC voltage is governed by the Mathieu equation. The RF and DC voltages can be scanned such that the desired \( m/z \) range is covered. In the absence of a DC voltage (RF-only mode), quadrupoles act as ion guides. Thus quadrupoles are routinely used as versatile ion transmission and selection devices for MS/MS applications (106).

Quadrupoles generally offer a limited resolution (\( R \approx 5000 \)) and limited \( m/z \) range. But modern devices can resolve up to 32,000 \( m/z \) and transmit ions up to 100,000 \( m/z \) in RF-only mode. Despite their limited resolution and slow scanning times, quadrupoles are very robust instruments and have remained a fixture in the pharmaceutical and environmental labs (119). Triple-quadrupole instruments excel at targeted quantitative workflows such as selected reaction monitoring (120).
1.3.2.2 Time of Flight (TOF) Mass Analyzer

A TOF mass analyzer separates ions based on the time it takes them to traverse a flight tube. An ion pusher accelerates an ion with a mass to charge ratio of \(m/z\) in a flight tube by application of a voltage, \(U\). This leads to an ion velocity \(v\) according to

\[
zU = \frac{1}{2} mv^2
\]

Rearrangement yields

\[
v = \left(\frac{2zU}{m}\right)^{1/2}
\]

The time \(t\) it takes an ion to traverse a flight tube with length \(l\) is given by

\[
t = \frac{l}{v} = l \left(\frac{m}{2zU}\right)^{1/2} = l(2U)^{-1/2}(m/z)^{1/2}
\]

Equation 1.1 dictates that time of flight depends on the \(m/z\) of each ion. Ions with different \(m/z\) have different drift times and hence are separated in the flight tube. Ions with lower \(m/z\) will reach the detector first followed by their “heavier” counterparts. Modern mass spectrometers use a time-to-digital device to convert flight times to \(m/z\). Reflectrons in orthogonal flight tubes are utilized to correct for energy dispersions in the original ion packet (119).

The reflectron uses a constant electrostatic field to reverse the trajectory of ion beam toward the detector. The more energetic ions penetrate deeper into the reflectron and dwell longer before their trajectory is reflected towards the detector. The ion of the same \(m/z\) and with lower initial energy will penetrate the reflectron later but will spend less time changing direction within reflectron. This mechanism corrects for differences in initial ion energy and ensures that ions with same \(m/z\) but slightly different in kinetic
energy reach the detector at the same time and record the same flight time. Without a reflectron, the TOF resolution is no better than \( R \approx 5000 \). Modern orthogonal TOF devices offer superb sensitivity at \( R \approx 40,000 \) and sub ppm mass accuracy. The combination of the quadrupole and TOF yields one of the most popular instrument designs for biomolecular analysis known as Q-TOF (Figure 1.4).

Figure 1.4 Schematic of the Q-TOF instrument used in this thesis with components marked. The red line indicates the ion trajectory.

1.4 **Structural Mass Spectrometry of Proteins**

At first glance the choice of MS as a tool for structural interrogation of proteins might seem peculiar. Protein structural changes generally do not result in any change their molecular weight, implying no change in the principle property measured by the mass spectrometer, \( m/z \). In addition, the vacuum of the mass spectrometer seems like an unsuitable environment for proteins which have evolved to function in an aqueous environment. Unlike NMR, MS was not initially developed as a structural biology tool. The methodologies discussed in the following sections illustrate how the MS community
has collectively defied all odds in building a vast arsenal of techniques to report on protein structure, folding and dynamics (121-123).

1.4.1 Hydrogen/Deuterium Exchange (HDX)

The concept of HDX was introduced more than six decades ago by Linderstrøm-Lang (124). HDX exploits the incessant exchange of labile hydrogens within the protein with those of the solvent. Labile sites include the amide backbone hydrogen and hydrogens with sufficient acidity on the amino acid side chains. Disordered and solvent-exposed segments of the protein readily exchange their hydrogens upon exposure to D₂O. By contrast, this process is orders of magnitude slower for regions involved in hydrogen-bonding networks (e.g. α-helices and β-sheets) or those occluded from the solvent (125). Measurement in the early days used scintillation counting (126) and UV-spectrophotometry (127). HDX enjoyed great success when NMR-based methods were employed (128). MS-based measurement were first introduced in the early 1990s (129, 130). HDX is an indispensable tool for monitoring the structure and dynamics of proteins (131, 132).

Mass spectrometry-based measurements exploit the mass difference between hydrogen (H) and deuterium (D). In the typical bottom-up experiments, the exchange process is initiated by diluting the protein into a D₂O-based buffer. HDX is then allowed to proceed for different incubation time periods (continuous-labeling). Subsequently, exchange is quenched by lowering the pH and temperature. This is followed by digestion by an acid-active protease (e.g. pepsin), and LC-MS analysis. HDX and other labeling methods discussed in Sections 1.4.2 and 1.4.3 are immune from complications that could
arise from analysis of proteins in the gas phase. MS simply serves as a sensitive tool for monitoring the amide deuteration pattern imprinted on the protein backbone in solution.

The elegance of HDX lies in the benign nature of the label and its relatively simple workflow. One of the biggest hurdles experimentalists have to deal with is “back exchange” during post-labeling sample handling. This spurious effect tends to degrade the structurally informative deuteration pattern (133). The half-life ($t_{1/2}$) of an unstructured typical amide at pH 7.0, 25 °C is under 1 second. This imposes limitation on all down-stream sample handling protocols. LC-MS separation and digestions are required to be carried out near 0 °C and at pH ~2.7 where $t_{1/2}$ is on the order of ~1 hour, thereby providing enough time to carry out the MS measurement. Short LC gradients on the order of 10-15 minutes are often employed. Despite these efforts back exchange is not completely suppressed. The side chain deuterium is entirely lost due to back exchange, and backbone amides’ deuterium content can be measured with a 30-40% back exchange. The use of anti-freeze compounds in LC solvents enables sub-zero LC and improved deuterium retention (134, 135) The application of rapid capillary electrophoresis separation is a new method to shorten the peptide separation step (136).

The spatial resolution of bottom-up HDX-MS depends on the length of the generated peptides, typically around 10 residues. Middle-down and top-down methodologies employing electron capture dissociation (ECD) or electron transfer dissociation (ETD) have been described that enable measurements down to the single-residue level (137). The application of ultraviolet-photodissociation for single-residue HDX measurements is an exciting but unexplored area (138). An alternative to the approaches described is subtractive method in cases where the proteolytic digestions
generates a great many overlapping peptides (139-142) However, occurrence of differential back exchange for overlapping peptides and error propagation complicate its application (143).

Backbone amide HDX can proceed via acid- or based-catalyzed mechanisms (131). The intrinsic rate of exchange \( k_{ch} \) for a completely unstructured polypeptide can be described according to:

\[
k_{ch} = k_{acid}[H^+] + k_{base}[OH^-]
\]

where \( k_{acid} \) and \( k_{base} \) are the rate constants for the acid- and base-catalyzed reactions, respectively. Base catalysis is dominant under physiological conditions suitable for studying proteins.

The currently accepted model for HDX divides amide hydrogens into two categories, “open” and “closed”, in dynamic equilibrium with each other with rates of interconversion \( k_{op} \) and \( k_{cl} \) according to:

\[
N - H_{closed} \xrightleftharpoons[k_{op}]{k_{cl}} N - H_{open} \xrightarrow[k_{d2o}]{k_{d2o}} N - D_{open}
\]

This model posits that exchange can only occur for “open” hydrogen amides. These correspond to solvent-accessible amide hydrogens that have become disengaged from hydrogen bonding due to the conformational fluctuations described in Section 1.1.5. By contrast, “closed” amide hydrogens are exchange-incompetent because they are tightly hydrogen-bonded or not within the reach of the solvent. Once the “open” state is populated, deuteration proceeds with the intrinsic rate constant \( k_{ch} \). Kinetic treatment of eq 1.5 yields:
\[ [N - H] = \exp(-k_{\text{HDX}}t) \]

where \([N-H]\) refers to the concentration of a single undeuterated amide after exposure time \(t\) and

\[ k_{\text{HDX}} = \frac{k_{\text{op}}k_{\text{ch}}}{k_{\text{op}} + k_{\text{cl}} + k_{\text{ch}}} \]

Stably hydrogen-bonded amides with transient opening events typical of thermal fluctuations give rise to EX2 kinetic \((k_{\text{cl}} >> k_{\text{ch}})\). In this scenario eq 1.7 simplifies to

\[ k_{\text{HDX}} = \frac{k_{\text{op}}k_{\text{ch}}}{k_{\text{cl}}} \]

Under these conditions a large number of opening events is required for backbone amides to exchange. This results in isotopic distributions that shift to higher \(m/z\) over time as the protein undergoes more and more opening events. By contrast, long-lived global unfolding events lead to the less common EX1 kinetics \((k_{\text{cl}} << k_{\text{ch}})\) that manifest as bimodal isotopic envelops.

The model described above invokes a combination of hydrogen-bonding and solvent accessibility as the main determinants of exchange events (125). A few studies employing MD simulations have appeared in the literature that attempt to improve upon this rather simplistic model (144). Deeper insights into the exact nature of the conformational excursions that give rise to HDX should become available as the time scale accessible by MD simulations approaches experimental HDX timescale (145).

Although HDX does not routinely deliver the quantitative information that NMR provides, it is an excellent probe of protein structure and dynamics (131, 132). Comparative studies of protein-protein and protein-ligand interactions comprise the bulk
of studies found in the literature (146). Here the deuteration pattern of the protein of interest is compared in the bound and unbound forms. Binding often results a pronounced reduction in deuterium uptake in the vicinity of the binding site (131, 147), although other scenarios are also possible (148). This methodology has been applied to map the interaction of agonists with receptor proteins. Another area of significant interest is HDX of proteins implicated in neurodegeneration such as the amyloid β peptide (149), α-synuclein (150), prion protein (151). HDX is also starting to gain a foothold in the pharmaceutical industry for assessing the structural integrity of monoclonal antibodies (152) and development of therapeutics (153, 154). HDX is also an exquisite tool for monitoring light-induced conformational changes (155, 156). Despite these advances, studies of membrane proteins continue to lag far behind soluble systems (157).

The examples described above correspond to studies performed under equilibrium conditions. From eq 1.4 it is obvious that pH affects the labeling rate (158, 159). This property is exploited in pulsed-labeling studies of kinetic events such as protein folding. After triggering folding in a rapid mixing device, the protein is pulsed for a brief time period (often a few ms at pD 8-10), followed by quenching and LC-MS. The discriminating labeling HDX rate under these conditions ($10^3 \text{ s}^{-1}$ at pH 9) provides a binary readout of folded (“closed”) and unfolded (“open”) elements as the protein folds. The folding of α₁-antitrypsin to its metastable structure (160) and ribonuclease H (161), and the effect of the GroEL/ES chaperone system on the folding mechanism of proteins (162) were explored in recent publications.
In addition to the solution phase investigations described above, gas phase HDX is a valuable tool for probing the conformation of peptides (163) and proteins (164) in the gas phase.

1.4.2 Covalent Labeling

In covalent labeling irreversible chemical labeling of protein is exploited to gain insights into protein structure. Solvent-exposed regions become modified with a reactive probe. By contrast, exclusion from solvent due to the location, binding interactions or conformational changes leads to protection (165). Covalent labeling is a complementary method to HDX. While HDX reports on a mix of backbone hydrogen-bonding, the structural information extracted from covalent labeling methods report purely on solvent accessibility of protein side chains (165). Covalent labeling techniques have been successfully applied for exploring the structure and interactions of proteins for many years.

Similar to bottom-up HDX, the spatial resolution depends on the size of the generated peptides. The first steps to improve the resolution to the individual amino acid level have been taken (166). These efforts are complicated by the fact that differentially and multiply labeled peptides do not co-elute during LC. A middle-down approach has shown to be effective for test peptides, but its applicability to proteins remain to be established (167). Also, labeling of enzymatic recognition sites may alter proteolytic cleavage patterns in bottom-up studies. However, this very property can be exploited for structural analysis (168). A clever strategy is specific photodissociation of peptides.
labeled with UV-absorbing labeling agents (169). Top-down quantitation of the labeling location and extent represents an intriguing possibility (170).

### 1.4.2.1 Amino acid-specific methods

A large number of covalent labels with a wide range of chemical specificities have been described over the past 20 years (165). Amino acid-specific labels operate based on a chemistry that targets functional groups within one or only a few types of residues. For example, carboxyl group footprinting specifically targets acidic side chains (Glu and Asp) with the incorporation of glycine ethyl ester (GEE) (171, 172). This results in a mass shift of 85 Da, or 57 Da after ester hydrolysis, that can be localized and quantified using LC-MS. Labeling of free thiol groups of surface cysteine residues is another option (173). Using a large thiol label allows for the modification to be read by SDS-PAG gels, thereby eliminating the need for expensive mass spectrometry equipment (174). Similar experiments have been described for surface Arg, Lys, His, and Trp resides (165). Interpretation the data of specific labeling experiments is straightforward because the extent of modification at each site can be taken directly as solvent accessibility. On the other hand, structural information is limited to the few sites that are reactive for the labeling agent chosen.

### 1.4.2.2 Amino Acid-Nonspecific Probes

Amino acid-nonspecific methods have proven to be highly successful. These label agents have more promiscuous reactivity, thereby providing structural information from a
large fraction of the protein sequence. Among these, hydroxyl radical (·OH) labeling applications are the most abundant in the literature. ·OH is a nonspecific labeling agent that generates oxidative modifications (typical mass shifts 16 Da) in solvent-exposed side chains (175). The reactivity of side chains towards ·OH spans a wide range. Sulfur-containing residues (Met, Cys) react most readily, followed by aromatic and aliphatic side chains (176). 12/20 side chains of naturally occurring amino acids have been experimentally confirmed to become modified. Extraction of structural information from the data requires advanced methods that accounts for this large variation in reactivity.

Given the nonspecific nature of the label, each protein can pick up a large number of covalent labels. Prolonged labeling times can lead to labeling-induced structural changes. Double labeling of proteins is also a concern. Multiple labeling events may modify side chains that were not initially solvent exposed in the non-labeled protein, resulting in artifactual data. Thus, controlling the length of the labeling step is important. ·OH can be produced by various methods, including Fenton chemistry (177), electrochemistry (178), corona discharges (179), synchrotron radiolysis of water (175), γ-irradiation (180), and pulsed electron beams (181).

Among these methods, FPOP (fast photochemical oxidation of proteins) provides the fastest labeling times. ·OH is produced by photolysis of dilute H₂O₂ inside a continuous-flow capillary tube using a pulsed 248 nm excimer laser. The lifetime τ of ·OH generated in this way has been claimed to be on the order of 1 μs (182, 183). This is faster than the rate of most conformational changes of proteins. Once laminar flow consideration are taken into account (184), tuning of the laser frequency can be used to ensure that every protein molecule has only been labeled once. This ensures faithful
representation of the protein surface topology in the labeling pattern. The fast time scale of FPOP paves the way for characterizing short-lived protein conformers. Using a rapid mixing device, this was first exploited by Stocks and coworkers to gain insights into folding and unfolding mechanism of a number of proteins (185-187). The experiments were later expanded to the submillisecond timescale by employing temperature-jump triggering (188). Over pulse-HDX methods, FPOP enables labeling of proteins on a much faster timescale under neutral pH conditions.

FPOP has shown great promise in the elucidation of protein regions that are changed upon interaction with other macromolecules, ligands. It has been applied to a growing number of biological problems. Similar to HDX, comparative experiments are the most popular. Probing protein-protein interactions (189), and protein-ligand interactions (190) are now routine. Studies of membrane proteins are rare, but benefit from stable labels and the opportunity to perform extensive downstream sample clean up (191).

The original FPOP toolbox has been expanded to include sulfate radical anion (precursor persulfate) (192) and iodine radical ion (precursor iodobenzoic acid) (170). Carbene-based labeling approaches have also been developed to take advantage of the high reactivity of this moiety (193, 194). Further advancement of covalent labeling methods awaits a more user-friendly workflow, better software to improve and facilitate data analysis and a better understanding of the chemistry of the labeling reactions.

1.4.3 Crosslinking
A closely related technique to covalent labeling is covalent crosslinking (XL). Unlike labeling methods (Section 1.4.2), XL utilizes bifunctional reactive probes. A pair of
solvent-exposed functional groups on the protein side chains that are separated by a certain distance will be coupled by the XL agent. This is followed by mass spectrometric identification of the cross-linked peptides, thereby providing low resolution information on the spatial arrangement of reactive sites within the system. A large number of hetero- and homo-bifunctional crosslinkers have been developed over the years (191, 195). Various spacer lengths can be used to explore different distance regimes. The distance constraints from XL can be used in combination with data from other methods to map the three-dimensional structure of biological system. An impressive application of XL comes from the Aebersold group where they worked out the complete structure of the 55S mammalian mitochondrial ribosome (196).

The highly complex nature of XL (inter/intra protein, etc.) makes identification challenging. MS/MS spectra of crosslinked peptides are often of low quality and difficult to interpret because of low precursor abundance, and insufficient or complex fragmentation (197). There has been resurgence in the use of XL in the last few years in light of improvements in data analysis software (198).

### 1.4.4 Native Electrospray Mass Spectrometry (Native ESI-MS)

Contrary to the labeling methods discussed in the previous Sections, the validity of information gleaned from native ESI-MS rely on retention of solution phase structure in the gas phase (199). The experiments comprise of directly electrospraying proteins in 10-500 mM of a volatile salt (e.g. ammonium acetate). ESI-MS generates protonated ions with the [M + zH]^{z+} ion (Section 1.3.1). Compact structures give rise to narrow charge state distributions. By contrast unfolded conformers generate wide distributions of ions.
that are much more highly charged. The first applications of native ESI-MS for structural analysis of proteins exploited this rather simple effect to study protein folding under kinetic and equilibrium conditions (200, 201). Those early studies also revealed that non-covalent protein complexes could be transferred into the vacuum and analyzed using the mass spectrometer (202, 203). To understand why these interactions that originate from the solution phase survive the gas phase environment (204), it is necessary to recall how the ions are generated in the ESI source the first place. ESI mechanism of different protein ions are reviewed in Section 1.3.1.

In recent years, native ESI-MS has proven to be valuable for qualitative and (in favourable cases) quantitative interrogation of protein-protein and protein-ligand interactions (205-207). Nonspecific binding can also affect ESI-MS studies on noncovalent protein–ligand complexes. A diverse set of interactions involving the binding of small molecules to proteins to analysis of MDa protein assemblies have been analyzed using ESI-ESI (111, 208). Sometimes CID of these complexes is used to complement and gain stoichiometric information (209). Some of the more recent applications involve methods that gauge the disorderedness of various proteins (210). Application has also been recently extended to studies of membrane proteins (211).

1.4.5 Ion Mobility Spectrometry (IMS)

IMS represents one of the most commonly used tools for structural characterization of proteins in the gas phase (212). IMS used to be limited to a handful of laboratories with instruments manufactured in-house. The popularity of the methodology is has been soaring in recent years due to the wide adoption of commercial Q-TOF
systems with travelling-wave ion mobility spectrometry capability (TWIMS)\(^{(213, 214)}\). Wide acceptance by the MS community has spurred competition among vendors, and more sophisticated instruments are expected to be introduced in the coming years. It would not be surprising to see IMS become a standard feature on all instruments within the next decade.

In traditional drift tube IMS, ions traverse a tube with length \(L\) filled with a buffer gas under the influence of a weak electric field with strength \(E\). The time an ion with charge \(z\) spends in this tube, the drift time \(t_d\), depends on \(\Omega\) according to

\[
\Omega = \frac{z t_d}{16 N L} \left( \frac{18 \pi}{\mu k_B T} \right)^{1/2} \frac{760 \text{Torr}}{p} \frac{T}{273.2 \text{ K}}
\]

where \(\Omega\) is the rotationally averaged collision cross section (CCS) which is a measure of analyte size; \(k_B\) is Boltzmann’s constant; and \(N\) is the number density of the buffer gas. Similar to native ESI, the information gained from IMS are only valid if the protein does not undergo major structural transitions as result of the ESI process and in the gas phase. Proteins have evolved to function in an aqueous environment. The role of water for biological function is well-documented \(^{(5, 7)}\). It may seem unreasonable to expect the solution phase structure to survive in the gas phase. Indeed there are examples in the literature that provide evidence for these cases \(^{(83, 215-218)}\) Nonetheless, the survival of noncovalent interactions as well as the overall size of the analytes in the gas phase can be taken as indication of the retention of some aspects of solution phase structure in the gas phase \(^{(219)}\). Metastability of these gas phase structures and their trapping in local free energy minima has been proposed as a mechanism \(^{(220)}\).
The conversion of the measured $t_d$ to CCS values on traditional instruments equipped with drift tubes is performed using eq 1.9. By contrast extracting $\Omega$ values from data acquired on TWIMS instruments is difficult. This is due to a lack of fundamental understanding of ion dynamics and their mobility within TW ion guides (213). To circumvent this problem, calibration methods based on reference CCSs values have been developed (221). The measured CCSs profiles are gauged against theoretical CCSs calculated for known crystal structures, or for structural models generated using MD simulations of gas phase ions. A number of algorithms have been developed for the purpose of calculating $\Omega$ values from model structures (222). The exact hard sphere scattering algorithm appears to have the best mix of accuracy and computational economy. However, its application to high molecular weight systems is not feasible. The projection approximation method is by far the most cost effective method computationally. However it yields values that are systematically low (220, 223-225). The Robinson group and others employ a correction factor (226), but this approach is not undisputed among IMS practitioners.

Extracting high resolution structural information from IMS data is challenging because a given CCS may be compatible with a large number of candidate structures.(227) Protein ion-buffer gas interactions, among other factors, could complicate CCS measurements and subsequence efforts towards generating model structures. (228-230) Nonetheless several groups employ an integrative approach whereby a combination of CCS data, molecular modeling, and more recently constraints from cross linking experiments are used to build model of multi-subunit protein complexes.
Aside from structural modeling applications, one of the most useful features of IMS is its application as an orthogonal shape-selective separation method. IMS provides an extra dimension of separation, increases peak capacity and together with state of the art LC methods enables studying increasingly complex within a short amount of time (231).

1.5 Integrative Structural Biology

From the discussion in Sections 1.2 and 1.3, it clear that there is no single method that provides information on all aspects of protein structure and dynamics. For example, X-ray crystallography (Section 1.2.1.1) and cryo-EM (Section 1.2.2) yield valuable data on structure and overall architecture, but leave out important information about protein dynamics. NMR (Section 1.2.3) reports on dynamics on a wide time-scale, but struggles with large asymmetric assemblies and requires large amount of material. A number of MS-based methods (Section 1.4) are capable of dealing with complex systems, but deliver only low- and medium-resolution data. Computational methods (Section 1.2.5) often need experimental data to “steer” them towards the right direction in challenging simulations. In addition, proteins often are not amenable to one method or another, leaving gaps in our understanding. The emerging picture is that the “whole is greater than the sum of its parts”. The way forward appears to be performing a number of complementary experiments and amalgamating the obtained information to gain the complete picture (232). A number of examples have recently appeared in the literatures that demonstrate the potential of these integrative structural biology approaches (196,
233, 234). These point to a shifting landscape in structural biology: away from a single-perspective view of proteins and towards an integrative and comprehensive exploration.

1.6 **Scope of Thesis**

Chapter 2 and 3 of this dissertation build on previous work by Hambly (235) and Stocks (236) to study protein conformers under equilibrium and kinetic conditions. Chapter 2 examines the possibility of performing ·OH labeling experiments on semi-folded conformers populated under semi-denaturing pH values. In addition, the complementary nature of side chains solvent accessibility measurements to backbone hydrogen bonding status from HDX studies is demonstrated. In Chapter 3, submillisecond events in the folding of a model protein was followed using an easy-to-manufacture ultrarapid mixer and pulsed ·OH labeling. It is shown that the short radical lifetime afforded by the method is well-suited for taking snapshots of the fleeting intermediates that populate the folding pathway of proteins.

Chapter 4 addresses the possibility of studying the partially folded states of proteins employed in Chapter 2 using an complementary IMS methodology. Prior to performing the measurements, the impact of the source activation parameters is critically evaluated by comparing collisional unfolding profiles of protein ions. Once gentle experimental conditions are established, the gas phase conformational properties of semi-folded protein species are critically compared to the known trends derived from solution phase studies.

Finally Chapter 5 utilizes HDX-MS to monitor the conformational dynamics of a membrane-embedded molecular motor, F$_6$F$_1$ ATP synthase. Using advanced peptide
mapping and multidimensional separation strategies, site-specific information regarding changes in the dynamics of the enzyme under engine on/engine off conditions was obtained. The experimental protocol developed here offers a general avenue for studying other membrane protein complexes in their natural membrane environment.

1.7 References


Chapter 2: Mapping pH-Induced Protein Structural Changes under Equilibrium Conditions by Pulsed Oxidative Labeling and Mass Spectrometry

2.1 Introduction

Protein conformations are governed by the solvent environment. The highly ordered native state is usually favored in neutral aqueous solution. Chemical denaturants or extremes of pH often induce extensive unfolding. Partially disordered intermediates can be populated under mildly denaturing equilibrium conditions (1, 2). These intermediates are of particular interest because they provide insights into folding and aggregation mechanisms (3-6). Unfortunately, intermediates do not crystallize, thereby precluding X-ray structure determinations (7). Some NMR techniques are better suited for this purpose (8), but their application is far from routine. Optical tools only report on global features (5). The structural characterization of equilibrium intermediates, therefore, remains difficult.

An array of mass spectrometry (MS) techniques is available for protein conformational studies (9-14). Amide hydrogen/deuterium exchange (HDX)-MS measures backbone structure and dynamics (15-19). Covalent tagging methods (20, 21) such as ·OH labeling (22, 23) are complementary to HDX-MS (24). ·OH induces oxidative modifications at solvent accessible side chains, whereas buried residues are protected. A convenient way to generate ·OH is the photolysis of H\textsubscript{2}O\textsubscript{2} by a pulsed UV laser for the "fast photochemical oxidation of proteins" (FPOP) (25). Both HDX and FPOP are promising tools for characterizing partially disordered intermediates. For a
better understanding of the following sections it is beneficial to briefly summarize some basic concepts.

D₂O exposure of an amide X-H induces conversion to X-D. In the EX2 regime the concentration of X-H after labeling is

\[ [X - H] = [X - H]_0 \exp(-g_{HDX}) \]  

2.1

where

\[ g_{HDX} = K_{op} \times f_{HDX} \]  

2.2

\( K_{op} \) is the equilibrium constant of opening/closing thermal fluctuations, and

\[ f_{HDX} = (k_{acid}[D^+] + k_{base}[OD^-] + k_{D_2O})t \]  

2.3

The rate constants \( k_{acid} \) and \( k_{base} \) are for HDX catalysis by \( D^+ \) and \( OD^- \), respectively, and \( k_{D_2O} \) is for solvent catalysis. These three parameters depend on the nature of the neighboring side chains (26, 27). The labeling time is denoted as \( t \).

A similar framework can be proposed for FPOP (23). ·OH exposure of an unmodified side chain \( X_u \) induces conversion to the oxidized form \( X_{ox} \). The concentration of \( X_u \) after labeling is

\[ [X_u] = [X_u]_0 \exp(-g_{ox}) \]  

2.4

where

\[ -g_{ox} = \alpha \times f_{ox} \]  

2.5

The dimensionless factor \( \alpha \) represents the solvent accessibility of \( X_u \). Completely inaccessible side chains have \( \alpha = 0 \), whereas for full exposure \( \alpha \) is equal to unity. \( f_{ox} \) can be broken down according to (23)
\[ f_{ox} = k_{int} [\cdot OH]_0 \tau \]

where the rate constant \( k_{int} \) reflects the intrinsic reactivity of \( X_u \) (22). \([\cdot OH]_0\) is the initial radical concentration of the labeling pulse, and \( \tau \) is the \( \cdot OH \) lifetime.

Equations 2.2 and 2.5 reveal that the HDX and FPOP levels are both governed by two terms: The first term \( (K_{op} \text{ or } \alpha) \) is of primary interest because it reflects structural properties. The second term \( (f_{HDX} \text{ or } f_{ox}) \) depends on the intrinsic chemistry and on the experimental conditions. Equilibrium unfolding studies have to deal with the complication that both terms can be affected by the solvent environment. Changes in \( f_{HDX} \) and \( f_{ox} \) will give rise to "secondary" effects, \( i.e., \) alterations in labeling behavior that are not related to conformational changes (28). Evidently, a thorough understanding of these secondary effects is essential for a proper interpretation of experimental data.

We now focus on the characterization of equilibrium intermediates that are formed at low pH. Such experiments are most informative when comparing the properties of an intermediate to those of the native state. For NMR-based HDX investigations the known pH dependence of \( f_{HDX} \) allows the elimination of secondary effects at the single residue level (Equation 2.3) (2, 26, 29). HDX/MS yields peptide-averaged data that complicate the application of such corrections, but in principle the same strategy can be used (27, 30).

The separation of conformational and secondary effects in FPOP has received almost no attention in the literature, and the pH behavior of \( f_{ox} \) (Equations 2.5 and 2.6) remains largely unexplored. Radiolysis (31, 32) and Fenton studies (33) suggest that \( k_{int} \) can be affected by pH, although the extent of these changes is compound-dependent (28). Different oxidation sites will exhibit distinct \( k_{int} \text{ vs. } \text{pH} \) profiles, thus complicating the use
of dosimeter probes (34). The ·OH lifetime $\tau$ can be affected by pH-dependent scavenging effects, e.g., in the presence of titratable organic anions such as formate or acetate (28, 32). The pH dependence of $[\cdot \text{OH}]_0$ is unknown. In $\gamma$-ray mediated ·OH labeling experiments it has been demonstrated that secondary effects can completely mask conformational changes (28).

Here we explore the use of FPOP for monitoring pH-induced conformational changes at equilibrium, using myoglobin (Mb) as model system. This protein has long served as a paradigm for structural MS (12, 19, 25, 35-37). Native holo-myoglobin (hMb) adopts a compact fold with 8 $\alpha$-helices that accommodate a heme group in a binding pocket (38). Heme removal yields apo-myoglobin (aMb). The structures of hMb and "native" aMb at pH 7 are similar, with exception of the region around helix F (19, 39). Acid-induced equilibrium denaturation of aMb proceeds through a pH 4 intermediate (2, 39). We employ FPOP for studies on hMb and aMb at pH 7, the intermediate at pH 4, and acid-unfolded aMb at pH 2. Although Mb has previously been examined by ·OH labeling (23, 25, 36, 37), pH-dependent equilibrium investigations involving partially folded intermediates have not been reported yet. We demonstrate that interference from secondary effects is minimal under proper conditions, allowing the use of FPOP for the in-depth structural characterization of partially disordered proteins.

### 2.2 Experimental Section

#### 2.2.1 Materials

Horse ferri-hMb, Gln, Met, LeuEnk (YGGFL), [Met$^5$] enkephalin (YGGFM), mouse leptin fragment 116-130 amide (SCSLPQTSGLQKPES), human-rat adrenocorticotropic...
hormone fragment 1-10 (SYSMEHFRWG), human [Glu$^1$]-fibrinopeptide B (EGVNDNEEGFFSAR), Met-Lys-[Ser$^2$, Arg$^3$, Pro$^5$, Arg$^8$]-bradykinin (MKRSRGPSRR), bovine α-chymotrypsin and bovine liver catalase were purchased from Sigma (St. Louis, MO). Bradykinin (RPPGFSPFR) and human angiotensin I (DRVYIHPFHL) were supplied by Bachem Bioscience (King of Prussia, PA). Sequencing-grade trypsin was obtained from Promega (Madison, WI). aMb was prepared using butanone extraction (40). Subsequently, the solution was dialyzed against aqueous HCl (pH 2), yielding 300 μM stock solutions. For all experiments the protein was diluted to a final concentration of 10 μM in 10 mM sodium phosphate buffer, and the pH was adjusted using HCl. Prior to labeling, the protein solutions were centrifuged to remove small amounts of precipitate that might have formed. Concentrations were verified optically using ε$_{409} = 188,000$ M$^{-1}$ cm$^{-1}$ for hMb and ε$_{280} = 13,980$ M$^{-1}$ cm$^{-1}$ for aMb (41). All experiments were conducted at room temperature, unless noted otherwise.

2.2.2 Optical Spectroscopy

Fluorescence emission spectra were recorded on a PTI instrument (Birmingham, NJ) with $\lambda_{ex} = 280$ nm. Circular dichroism (CD) data were acquired on a Jasco J-810 instrument (Easton, MD). Raw data were converted to molar ellipticity [θ] (42). All solutions were identical to those used for FPOP, except for the presence of H$_2$O$_2$ and Gln.

2.2.3 Oxidative Labeling

FPOP occurs faster than most conformational changes. Hence, this approach is free of labeling-induced structural artifacts (43). Experiments were conducted as described
previously (23), with minor modifications. Two syringes were employed to mix protein and H$_2$O$_2$ immediately prior to laser exposure. All other solvent conditions remained constant before and after mixing. This strategy minimizes protein contact with peroxide, thereby suppressing background oxidation. Each syringe was advanced at 20 µL min$^{-1}$. The final mixture contained 0.02% (~6 mM) H$_2$O$_2$, 15 mM Gln, and 10 µM protein at pH 7, 4, or 2. For experiments on test peptides the concentration of each analyte was 10 µM. An excimer laser (GAM EX 50, Orlando, FL) generating 18 ns laser pulses at 64 Hz, 248 nm, and 37.5 mJ was used for ·OH production 40 cm downstream of the mixer (standard laser safety procedures have to be followed). Gln is a radical scavenger that reduces the radical lifetime to ca. 1 µs (43). The irradiation window width was ~1 mm. 160 µL capillary outflow aliquots were collected 1 s after labeling in microcentrifuge tubes containing 80 µL of 100 mM phosphate buffer, 5 µM Met and 1 µM catalase. To achieve uniform digestion efficiency, care was taken that all samples had the same solvent composition. To this end, after FPOP the pH 4 and pH 7 samples were acidified to pH 2 prior to flash freezing and lyophilization. The samples were resuspended in 50 µL ammonium bicarbonate (65 mM, pH 8.5) with 35% acetonitrile. Trypsin digestion was conducted using a 1:20 (w/w) enzyme:protein ratio at 37 °C for 24 h. For chymotrypsin digestion a 1:60 enzyme:protein ratio was used at 30 °C. Tryptic peptides formed the basis of quantitative oxidation measurements (see below). The additional use of chymotrypsin was helpful for detecting and verifying oxidation sites. Uniform digestion efficiency was verified by comparing digests for non-irradiated controls.
2.2.4 LC/ESI-MS

All experiments were conducted on a Synapt mass spectrometer (Waters, Milford, MA) equipped with a LockSpray dual electrospray ionization (ESI) source operated at a capillary voltage of +2.8 kV. When using MS/MS mode the lock mass channel was sampled every 60 seconds and contained 5 µM leucine enkephalin (m/z 556.2771) in 50:50 methanol:water and 1% acetic acid. The mass spectrometer was coupled to a UPLC (Waters Acquity, Milford, MA) employing either a 1.7 µm C4 (BEH300) 2.1 mm × 50 mm reversed-phase column for intact protein analyses, or a 1.7 µm C18 (BEH130) 2.1 mm × 100 mm column for peptide measurements. Elution was conducted using a water/acetonitrile gradient in the presence of 0.1% formic acid at 100 µL min⁻¹. The identity of tryptic peptides was confirmed by MS/MS. Signal intensities of unmodified Mb peptides were measured relative to a bradykinin internal standard, which was spiked into each sample prior to LC/MS at a concentration of 5 µM. LeuEnk was used as internal standard for test peptide analyses. To find the oxidation sites, tryptic and chymotryptic digests of labeled pH 2 aMb were subjected to data-dependent MS/MS with iterative exclusion (44). Fragmentation was conducted by collision-induced dissociation (CID) with Argon by adjusting the trap collision energy, i.e., the potential offset between entrance ion guide and the trap T-wave. PEAKS 5.3 (45) was used for data analysis. In addition, the digests were analyzed using MS². Collision energy ramps covering the range 10-34 V in 4 V steps were utilized in multiple runs to achieve optimal fragmentation for all peptides. All oxidation site assignments were verified manually.
2.2.5 Data Analysis

The extent of oxidation at individual protein segments (tryptic peptides) was tracked by employing background-corrected "fraction unmodified" \((F_u)\) values (23, 34). These values were determined by expressing the measured LC/MS signal intensities relative to the internal standard. The \(\cdot\)OH labeling behavior of test peptides was quantified analogously. Partially oxidized peptides are characterized by \(0 < F_u < 1\), whereas a lack of labeling corresponds to an \(F_u\) value of unity. Tryptic peptide data were further converted to "normalized oxidation levels" \((NOLs)\) according to (46)

\[
NOL = \frac{\ln F_u - \ln F_u(\text{native})}{\ln F_u(\text{unfolded}) - \ln F_u(\text{native})}
\]

In this expression \(F_u(\text{unfolded})\) represents data obtained for aMb after labeling at pH 2 (unfolded reference), whereas \(F_u(\text{native})\) corresponds to hMb at pH 7 (native reference).

2.3 Results and Discussion

2.3.1 Optical Spectroscopy

Acid-induced denaturation of aMb usually involves at least three species: native aMb at pH 7, an intermediate at pH 4, and the unfolded state at pH 2 (2, 39). The extent to which the intermediate becomes populated can be modulated by solvent and temperature conditions (2, 39, 47, 48). Also, many older studies were conducted on sperm whale aMb, whereas this work (like most other MS investigations) (12, 19, 25, 35, 36) uses the horse variant. Optical tests were therefore conducted to ensure that our samples showed the expected behavior.
Secondary structure changes were followed by CD spectroscopy. A plateau in the unfolding curve at pH 4 confirms formation of the intermediate (Figure 2.1A) (2). The CD spectrum of native aMb (Figure 2.1B) has minima at 209 and 222 nm, attesting to a high helical content. Acid-unfolded aMb exhibits a minimum around 201 nm. The pH 4 intermediate has 35% lower helicity than native aMb, as judged by the ellipticity at 222 nm (Figure 2.1B). Formation of the intermediate causes a maximum in the Trp fluorescence profile around pH 4 (Figure 2.1C) (47). The emission maxima at pH 7 and pH 4 are close to 330 nm, whereas a shift to ~342 nm has occurred at pH 2 (Figure 2.1D). These data reveal that the Trp7 and Trp14 remain in a hydrophobic environment at pH 7 and 4. The red-shift at pH 2 indicates exposure to water (49). Overall, Figure 2.1 confirms formation of the pH 4 intermediate under the conditions of our work.
Figure 2.1 Acid-induced unfolding of aMb monitored by CD and fluorescence spectroscopy. (A) mean residue ellipticity monitored at 222 nm. (B) far-UV CD spectra at pH 2, 4, and 7. (C) Trp fluorescence emission intensity recorded at 335 nm. (D) Trp fluorescence emission spectra at pH 2, 4, and 7.

2.3.2 Validation of FPOP Strategy Using Test Peptides

Peptides have previously been used for probing secondary effects in ·OH labeling, albeit only for radiolysis studies (28). The premise of such experiments is that all side chains in a short peptide should remain solvent accessible, regardless of pH. Major changes in oxidation behavior must therefore be attributed to secondary effects. Here we apply this approach to FPOP, using the same experimental conditions as for subsequent Mb studies.
Six peptides were chosen that contain all twenty residues. Free amino acids were not used because their reactivities differ from those in a protein backbone context (22, 34).

Figure 2.2 (filled symbols) displays $F_u$ values for the six peptides. Major oxidation sites, identified by MS/MS, are indicated in bold. The labeling levels of the peptides are different, reflecting their intrinsic reactivities (22). Importantly, $F_u$ of all six species remains almost unchanged across the pH range. Free Gln was used in our work to control the $\cdot$OH lifetime $\tau$ (25). It is fortuitous that the scavenging activity of Gln appears to be fairly uniform, such that $\tau$ does not undergo significant changes between pH 7 and 2.

Earlier studies showed that thioether conversion to sulfoxide can be affected by protonation of an adjacent carboxylate (31). To verify this effect we examined an additional peptide that contains a C-terminal Met (YGGFM). $F_u$ for this peptide is hardly affected when lowering the pH from 7 to 4, but it drops significantly at pH 2 (Figure 2.2, 1 open circles). This transition likely reflects protonation of the C-terminus (50). The observed effect is therefore consistent with the known thioether/carboxylate interaction (31). Notably, there is no discernible pH effect when Met is located elsewhere in the sequence (as in MKRSRGPSRR and SYSMEHFRWG, Figure 2.2). The latter peptide is interesting because it has Met situated next to Glu. Glu gets protonated around pH 4, but apparently the carboxylate is too far removed to have an effect on the Met behavior.
Figure 2.2 Fraction unmodified ($F_u$) after FPOP for various test peptides at different pH. Peptide sequences are indicated; major oxidation sites identified by MS/MS are highlighted in bold. The labeling conditions were identical to those used for subsequent protein experiments.

In conclusion, the data of Figure 2.2 reveal that pH-dependent secondary effects are very minor under the FPOP conditions employed here. It will be seen that protein conformational changes affect the oxidation behavior to a much larger extent. Sequences with a C-terminal Met represent a special case, but such cases are rare. For all other sequences, pH-dependent changes of the intrinsic factor $f_{ox}$ are small. The FPOP behavior at any given site is therefore governed by the solvent accessibility parameter $\alpha$ (Equation 2.5). This finding greatly simplifies the application of FPOP for studies on pH-induced conformational changes. Unlike for HDX measurements (Equation 2.3) FPOP data do not have to be corrected for pH effects under the conditions employed here.
2.3.3 Intact Protein Analyses

X-ray structural data are available for native hMb (51), but not for aMb. As a point of reference we therefore included native hMb in our FPOP experiments. It is instructive to examine the global labeling pattern before proceeding to spatially-resolved data. Figure 2.3A shows deconvoluted spectra of native hMb and aMb after labeling at pH 7. In addition to the unmodified protein peak at 16,952 Da there is a series of +16 Da covalent adducts that represent oxidative modifications. An earlier FPOP investigation reported intact protein data for native hMb and aMb that were almost indistinguishable (36). In contrast, Figure 2.3A reveals that aMb clearly undergoes more oxidation \( F_u = 0.52 \pm 0.02 \) than hMb \( F_u = 0.60 \pm 0.02 \), Figure 2.3D), consistent with the more open structure of the former (19, 39). Also shown in Figure 2.3A is the mass profile of a non-irradiated control, revealing that background oxidation is minimal. The pH 4 aMb intermediate undergoes more extensive labeling than the native state \( F_u = 0.40 \pm 0.01 \), Figure 2.3B). Even more oxidation is seen for acid-unfolded aMb at pH 2 \( F_u = 0.13 \pm 0.01 \), Figure 2.3C). Overall, these FPOP data reveal a successive increase in solvent accessible surface area as the protein progresses from native hMb to the unfolded state. The observed behavior is consistent with a stepwise breakdown in structure that is seen optically (Figure 2.1) and that has been reported in previous NMR investigations (2, 39).
Figure 2.3 Deconvoluted intact myoglobin mass spectra after FPOP under various conditions. (A) hMb (solid line) and aMbb (dashed line) at pH 7. Also shown is the spectrum of a non-irradiated hMb control that was otherwise treated identically to the FPOP samples. The denaturing LC mobile phase induces heme loss prior to analysis, such that all samples appear as aMb, regardless of heme binding state during labeling. (B) aMb at pH 4. (C) aMb at pH 2. Numbers (0, 1, 2, ...) indicate how many oxygen atoms (+ 16 Da adducts) are incorporated as a result of ·OH labeling. (D) Background-corrected "fraction unmodified" ($F_u$) values for the various myoglobin conformers, obtained from intact protein mass distributions. All points represent an average of three independent measurements. Error bars indicate standard deviations.
2.3.4 Solvent Accessibility Measurements Using Normalized Oxidation Levels

Previous FPOP investigations compared hMb and aMb at pH 7, classifying various residues as "not labeled" or "labeled" (25, 36). The strategy used here goes beyond this binary readout by employing NOLs for monitoring conformational changes in a quantitative fashion (Equation 2.7). NOLs relate conformational changes to the solvent accessibility of two reference structures, i.e., native hMb at neutral pH (51), and unfolded aMb at pH 2 (2, 39, 47). NOL = 0 represents a protein segment (represented by a tryptic peptide) that has an accessibility equal to that in native hMb. Conversely, NOL = 1 describes peptides with an accessibility equal to that in the acid-unfolded state. NOLs between zero and unity reflect intermediate degrees of solvent access.

Tryptic digestion of Mb yields 12 detectable peptides (T1, T2, etc., Figure 2.4), with a sequence coverage of ~90%. Primary oxidation sites were detected by MS/MS of labeled unfolded aMb (Figure 2.5). This procedure identified 39 oxidized residues, comprising M, W, F, H, V, I, L, E, P, K, and R (highlighted in bold, Figure 2.4). All of these have previously been found to be oxidizable in studies on other proteins (34). Modified cysteine is missing from our list because Mb does not contain this type of residue.
Figure 2.4 Amino acid sequence of myoglobin (pdb code: 1WLA). α-helices A-H are denoted by square boxes. Tryptic peptides (T1-T21) are indicated by continuous lines. Detected oxidation sites are displayed in boldface.

T1, T2, T16, T17, and T18 show relatively minor NOL changes down to pH 4, whereas a major transition occurs upon acidification to pH 2 (Figure 2.6A). In contrast, T3, T7, and T21 retain native-like accessibilities only after heme loss, while becoming quite accessible in the pH 4 intermediate (Figure 2.6B). T8, T10, T13, and T19 lose a fairly substantial amount of protection in each of the three steps. T13 (helix F) has the highest accessibility of all aMb peptides at pH 7 and at pH 4 (Figure 2.6C).

To facilitate a structural interpretation the measured NOLs were mapped onto the crystal structure of native hMb (Figure 2.7). A five-level color scheme was used, where blue represents a solvent accessibility close to that of native hMb (0 < NOL < 0.2). Red is
used for segments with an accessibility resembling acid-denatured aMb (0.8 < $NOL < 1$).

As dictated by the normalization procedure (Equation 2.7) native hMb appears entirely blue (Figure 2.7A), whereas acid-denatured aMb is completely red (Figure 2.7D).

### 2.3.5 Structure of Native aMb

Heme removal at pH 7 results in elevated solvent accessibility for helices E and F, and for the C-terminal part of helix H (Figure 2.7B, green). These helices constitute the main elements of the heme binding pocket (51). Our data, therefore, support the utility of FPOP for mapping protein-ligand contacts (52). The relatively low oxidation level of T18 ($NOL = 0.17$, blue in Figure 2.7B) might indicate that parts of the binding pocket undergo partial closure in native aMb, in line with data reported by Hambly and Gross (25).
Figure 2.5 Representative tandem mass spectra, obtained by CID of tryptic peptides after FPOP at pH 2. Detected oxidation sites are highlighted in bold. (A) CID of [T18+16] results in y ions that are all shifted by 16 Da, except for y1. This pinpoints F138 as the labeling site. (B) MS/MS data for [T3+16] can be treated similarly. Unmodified y ions are observed up to y9, along with y10+16. Thus F33 is oxidized. Panel (C) illustrates a more complex case, obtained by CID of [T2+16] which represents two isobaric ions. The spectrum contains unmodified y1 and y2. Starting from y3, pairs of unmodified and oxidized y ions appear, identifying L29 as the first oxidation site. Starting with y11 no more unmodified fragments are seen, such that I21 must be the second oxidation site.
Figure 2.6 Normalized oxidation levels (NOLs) of protein segments (tryptic peptides T1, T2, ...) at different pH. The data were split into panels to prevent clutter. Error bars were determined as in Figure 2.3.
NMR measurements suggest a major reduction in the stability of helix F after heme loss (39). HDX/MS reveals that helix F in native aMb exchanges faster than in native hMb (19). Nonetheless, it has remained unclear whether helix F is completely unfolded in aMb, or whether structure is partially retained (2, 19, 39). The FPOP data of Figure 2.7B confirm that helix F is affected by heme loss. However, the NOL values of only up to ~0.4 are quite moderate when compared to the unfolded reference. Our data therefore show that helix F does not become completely unstructured in native aMb.

![Figure 2.7 Mapping of NOLs (from Figure 2.6) to the crystal structure of native hMb (1WLA)(51) using a five-level color code as indicated along the bottom. The four panels represent (A) hMb at pH 7, (B) aMb at pH 7, (C) aMb at pH 4, and (D) aMb at pH 2. Regions not covered by tryptic peptide mapping are shown in gray.](image)

It has previously been noted that HDX and FPOP represent complementary, rather than redundant structural probes (24). The current work supports this assessment, as seen from a comparison of results obtained by both techniques. Figure 2.8A displays FPOP results for native aMb, using an orientation that provides a head-on view of the binding pocket. Heme is included for visualization purposes. Recent HDX data (19) are displayed.
in Figure 2.8B; amides that undergo a major deuteration increase upon heme removal are highlighted. It is seen that both techniques detect structural changes in helices F and in the C-terminal part of helix H. In contrast, the backbone hydrogen bonding of helix E is not strongly affected by heme loss (19) (Figure 2.8B), whereas FPOP clearly shows an increased side chain solvent accessibility in this region (Figure 2.8A). The type of information obtained from the two techniques is therefore clearly different.

Figure 2.8 Visualization of regions most affected by heme removal at pH 7 as detected by (A) FPOP and (B) HDX. In panel A, regions with elevated NOLs (0.2 - 0.4) are highlighted in green, segments that retain native-like solvent accessibility are depicted in blue. In panel B, residues that display the largest loss in HDX protection (amide deuteration difference > 0.5, relative to native hMb)(19) are colored magenta.

2.3.6 The pH 4 Intermediate

The aMb pH 4 intermediate epitomizes a "molten globule", characterized by substantial secondary structure but with relatively little tertiary packing (53, 54). The exact conformational properties of this intermediate remain under investigation (55, 56). FPOP
reveals that helix F is extensively disordered at pH 4 (Figure 2.7C, red). A substantial loss in solvent protection is also seen for helices E and D (orange), and for helix C (yellow). Helices A, as well as parts of helices B and H retain partial protection (green). Remarkably, the solvent accessibility of helix G at pH 4 is comparable to that in native hMb (Figure 2.7C, blue). This protection points to a central role of helix G as core element at pH 4. Our data therefore suggest a semi-folded ABGH structure for the intermediate, where A, B and H protect G from three sides (as in native hMb) (51).

Our findings complement earlier NMR spin relaxation and HDX measurements that also point to a pH 4 state with partially intact but fluctuating AGH helices, and with participation of helix B (A[B]GH) (2, 39, 56). Participation of helix B in this partially structured state is clearly evident from our data (Figure 2.7C, green). NMR suggests that helix A represents a key stabilizing element because it appears to have the most secondary structure at pH 4 (39). Our data result in a somewhat different picture, emphasizing the role of helix G as central nucleus that allows hydrophobic docking of the surrounding semi-folded helices A, B, and H. Partial hydration of the pH 4 core was seen in spin labeling experiments, consistent with moderate solvent access to A, B, and H (Figure 2.7C, green). Finally, we note that the equilibrium ABGH unfolding intermediate characterized here is very different from the BEF[G] species that becomes populated during hMb unfolding in kinetic experiments (23).

2.4 **Conclusions**

Oxidative labeling methods such as FPOP are being increasingly used for mapping changes in solvent accessibility that occur as a result of conformational transitions or
binding events. A potential problem is the fact that comparative experiments involve data acquired under different conditions, requiring a separation of conformational and secondary effects. Denaturants such as formic and acetic acid, urea, and guanidinium salts act as scavengers that can suppress labeling (28). Similarly, changes in protein concentration (e.g., after addition of putative binding partners) can reduce oxidation nonspecifically (57).

This work examined the use of FPOP for monitoring acid-induced conformational changes. To equalize ·OH labeling conditions all measurements were conducted at the same protein concentration (57). The solutions contained phosphate buffer that was pH-adjusted by HCl. Organic acids and bases were avoided, since the scavenging activity of those species depends on their titration state (28, 32). We also ensured that proteolysis was conducted using the same solvent environment for samples that had been labeled at different pH. Under these optimized conditions secondary effects were found to be minimal in the range that is commonly used in unfolding experiments, i.e., pH 7 to 2. Thus, changes in FPOP behavior can be directly interpreted in the context of protein conformational transitions. The situation is more complicated for pH-dependent HDX/MS studies. The intrinsic pH profile of each individual amide is different (26) and therefore the required correction strategies can become tedious when applied at the peptide level. In comparison, FPOP experiments are more straightforward due to the near-absence of intrinsic pH effects.

Structural insights obtained here by FPOP for the Mb model system are complementary to earlier data from traditional bioanalytical tools. Our findings pave the way towards ·OH labeling experiments on pH-induced transitions of other proteins.
2.5 References


Chapter 3: Submillisecond Protein Folding Events Monitored by Rapid Mixing and Mass Spectrometry-Based Oxidative Labeling

3.1 Introduction

Forty years after Anfinsen’s Nobel Prize (1), protein folding continues to be a mesmerizing research area (2). During the folding process polypeptide chains undergo conformational motions on a multidimensional energy landscape, from an initial disordered state to the compact native conformation. Folding is driven by free energy gradients. The loss of conformational entropy is compensated by the formation of hydrophobic contacts, hydrogen bonds, and electrostatic interactions (3). Kinetic investigations play a central role for deciphering folding mechanisms. Many of these studies focus on the structural characterization of transient intermediates (4-6). Unfortunately, this task is complicated by the rapid time scale of folding. Depending on the protein, the process goes to completion within microseconds to minutes (7, 8).

Kinetic folding experiments require the combination of a suitable trigger with a technique that can probe the ensuing conformational changes. Mixing-based triggers (for denaturant dilution or pH jumps) are most widely used (9). Stopped-flow mixers have a dead time of ca. 1 ms (10). Turbulent (11-13) and laminar (14-16) continuous-flow mixers provide access to times as short as ~10 μs. Even faster triggering is possible via pressure jumps (17), or by employing pulsed lasers for temperature (T) jump (18, 19), electron injection (20), or photodissociation events (21). An ideal detection technique for
these rapid time-resolved studies would report on the protein conformation at a level of detail comparable to X-ray crystallographic or NMR-based structure determination methods. Devising such a technique is difficult, which is one of the main reasons why the folding mechanisms of many proteins remain poorly understood.

Examining the submillisecond regime of folding poses the greatest experimental challenges. Yet, these early events hold the key for understanding fundamental issues such as the interplay between hydrophobic collapse and secondary structure formation (22-25), and the issue of downhill (26) vs. barrier-limited folding (27). Detection techniques used for submillisecond studies include circular dichroism (CD) and fluorescence spectroscopy, energy transfer measurements, and small-angle X-ray scattering (SAXS) (4, 11, 28-30). While these tools provide valuable data, the information obtained is mostly limited to global structural features. The use of site-specific reporter groups is an interesting approach (31), but the introduction of such moieties may disrupt the protein structure. Pulsed hydrogen-deuterium exchange (HDX) monitors hydrogen bond formation in a spatially-resolved fashion. The readout of HDX experiments can be performed by NMR (9) or mass spectrometry (MS) (32) for time points down to 0.4 ms (9). A potential drawback of pulsed HDX is that the alkaline conditions required for labeling (9) can interfere with folding (33). The development of novel techniques for monitoring protein structure on rapid time scales, therefore, remains an important goal (34).

Side chain covalent labeling represents a promising approach for folding investigations. Numerous reagents are available that modify solvent accessible sites, whereas burial provides protection (35). The locations of these modifications and the
extent of labeling can be determined by MS-based peptide mapping (35-37). Hydroxyl radical (·OH) (36, 38-40) represents a modifier that can be generated via photolysis of H₂O₂ (41), causing oxidative modifications primarily at sulfur containing, aromatic, and aliphatic residues (36). The acronym FPOP (“fast photochemical oxidation of proteins”) has been coined for experiments where a pulsed laser is used for H₂O₂ photolysis (42). The ·OH lifetime under typical conditions has been estimated to be ~1 µs (43). FPOP can be performed at neutral pH, thereby circumventing one of the issues encountered with pulsed HDX (33). Most importantly, FPOP holds the potential to provide detailed structural insights on a time scale that has thus far been dominated by low resolution (global) conformational probes (34).

Our laboratory was the first to employ FPOP for kinetic folding experiments (44), but the continuous-flow mixer employed in those early studies was only suitable for time points down to 10 ms (45). Yet, we pointed out that FPOP offers an avenue for submillisecond protein folding experiments, when used in conjunction with improved mixers or optical triggering (44). Gross et al. subsequently implemented a T jump strategy for submillisecond FPOP folding studies (46, 47).

Despite the demonstrated feasibility of T jump/FPOP measurements (46, 47), there is still a need for additional developments in this area. The scope of T jump experiments tends to be somewhat limited for several reasons. (i) Only proteins that undergo cold unfolding at a temperature above freezing are amenable to T jump refolding (48). (ii) It is a complication that often either the initial state is incompletely denatured (16), or the refolded state is destabilized by denaturants (19). (iii) The length of the accessible time window is restricted by temperature drifts (49). In comparison, rapid
mixing represents a trigger that is more widely applicable because most proteins can be refolded via pH jumps or by denaturant dilution (11, 16). Mixing provides access to much wider time windows for capturing entire folding pathways, although this sometimes requires the use of different mixers for different time regimes (11). Very recently, Wu and Lapidus (50) combined FPOP with submillisecond mixing. That work was the first to demonstrate the feasibility of such an approach, but the experiments were limited to global (intact protein) measurements.

Here, we employ FPOP with rapid mixing and peptide mapping for spatially-resolved folding experiments in the range of submilliseconds to seconds. We focus on the 153 residue protein apo-myoglobin (aMb). Similar to its heme-bound form (holo-myoglobin, hMb), aMb adopts a compact globular fold at neutral pH. The seven helices in native aMb (N) are designated as A-E, G, and H. Helix F is partially disordered (51). The acid-denatured state (U) at pH 2 is extensively unfolded (51). HDX suggests that folding proceeds via two sequential obligatory on-pathway intermediates (I₁ and I₂) that are highly dynamic (9, 52). After 0.4 ms hydrogen bonding is detectable in helices A, G, and H (I₁). Hydrogen bonding then spreads to B, E, and C, generating I₂ after 6 ms. This is followed by formation of the ABCDE(F)GH native state (9, 53).

Although aMb has long served as paradigm for folding investigations (5, 49, 51), its submillisecond behavior has not been fully elucidated yet. Recent fluorescence data indicate the formation of several early intermediates (54), calling for an expansion of the classical (52) U → I₁ → I₂ → N scenario. SAXS revealed a rapid collapse that is much larger than expected for an AGH core (30), indicating the early involvement of additional helices. Specifically, SAXS suggests that helix E acts as a hydrophobic nucleus that
drives submillisecond folding (30), whereas HDX indicates that E is formed much later (9, 55). The rapid mixing/FPOP strategy employed here is well suited for addressing unresolved questions related to the aMb folding mechanism. By monitoring the solvent accessibility of individual protein segments we track the temporal evolution of structure from a hitherto unutilized vantage point.

3.2 Experimental Section

3.2.1 Materials

As in earlier submillisecond investigations (16, 30, 49) horse skeletal muscle aMb was used for this study. aMb was produced by heme removal from hMb (Sigma, St. Louis, MO) using butanone extraction (56). The resulting solution was dialyzed against dilute aqueous HCl (pH 2) at 4 °C for ketone removal. Several batches were pooled and lyophilized. Resuspension of aMb in aqueous HCl (pH 2) provided 2 mM stock solutions that were centrifuged at 13000 g for 15 min to remove trace amounts of insoluble material. Concentrations were verified optically using $\varepsilon_{280} = 13,980$ M$^{-1}$ cm$^{-1}$ (57). Glutamine, methionine, catalase, and dextran-coupled fluorescein (DCF, average MW 20,000 Da) were from Sigma. Bradykinin was supplied by Bachem (King of Prussia, PA). RapiGest acid labile surfactant came from Waters (Milford, MA,) and sequencing-grade trypsin was from Promega (Madison, WI). All experiments were conducted at room temperature and all solutions were at pH 7, unless noted otherwise.
3.2.2 Submillisecond Mixer Design

Time points between 0.2 ms and 6 ms were studied using a coaxial laminar flow mixer (Figure 3.1A). A similar design has previously been described for optical investigations (14). Two-dimensional hydrodynamic focusing causes the compression of a central liquid stream into a thin filament by a coaxial sheath flow, ensuring submillisecond diffusive mixing (14-16). The device was constructed in-house using fused-silica capillaries (Polymicro Technologies, Phoenix, AZ) and a PEEK tee that was fitted with 1/16” ferrule/nut connectors (Upchurch, Oak Harbor, WA). An inner capillary (i.d. 20 μm, o.d. 90 μm, TSP020090) with a round cross section was passed through the mixing tee for delivering the central stream. This capillary was connected to a gas-tight 1 mL syringe (SGE, Melbourne, Australia) containing unfolded aMb (or DCF for test experiments). The plunger of the syringe was advanced at 6 μL min⁻¹ by a syringe pump (Harvard Apparatus, Boston, MA). The outlet of the inner capillary was cut at a 90° angle to ensure a symmetrical flow pattern. This inner capillary was inserted into an outer capillary with a square cross section (i.d. 100 μm × 100 μm, o.d. 363 μm, WWP100375). The outer capillary delivers the sheath flow (refolding buffer, or KI quencher for fluorescence experiments), introduced via the second inlet of the tee. Starting from the exit of the inner capillary, the polyimide coating of the outer capillary was removed using a butane torch to create a transparent window. The sheath flow was introduced using a Waters 1525μ HPLC pump at 594 μL min⁻¹, for a total flow rate of $F = 600 \, \mu\text{L \, min}^{-1}$ and a nominal mixing ratio of 1:99. Laminar flow past the inner capillary outlet exhibits a parabolic velocity profile, where the velocity $v_0$ of the central filament is $v_0 = 2.096 \times v_{\text{avg}}$ (58). The average flow velocity $v_{\text{avg}}$ is given by $F/A$, where $A$ is the cross sectional area of the outer
capillary. For the flow rates and mixer geometry used here, \( v_{\text{avg}} = 1 \text{ m s}^{-1} \), and hence \( v_0 = 2.096 \text{ m s}^{-1} \). The reaction time \( t \) in the central filament is given by \( t = d / v_0 \), where \( d \) is the distance downstream of the inner capillary outlet. A reaction time of 0.2 ms corresponds to \( d = 0.42 \text{ mm} \). This distance-time correlation does not consider the time interval \( \Delta t_{\text{mix}} \) required for the actual mixing step. It will be seen that this approximation is justified because \( t \gg \Delta t_{\text{mix}} \) for our folding experiments.

### 3.2.3 Mixer Characterization

For verifying system performance the laminar flow mixer was mounted on the sample stage of an Axiovert 25 fluorescence microscope (Zeiss, Jena, Germany). Test experiments were conducted by pumping 1 mM DCF in 10 mM phosphate buffer through the inner capillary. The 20 kDa molecular weight of DCF ensures Stokes diffusion properties similar to those of a typical protein. Fluorescence excitation was performed using a mercury lamp. Emission was monitored via a green reflector and a CCD camera (QImaging, Surrey, BC, Canada). Northern Eclipse software was used for data acquisition and analysis. Preliminary tests (not shown) revealed that DCF fluorescence was quenched (59) to < 10% when exposed to 2.5 M KI. Mixing tests were thus conducted with a sheath flow consisting of 2.5 M KI in phosphate buffer. I- diffusion into the central filament causes fluorescence quenching down to a constant background level within ~0.2 mm past the inner capillary outlet (Figure 3.1B). A normalized fluorescence intensity \( F_{\text{norm}} \) was calculated as a function of distance \( d \) according to (11)
\[ F_{\text{norm}}(d) = \frac{I(d) - I_q(d)}{I_0(d) - I_q(d)} \]

where \(I(d)\) is the fluorescence intensity integrated across the channel cross section from Figure 3.1B, and \(I_0(d)\) is the corresponding profile acquired in the absence of quencher (not shown). \(I_q(d)\) represents the background signal, measured on a pre-quenched sample with 2.5 M KI in both the inner and the outer capillary (not shown). The \(F_{\text{norm}}(d)\) plot generated from Equation 3.1 reveals that diffusive mixing is complete within 0.1 ms (Figure 3.1C). Additional control experiments to verify proper mixer performance under FPOP conditions are discussed below.
Figure 3.1 Design and characterization of the submillisecond laminar flow mixer. (A) Bright field image; i.c., inner capillary; o.c., outer capillary. (B) Fluorescence image of the hydrodynamically focused flow. The inner stream contains dextran-conjugated fluorescein. High fluorescence levels appear in black. The sheath flow contains 2.5 M KI quencher. Quenching is evident from the fading of the central filament within 0.1 ms. (C) Normalized fluorescence intensity (eq 1). The double-headed arrow represents the approximate width of the FPOP laser beam.

3.2.4 Oxidative Labeling

Reaction times up to $t = 6$ ms were examined by FPOP using the laminar flow mixer of Figure 3.1. The device was mounted on a custom-built xyz micromanipulator. Different time points were studied by moving the device relative to the beam of a pulsed KrF excimer laser (GAM EX 50, Orlando, FL) that produced ·OH by H$_2$O$_2$ photolysis. The
laser generated 18 ns pulses at 700 Hz, 248 nm, and 35 mJ. The laser was focused onto the capillary using a 500 mm convex lens, with a lens-capillary distance of 54.5 cm. Knife-edge profiling revealed a beam width of ~0.3 mm at the irradiation spot. Geometric considerations imply that the earliest time point accessible under these conditions is $t \approx 0.2$ ms (Figure 3.1C).

As an additional test for the fidelity of the laminar flow mixer we conducted FPOP on native aMb, using pH 7 in the inner capillary and in the sheath flow. Due to the absence of a pH jump for these tests the protein conformation remains unchanged as it travels through the mixer. Any inhomogeneities in H$_2$O$_2$ or protein concentration will manifest themselves as differences in the oxidation pattern (44). Figure 3.2 shows that spectra acquired for time points between 0.2 ms and 6 ms are indistinguishable, thereby confirming effective and reproducible mixing.

![Figure 3.2 Deconvoluted mass spectra of native aMb mixed with buffer and H$_2$O$_2$ at pH 7 after FPOP at various time points. Data up to $t = 6$ ms were recorded using the laminar flow mixer of](image)
Figure 3.1. These spectra verify complete and consistent mixing. Spectra for $t = 0.1$ s and longer were acquired using a conventional mixer, as discussed in Section 3.2. Numbers indicate how many oxygen atoms (+16 Da adducts) were incorporated. Also shown are data for a sample exposed to the same conditions as in FPOP experiments, but without laser exposure, demonstrating that background oxidation is minimal.

Folding of aMb was triggered by a pH jump from 2 to 7 (9). The solution of denatured protein emanating from the inner capillary contained aqueous HCl (pH 2), 15 mM Gln (as radical quencher) (43), 150 mM NaCl, and 1 mM aMb. Protein concentrations on the order of 1 mM and higher are routinely used in NMR spectroscopy (60). The sheath flow consisted of 10 mM sodium phosphate buffer at pH 7, 150 mM NaCl, 15 mM Gln, and 0.1% (v/v) (~30 mM) H$_2$O$_2$. The solution collected at the mixer outlet had a protein concentration of 10 µM, taking into account the 1:99 mixing ratio. Folding times beyond 6 ms were studied using a conventional two-syringe continuous-flow mixer (45). Syringe 1 (20 µL min$^{-1}$) contained 20 µM aMb in aqueous HCl at pH 2, 15 mM Gln, 150 mM NaCl. Syringe 2 (20 µL min$^{-1}$) contained 10 mM phosphate buffer at pH 7.8, 15 mM Gln, 150 mM NaCl along with 0.04% (v/v) (~12 mM) H$_2$O$_2$, resulting in pH 7 after mixing. FPOP was performed for reaction times of 0.1 s and 1 s. For these conventional mixing experiments the conditions were adjusted to ensure that the FPOP efficiency was consistent with the laminar flow mixing data. The oxidation pattern of native aMb (without pH jump) served as benchmark for this purpose. A laser frequency of 48 Hz at 37.5 mJ and a lens-capillary distance of 47 cm (beam width ~0.8 mm) provided results that were indistinguishable from those of the laminar flow mixer (Figure 3.2). Refolded ($t = 5$ min, pH 7) and unfolded ($t = 0$, pH 2) controls were prepared using manual mixing (45). “Secondary” effects are minimal, such that
alterations in FPOP patterns before and after the pH jump directly reflect protein structural changes (Chapter 2).

100 µL capillary outflow aliquots were collected in microcentrifuge tubes containing 20 µL 10 mM phosphate buffer, 1 µM catalase, 5 µM Met. The collection tubes for \( t = 0 \) (pH 2) samples contained an equivalent amount of NaOH, resulting in a pH value that ensures catalase activity for peroxide removal. 50 µL of the collected samples were consumed for intact protein analyses. The remaining 50 µL were digested with trypsin using a 1:20 (w/w) enzyme:protein ratio at 37 °C for 24 h in the presence of 0.1% (w/v) RapiGest. Digestion was terminated by acidification using 100 mM HCl to a final protein concentration of 5 µM. Samples were flash frozen in liquid nitrogen and stored at -80 °C.

3.2.5 LC/ESI-MS and Data Analysis

MS data were acquired on a Waters Q-TOF Ultima API mass spectrometer. Chromatographic separation was achieved by interfacing the instrument to a Waters Acquity UPLC system, employing a C4 (BEH300) 2.1 mm × 50 mm column for intact protein analyses, and a C18 (BEH130) 2.1 mm × 100 mm column for peptide measurements. Elution was carried out using a water/acetonitrile gradient with 0.1% formic acid at 100 µL min\(^{-1}\). Tryptic digestion of aMb resulted in 12 detectable peptides. Peptide numbering and sequence range are as follows: T1(1-16), T2(17-31), T3(32-42), T7(51-56), T8(57-62), T10(64-77), T13(80-96), T16(103-118), T17(119-133), T18(134-139), T19(140-145), T21(148-153) (Chapter 2), for a sequence coverage of ~90%. MS/MS revealed 39 oxidized residues in unfolded aMb after FPOP, comprising M, W, F,
H, V, I, L, E, P, K, and R as discussed in (Chapter 2). Quantitation of protein oxidation was conducted at the peptide level on the basis of background corrected “fraction unmodified” ($F_u$) values. A detailed description of this procedure has been provided previously (44, 45) (Chapter 2). Briefly, the strategy relies on intensity measurements of unoxidized peptides relative to a bradykinin internal standard. By focusing on the signals of unoxidized species, the method avoids complications associated with the detection of heterogeneous oxidation products and differential ionization efficiencies. 5 µM bradykinin was spiked into each sample prior to LC-MS. The normalized oxidation level ($NOL$) of each peptide was determined as a function of folding time $t$ according to

$$NOL(t) = \frac{\ln F_u(t) - \ln F_u(\text{native aMb})}{\ln F_u(0) - \ln F_u(\text{native aMb})}$$

By using acid-unfolded ($t = 0$) and native aMb as reference points, Equation 3.2 ensures that $NOL$ values fall between zero and unity. $NOL = 1$ reflects the case where a peptide has the same average solvent accessibility as in the acid-unfolded state. Conversely, $NOL = 0$ applies to peptides that exhibit the same accessibility as in native aMb. The logarithmic normalization used in Equation 3.2 ensures that differences in intrinsic reactivity of the various peptides cancel out, such the $NOL$s of different protein segments are directly comparable (44). Equation 3.2 can also be used to quantify conformational changes at the intact protein level. All $NOL$s represent an average of three independent measurements. Error bars correspond to standard deviations.

### 3.3 Results and Discussion

Changes in solvent accessibility during aMb refolding were probed by exposing the protein to FPOP at various time points following a pH jump. We monitored reaction
times between 0.2 ms and 6 ms using the laminar flow mixer of Figure 3.1. Conventional mixing and manual techniques were employed for longer reaction times, as outlined in the Section 3.2.

3.3.1 Global Solvent Accessibility Changes

Prior to discussing spatially-resolved data, it is instructive to consider solvent accessibility changes at the intact protein level. FPOP of acid-denatured aMb yields a mass distribution that exhibits a series of satellite peaks (Figure 3.3A, $t = 0$). The 16 Da spacing of these signals reflects side chain oxygen incorporation (36). The prevalence of these modifications reflects the high solvent accessibility of the acid-denatured state (Chapter 2). A significant change in the mass envelope is observable after 0.2 ms (Figure 3.3B). Labeling progressively decreases with increasing folding time, and after 100 ms (Figure 3.3C) the protein shows only slightly more oxidation than in the native state (Figure 3.2D, $t = 5$ min).

For expressing changes in global solvent accessibility in a quantitative fashion, Equation 3.2 was applied to the intact protein data. The $NOL$ profile obtained in this way (Figure 3.4A) drops to 0.75 within 0.8 ms, confirming the formation of partially protected elements on the submillisecond time scale. A further decrease to $NOL = 0.16$ has taken place after 100 ms, which indicates that most of the $U \rightarrow N$ conformational changes are complete by this time. This ~100 ms time scale is consistent with the results of CD and SAXS experiments (30).
Figure 3.3 Deconvoluted mass distribution obtained by exposing aMb to FPOP at different time points during folding: (A) acid denatured ($t = 0$); (B) 0.2 ms; (C) 0.1 s; and (D) 5 min. Numbers in (A) indicate how many oxygens (+16 Da adducts) were incorporated into protein side chains.
Figure 3.4 Normalized oxidation level (NOL) of (A) the intact protein, and (B-D) individual segments (tryptic peptides T1, T2,...) at different folding times. Peptide data were separated to prevent cluttering. The time axis has a log scale, where “0” corresponds to the denatured state.
3.3.2 Solvent Accessibility of Individual Protein Segments

For examining the folding mechanism in a spatially-resolved fashion the aMb samples were proteolyzed after FPOP. The \( NOL \) approach used here quantifies the average solvent accessibility at the level of individual peptides (Chapter 2). T1, T2, T16, T17, and T18 gain significant protection early on, and have dropped to \( NOL < 0.5 \) after only 6 ms (Figure 3.4B). Other segments (T3, T13, T19, and T21, Figure 3.4D) exhibit slower kinetics and do not reach the \( NOL = 0.5 \) mark until ~1 s after the onset of folding. The remaining peptides (T7, T8, and T10, Figure 3.4C) exhibit a behavior in-between the two cases. Among these, T10 stands out in that it gets protected more rapidly than the other segments.

Using a five-level color code, the measured \( NOLs \) were mapped onto the crystal structure of hMb to facilitate a structural interpretation of the FPOP data (Figure 3.5). Segments exhibiting a solvent accessibility close to that in unfolded aMb (1 > \( NOL > 0.8 \)) are highlighted in red, whereas native-like solvent accessibilities (0.2 > \( NOL > 0 \)) are colored blue. The normalization scheme dictates that U (Figure 3.5A) and N (Figure 3.5H) appear entirely red and blue, respectively.

3.3.3 Submillisecond Events

The 0.2 ms time point reveals significantly reduced solvent accessibility in helices A and G (yellow, Figure 3.5B). This suggests docking of the two helices as one of the first folding steps, consistent with early N/C-terminal coupling seen for other proteins (61). Formation of such sequence-remote contacts reduces the \( \phi \psi \) space available to the chain, thereby accelerating the conformational search towards the native state (62). X-ray data
imply that this docking in aMb is mediated by hydrophobic side chain interactions involving I111, V114, L115 (helix G), and V13, W14, V17 (helix A) (63). Weak protection at 0.2 ms is also seen for helix E and for part of H (orange in Figure 3.5B). All other segments still remain fully accessible (red). The observation of these early events is consistent with recent aMb fluorescence data that were interpreted in terms of collapse and docking (16). The structural changes seen in Figure 3.5B evidently do not affect the entire protein. Hence, our data do not support the view (24) that the first folding step is a nonspecific overall collapse that produces an unstructured globule.

![Figure 3.5](image)

Figure 3.5 Structural changes during aMb folding as measured by FPOP. NOL data (from Figure 3.4) were mapped onto the crystal structure of native hMb (pdb code 1WLA) (63) using a five-level color code. Regions for which no structural data are available appear in gray.

The initial A(E)G(H) conformation seen in Figure 3.5B is somewhat different from the submillisecond AGH structure deduced from HDX data (9). FPOP reveals
partial protection in helix E after 0.2 ms, whereas HDX shows only marginal early stabilization of this segment (9, 55). This behavior illustrates the complementary nature of FPOP and HDX, i.e., the ability to monitor side chain solvent accessibility and backbone hydrogen bonding, respectively (64). The involvement of helix E in the initial stages of aMb folding had been proposed on the basis of mutational (65) and spectroscopic (30) experiments, and the observations of this work lend support to this scenario. In light of existing HDX data (9) it can be concluded that partial clustering and docking of the helix E side chains precedes the formation of backbone hydrogen bonds in this segment, reminiscent of reports for other proteins (22, 24, 66). Helix B starts to show protection at a slightly later stage (orange, Figure 3.5C). After 0.8 ms FPOP reveals the presence of a fairly well developed ABEGH structure, where A and G have reached significant protection with NOLs around 0.3 (green in Figure 3.5D).

It is a long-standing question whether submillisecond structure formation is primarily driven by hydrophobic side chain interactions or backbone hydrogen bonding (22-25). FPOP is uniquely positioned to address this issue. Hydrophobic residues are characterized by positive Kyte/Doolittle scores, whereas hydrophilic elements sites exhibit negative values (Figure 3.6). A hydrophobically-driven scenario will show early protection from ·OH attack for nonpolar residues. We will focus on t = 0.8 ms, because this time point represents the culmination of the preceding submillisecond events. Figure 3.7 shows a plot of NOL vs. hydrophobicity for t = 0.8 ms. There is an obvious trend for the points in Figure 3.7 to segregate into two groups; bottom right (hydrophobic & protected) and top left (hydrophilic & solvent accessible). In other words, there is a clear tendency where submillisecond structure formation is promoted by
hydrophobic side chains. Conversely, hydrophilic regions tend to be excluded from early folding events.

Figure 3.6 (A) Kyte/Doolittle hydrophobicity plot of aMb generated by ExPASy (expasy.org/protscale). A window size of 7 and a triangular weight variation model was applied. (B) Average Kyte/Doolittle hydrophobicity of the 12 aMb tryptic peptides. Positive values represent hydrophobic segments, negative values correspond to hydrophilic regions. The coloring reflects NOLs for a folding time of 0.8 ms (from Figure 3.4D).

T1 and T17 are apparent outliers to the observed trend (Figure 3.7, open symbols). Despite its low average hydrophobicity, T1 contains several nonpolar residues (Figure 3.6). It seems likely that the early behavior of T1 is governed by these hydrophobic sites. Specifically, docking of T1 (helix A) against T16 (helix G) is mediated by sequence-remote nonpolar contacts, as discussed in detail above. A somewhat different scenario applies to T17 (GH loop and half of helix H). T17 is situated
between two segments that are hydrophobic, and that show pronounced early protection
(T16 and T18, Figure 3.6). The T16-T18 region comprises much of the G-turn-H motif,
which is stabilized by nonpolar contacts between L103, I111, L115, F123, M131, L135,
and F138 (63, 68). Only two of these residues (F123 and M131) are part of T17, but it
appears that their participation in the helix-turn-helix motif is sufficient to induce early
stabilization of T17.

In summary, our data imply that submillisecond events during aMb folding are
driven primarily by the formation of local and sequence-remote hydrophobic side chain
contacts. The alternative, i.e., a scenario driven by backbone hydrogen bonding would
not be expected to show a correlation between early protection and hydrophobicity. The
undeniable presence of such a correlation (Figure 3.7) is the hallmark of a folding
mechanism that is based on hydrophobicity. This view is consistent with recent HDX
work where hydrogen bonding was interpreted as a consequence, rather than the cause, of
hydrophobic contact formation (9). Our conclusions are further corroborated by
experiments on isolated aMb fragments, none of which show a strong tendency to
independently form helices (with possible exception of H) (68).
Figure 3.7 Plot of NOL vs. average Kyte/Doolittle hydrophobicity score for the aMb segments at \( t = 0.8 \) ms. The two ellipsoids highlight the trend of the data points to cluster into two groups. The behavior of T1 and T17 (open symbols) is discussed in the text.

3.3.4 Folding Events Beyond 1 ms

After 6 ms helix G exhibits a native-like solvent accessibility (blue, Figure 3.5E). G is framed by A, B, and H, all of which show significant protection as well, albeit at a somewhat lower level (green). Figure 3.5E also reveals the onset of structure formation for D (yellow) and F (orange). This \( t = 6 \) ms labeling behavior is remarkably similar to that observed in a recent equilibrium FPOP study at pH 4 (Chapter 2), consistent with the view that the pH 4 molten globule of aMb resembles a kinetic intermediate.(9, 52, 53)

The time-dependent changes in solvent accessibility seen in Figure 3.5E-H clearly highlight the role of helix G as central nucleus that promotes structure formation of adjacent regions. As noted, G is the first to reach native-like protection (\( t = 6 \) ms, Figure 3.5E). After 0.1 s helices A and H are packed against G, with native NOLs for
almost the entire AGH cluster (blue, Figure 3.5 F). At \( t = 1 \) s native packing interactions have spread to B, C, and E (blue, Figure 3.5G). The last elements that still show small deviations from the native aMb structure after 1 s are parts of helices D and F, as well as the terminus of H (green). This stepwise structural consolidation, evident from the accumulation of “blue” adjacent elements in Figure 3.5E-H, is reminiscent of nucleation processes reported for a range of other proteins (69).

3.4 Conclusions

Early stopped-flow investigations revealed the presence of a burst-phase during folding of many proteins, corresponding to early conformational changes that were beyond the millisecond time resolution of the experiment (53). The subsequent development of improved mixing technology and laser-based triggering allowed the kinetics of these submillisecond events to be resolved by monitoring changes in spectroscopic signatures (11-21). For many of those studies, however, the exact structural nature of the initial folding events remained open to interpretation due to the global nature of the spectroscopic probes used.

The current work demonstrates that the combination of FPOP and laminar flow mixing provides detailed structural insights all the way down to the submillisecond range. By monitoring time-dependent changes in solvent accessibility it is possible to track which regions of a protein fold first, and how the native structure assembles in a stepwise fashion. The level of structural detail provided in this way significantly exceeds the information obtainable by traditional spectroscopy. The use of different modes of mixing can extend the time range accessible to FPOP as far as required for the protein under
investigation. In the present case, the earliest and the latest time points studied encompass six orders of magnitude. Clearly, the highest impact of FPOP will be in the submillisecond range which has thus far suffered from a scarcity of detailed structural data. A particularly exciting prospect is a side-by-side comparison of FPOP data with computer simulations that have recently begun to overlap with the time range that is now accessible to experimental investigations (70).

Our kinetic analyses were restricted to structural mapping at the peptide level, using a procedure that addresses the different intrinsic reactivities of oxidation sites (44). The development of improved MS/MS and data analysis strategies may allow an extension towards the single amino acid level. First steps in this direction have recently been described (71).

The aMb data of this work reveal a clear trend, where submillisecond folding events are driven by hydrophobic side chain interactions. Instead of causing a nonspecific collapse as sometimes suggested, the docking of nonpolar residues follows a well organized sequence – akin to a three-dimensional jigsaw puzzle that gradually proceeds towards the native state. Earlier HDX investigations inferred the formation of side chain contacts on the basis of backbone hydrogen bonding (9), whereas FPOP directly reports on side chain solvent accessibilities. In future experiments it will be interesting to see if other proteins exhibit submillisecond events resembling those seen here for aMb. Laser-activated labeling probes other than ·OH might provide an additional dimension to those studies (72).
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Chapter 4: Partially Disordered Proteins Studied by Ion Mobility-Mass Spectrometry: Implications for the Preservation of Solution Phase Structure in the Gas Phase

4.1 Introduction

Electrospray ionization (ESI) mass spectrometry (MS) (1) plays a key role for investigating the structure and dynamics of proteins (2-6). Although ESI-MS involves the detection of analyte ions in the gas phase, most studies employing this technique aim to characterize the behavior of proteins in solution. Depending on the experimental design, this phase transition can have implications for the results obtained. The issue is not of great concern for studies that simply require a mass readout following solution phase covalent modifications, such as backbone H/D exchange (4), side chain labeling (5), or cross-linking (6).

The situation is more intricate for experiments that rely on the preservation of structure and noncovalent interactions in the gas phase. Ion mobility (IM) MS represents an example of this second type of ESI-MS-based experiment (7-9). In IM-MS, electrosprayed ions are passed through a buffer gas under the influence of a weak electric field. The drift time $t_d$ of analyte ions depends on $\Omega/z$, where $z$ is the charge state and $\Omega$ is the rotationally averaged collision cross section (CCS). The latter represents a measure of analyte size (7, 10, 11). Unfolded protein ions have larger $\Omega$ values than tightly folded conformers, such that IM-MS provides structural information on gaseous biomolecular systems (10, 11). In recent years, IM-MS has found widespread use due to the availability...
of commercial time-of-flight systems that allow IM separations via travelling-wave ion
guides (TWIGs) (12, 13).

The question to what extent gaseous protein ions retain memory of their solution
phase structures remains controversial (14). Native globular proteins in aqueous solution
possess a hydrophobic core that is shielded from the solvent. Hydrophilic side chains on
the surface are solvated by water (15). ESI causes desolvation as well as major changes in
the protonation state of titratable groups (16, 17). It has been proposed that “inside out”
conformations represent the most stable gaseous state, characterized by a hydrophilic
core and a hydrophobic exterior (18-20). Some investigations support the occurrence of
major structural changes upon transfer into the gas phase (21-25), while others suggest
that proteins survive the ESI process largely unharmed (26-28). Evidence for the
retention of native-like solution phase structures comes from the observation that specific
protein-protein (29-32) and protein-ligand interactions (30, 33) can be preserved in the
gas phase. In several cases it was demonstrated that the CCSs of gaseous protein
complexes are consistent with solution phase conformations (34, 35). However, there are
also examples of systems where solution phase interactions are lost during ESI (36, 37).

The picture emerging from these findings seems to be that desolvated
biomolecular ions can get trapped in local free energy minima. Under optimized
conditions these metastable states can retain aspects of their native solution phase
structure, at least on the millisecond time scale of IM-MS experiments (14, 26, 38, 39).
Extended ion storage, collisional activation, and gas phase proton transfer promote the
loss of solution phase memory (24, 40, 41).
The preceding considerations focused on proteins that adopt a compact folded structure in solution prior to ESI. In addition, there is growing interest in the characterization of partially disordered solution phase species (42-47). Such conformers can be populated by exposing proteins to mildly acidic pH and/or organic cosolvents (43, 44). Non-native proteins play a key role as folding intermediates (48), and as precursors of cytotoxic aggregates (49). Many proteins that participate in cellular regulation processes are intrinsically disordered (50). The biophysical characterization of all these partially disordered species by traditional analytical methods remains difficult (51).

Considering the widespread use of IM-MS for investigating native proteins and protein complexes, it is important to delineate whether this technique is an equally powerful tool for the characterization of partially disordered conformers (26, 45-47).

Several challenges can be envisioned when studying partially disordered proteins in the gas phase. (1) The relatively low number of intramolecular contacts (50) suggests a high vulnerability to structural changes upon transfer into the gas phase. (2) The extensive structural heterogeneity complicates comparisons of solution phase and gas phase structures. (3) Ions generated from partially disordered chains tend to have higher ESI protonation states than those generated from tightly folded conformers (52, 53). Coulombic repulsion in these highly charged ions favors the transition to elongated conformations, thereby possibly disrupting residual native-like elements (7, 26, 41, 54). (4) Repulsive charge-charge interactions notwithstanding, it has been reported that some disordered polypeptide chains can collapse into compact structures after ESI (55).

On the basis of the above considerations it seems uncertain whether IM-MS of partially disordered proteins can provide structural information that is relevant in a solution phase...
context. The current work examines this issue using myoglobin (Mb) as model system. Mb is uniquely suited for these investigations, because its solution conformation can be manipulated in a highly controlled fashion. The stepwise unfolding of Mb has been studied by NMR spectroscopy (56, 57), H-exchange (58, 59), and covalent labeling (Chapter 2). Native holo-Mb (hMb) at pH 7 binds a heme group and adopts a globular structure that comprises 8 α-helices A-H (60). Extraction of heme from the protein yields apo-myoglobin (aMb). The structures of hMb and aMb at pH 7 are similar, with exception of helix F which is partially unfolded in aMb (56, 58). At pH 4 aMb adopts a highly dynamic structure, with a partially intact A[B]GH core (56, 59)(Chapter 2). Acid-denatured aMb at pH 2 is extensively unfolded, although regions A and H retain limited transient helicity (57). Radii of gyration ($R_g$) of the four Mb conformers have been reported as 18, 19, 23, and 30 Å (56). Mb has previously been examined by IM-MS (41, 54, 61, 62), but it remains unexplored how CCSs change along the hMb$_{\text{pH 7}}$ → aMb$_{\text{pH 7}}$ → aMb$_{\text{pH 4}}$ → aMb$_{\text{pH 2}}$ unfolding pathway.

Our results support the view that native hMb retains a native-like structure after transfer into the gas phase. In contrast, the partially disordered species examined here (aMb at pH 7 and pH 4) generate gaseous ions with CCSs quite similar to those of the unfolded state. Some ESI charge states exhibit solution phase-dependent CCSs, but overall there is no clear relationship between the degree of unfolding in solution an in the gas phase. Our data instead reveal that partially disordered conformers undergo various Coulombically driven structural changes during and/or after the ESI process. We discuss how the observed phenomena can be linked to the ESI mechanisms that are thought to be operative for native and non-native proteins.
4.2 Experimental Section

4.2.1 Materials and Sample Preparation

Equine skeletal muscle ferri-hMb, horse heart cytochrome c (cyt c), formic acid, sodium iodide, and ammonium acetate were purchased from Sigma (St. Louis, MO). HPLC-grade glacial acetic acid and LC-MS grade water were obtained from Fisher Scientific (Nepean, Ontario, Canada). aMb was generated by 2-butanone extraction (63). Protein samples were treated as described (Chapter 2), except that ammonium acetate was used instead of phosphate buffer. All other chemicals were used as received. Optical absorption coefficients of $\varepsilon_{409} = 188,000 \text{ M}^{-1} \text{ cm}^{-1}$ for hMb and $\varepsilon_{280} = 13,980 \text{ M}^{-1} \text{ cm}^{-1}$ for aMb were used for concentration measurements (64). pH values were adjusted with formic acid, and measured using a Fisher AB-15 pH meter. Circular dichroism (CD) spectra were recorded on a Jasco J-810 spectropolarimeter (Easton, MD), using solutions identical to those employed for MS. Experimental CD data were converted to mean residue ellipticity $[\theta]$ (65).

4.2.2 Ion Mobility-Mass Spectrometry

All experiments were conducted on a Synapt HDMS instrument (Waters, Milford, MA) equipped with a LockSpray dual ESI source. Protein solutions were infused at a flow rate of 5 µL min$^{-1}$ using a syringe pump. The protein concentration was 10 µM. All samples contained 10 mM ammonium acetate adjusted to pH 7.0, 4.0 or 2.0. The capillary voltage was maintained at +2.8 kV, generating multiply protonated intact protein ions. IMS and transfer TWIG wave velocities were set to 300 m s$^{-1}$ and 247 m s$^{-1}$, respectively. The IMS
wave height (5 V) was set to maximize the number of bins used, while the transfer wave height was held at 4 V. The source and the trap wave heights were controlled automatically. The backing pressure was adjusted to 6.5 mbar by throttling a SpeediValve on the scroll pump. The trap and transfer TWIGs (2.9 × 10⁻² mbar) were purged with Ar. The IMS cell was filled with 0.3 mbar N₂.

Ion activation during and after ESI promotes the loss of solution structure (62, 66). The experiments were therefore conducted by employing the most gentle conditions possible, although this greatly compromised the intensity of the measured signals. Heating of the source assembly was switched off (25 °C), and the desolvation gas temperature was kept at its minimum value of 40 °C. DC voltages that control the extent of collisional activation include those on the sampling and extraction cones, the trap collision energy, and the trap bias (61). Tuning of these and all other instrument parameters was performed using cyt c at pH 3 as benchmark analyte (67). All voltages were lowered to ensure that the ion signals shifted to the shortest possible drift times, corresponding to the most compact gas phase structures. The optimized IMS parameters were as follows: sampling cone 10 V, extraction cone 1 V, trap collision energy 5 V, transfer collision energy 4 V, trap entrance 0 V, trap bias 11 V, IMS entrance 10 V, IMS exit 0 V, transfer entrance 1 V, transfer exit 1 V. The effects of key DC voltages on the IMS behavior of cyt c 10+ ions are illustrated in Figure 4.1. The conversion of experimental IMS drift time distributions to CCSs was performed using the procedure outlined in ref (61), employing a calibrant mixture of Mb, cyt c and ubiquitin in 49% water, 49% methanol and 2% acetic acid. Acquisition of calibration data was performed using the same gentle IMS parameters as for the actual experiments (68).
calibration plot obtained for the three reference proteins showed excellent linearity \( r^2 = 0.9985 \). All measurements, including the acquisition of calibration data sets, were carried out in triplicate. Error bars represent standard deviations.

Figure 4.1 IMS drift time data acquired for of the 10+ charge state of cyt c at pH 3. This data set illustrates the optimization of cone voltage (left panel), trap collision energy (middle panel), and trap DC bias (right panel). While altering these parameters all other settings were left at the values summarized in the Experimental section of the main text. The optimized cone voltage, trap collision energy, and trap DC bias (underlined in each panel) used for subsequent experiments were chosen based on the value that provides the shortest possible drift time while maintaining acceptable signal intensity. The data were fitted globally using three Gaussians in Microsoft Excel (dotted lines). Dashed lines in each panel indicate the drift time of the most compact conformer.
4.2.3 Modeling

CCSs of theoretical model structures were calculated using the exact hard sphere scattering model implemented in MOBCAL (69, 70). PDB file 1WLA (71) was used to represent the native structure of hMb. Hydrogens were added (9) to this crystal structure using PyMol (Schrödinger, New York, NY), and water molecules were removed. As in previous work (41), we considered a linear “string” conformation with all backbone Φ and Ψ angles set to 180° to represent a fully extended protein conformation, with Pro residues substituted for Ala. Random coil calculations were based on 1000 protein conformations generated by picking each of the Φ and Ψ angles at random, subject to an algorithm that suppresses atom-atom collisions. These random conformers were produced using an in-house program. Visualization of protein structures was performed using PyMol.

4.3 Results and Discussion

4.3.1 Mb Unfolding in Solution Monitored by Optical Spectroscopy

CD spectra confirm the breakdown of protein structure along the hMb_{pH 7} → aMb_{pH 7} → aMb_{pH 4} → aMb_{pH 2} unfolding pathway in solution (Figure 4.2). hMb at pH 7 shows a global minimum at 222 nm, reflecting the highly helical secondary structure of the native state (72). Heme removal at pH 7 only results in relatively minor spectral changes. A significant loss of aMb secondary structure is observed when lowering the pH to 4. At pH 2 the aMb spectrum exhibits a minimum around 200 nm, as expected for a random coil-like conformation (72). The stepwise Mb unfolding process in solution seen under the
conditions of this work is consistent with the results of earlier investigations (56-59) (Chapter 2).

![Figure 4.2 Far-UV CD spectra](image)

Figure 4.2 Far-UV CD spectra, reflecting the solution phase secondary structural changes along the \( \text{hMb}_{\text{pH 7}} \rightarrow \text{aMb}_{\text{pH 7}} \rightarrow \text{aMb}_{\text{pH 4}} \rightarrow \text{aMb}_{\text{pH 2}} \) unfolding pathway. Spectra were acquired as indicated in the main text.

4.3.2 Mb Unfolding Probed Via ESI Charge State Distributions

ESI-MS has been used previously for monitoring the acid-induced unfolding of Mb (73, 74), but it is helpful to show spectra acquired under the conditions used here to facilitate the discussion of subsequent IM-MS data. Native hMb shows a narrow series of ions that is dominated by a 9+ peak, along with low intensity 8+ and 10+ signals (Figure 4.3A). All of the ions observed in this spectrum retain their heme group, reflecting the fact that collisional activation is minimal for the conditions used here (54). The spectrum of aMb acquired at pH 7 remains dominated by the 9+ charge state, but it exhibits a bimodal
distribution with a group of less intense ions centered at 16+ that indicate the onset of unfolding (Figure 4.3B). The absence of heme is evident from peak shifts relative to Figure 4.3A. For the bimodal distribution observed at pH 4 both groups of signals have roughly the same intensity, and the maximum of the low charge states has shifted to 11+ (Figure 4.3C). At pH 2 aMb exhibits a broad distribution of highly charged ions, centered around 19+ (Figure 4.3D). Overall, the data of Figure 4.3 illustrate the well-known effect that unfolding of a protein in solution dramatically enhances the extent of protonation during ESI, along with a significant broadening of the charge state distribution (52, 53).
Figure 4.3 ESI mass spectra acquired for (A) hMb at pH 7, pink; (B) aMb at pH 7, black; (C) aMb at pH 4, blue; and (D) aMb at pH 2, red. The same color scheme is used to indicate solution conditions in the subsequent figures. Charge states of selected ions are indicated.

4.3.3 Ion Mobility Results

An overview of the CCS distributions measured for hMb and aMb under the different solution conditions is provided in Figure 4.4. The CCSs increase with increasing ESI protonation state, reaching from ~1900 Å² for 8+ ions all the way to more than 4000 Å².
for aMb$^{2+}$. This range is consistent with earlier observations (41, 61). Charge states 8+ and 9+ show CCS distributions that are unimodal, whereas those in the 10+ to 16+ range are multimodal. The latter can be modeled using two or three Gaussian bands (dotted lines in Figure 4.4). Charge states beyond 16+ have unimodal CCS distributions.

The multimodal nature seen for some of the charge states in Figure 4.5 indicates the presence of co-existing gas phase conformers (7-9). Some of the subsequent considerations can be simplified by using a single parameter to describe the overall IMS behavior of each ionic species. For this purpose average CCSs were calculated according to

$$
<\Omega> = \frac{\int I(\Omega) \Omega d\Omega}{\int I(\Omega) d\Omega}
$$

where $I(\Omega)$ is the intensity profile (Figure 4.4) of each given CCS distribution. From Figure 4.5A it is seen that $<\Omega>$ increases monotonically with $z$ in an almost linear fashion. Differences between the four data sets are therefore seen more clearly after dividing each $<\Omega>$ value by its corresponding charge state $z$ (Figure 4.5B).
Figure 4.4 CCS distributions measured for ions generated by electrospraying hMb at pH 7 (pink), aMb at pH 7 (black), aMb at pH 4, and aMb at pH 2 (red). The different panels refer to different charge states, as indicated in the Figure. Dotted lines are the result of Gaussian decomposition. Vertical dashed lines indicate the average CCSs calculated for native hMb and for a random coil ensemble as described for Figure 4.6.
Figure 4.5 (A) Average CCS $<\Omega>$ of ions generated by electrospraying hMb, and aMb at different pH. These data were generated by applying Equation 4.1 to the CCS data of Figure 4.4. (B) The same data set as in panel A, but after division of $<\Omega>$ values by the corresponding charge state $z$. Lines labeled “native” and “random coil” correspond to those of Figure 4.4 and Figure 4.6.
4.3.4 Collision Cross Sections of Model Structures

Before discussing the experimental IM-MS data it is instructive to consider MOBCAL-generated (69, 70) CCSs of a few model structures (Figure 4.6). The native state of hMb has a calculated CCS of 1761 Å². A maximally extended “string” conformation is characterized by $\Omega = 5081$ Å², consistent with previously published data (41). Unfortunately, there is no X-ray structure for aMb. When analyzing the native Mb conformation without heme (and without any protein structural changes) a CCS of $1760$ Å² is found, i.e., virtually the same as for intact hMb. As noted earlier, the actual aMb solution conformation at pH 7 is somewhat more expanded than native hMb (56). For approximating the denatured solution structure of aMb at pH 2 we use a random coil model (Figure 4.6) (57). Sampling of 1000 random coil conformers results in a bell-shaped CCS distribution ranging from 2350 Å² to 3650 Å², with $<\Omega> = 2980$ Å².

It is emphasized that the structures displayed in Figure 4.6 are only meant to serve as reference points; no claims are made that they correspond to the experimentally observed gas phase conformers. In addition, recent work related to drag enhancement and other factors implies considerable uncertainties (up to 40%) for existing $t_d - \Omega$ conversion methods (75-77). At the current stage of development, therefore, it seems prudent to conduct comparisons between measured and calculated CCSs only in a semi-quantitative fashion.
4.3.5 Effects of Solution Phase Structure on Gas Phase Conformation

The key question explored here is to what extent IM-MS analyses of partially disordered proteins can provide insights into solution phase structural properties. The pH 7 and pH 4 states of aMb represent partially disordered solution species, whereas native hMb (pH 7) and unfolded aMb (pH 2) serve as benchmarks (51, 56, 57, 59) (Chapter 2). We will discuss this question on the basis of Figure 4.4 and Figure 4.5, making reference to the MOBCAL results of Figure 4.6.
4.3.5.1 Low Charge States (8+ to 10+)

hMb ions formed at pH 7 exhibit CCSs that are slightly (~13%) larger than expected for the native conformation, consistent with the behavior seen for some other proteins (24, 78). These relatively compact CCSs, and the fact that the heme-protein complex remains intact (Figure 4.3), suggest that gaseous hMb retains a structure close to the native solution conformation (34, 35). ESI of these tightly folded conformers is believed to proceed via the charged residue mechanism (CRM), where the protein remains surrounded by a water droplet until it is liberated by solvent evaporation to dryness. Evaporative cooling and dielectric stabilization ensure that the CRM is a gentle process that promotes the preservation of native protein structure (16, 17, 79).

The situation is less clear for aMb\textsuperscript{8+} to aMb\textsuperscript{10+}. The CCSs of these ions show no dependence on the solution environment, and all of them are smaller than the corresponding hMb species (Figure 4.4, Figure 4.5). For aMb at pH 7 the latter effect may arise from collapse of the empty cofactor binding pocket, as suggested for other systems with internal cavities (75, 80). However, it is quite surprising that equally compact gaseous aMb ions are seen for the pH 2 sample. We cannot exclude the possibility that the unfolded pH 2 ensemble in solution extends to very compact species (26, 45), but the random coil modeling of Figure 4.6 argues against this scenario. It is more likely that low charge aMb ions generated at pH 2 reflect a sub-population of unfolded chains that underwent gas phase collapse, similar to other disordered proteins (55). Such a collapse will be favored by the low charge of the ions considered here. While most unfolded chains become highly protonated during ESI (52, 53), a certain
fraction may originate from droplets well below the Rayleigh limit, resulting in a below-average ionic charge (17). We propose that this scenario applies to aMb$^{8+}$ to aMb$^{10+}$ ions generated at pH 2. Overall, the data discussed here suggest that highly compact gas phase conformers do not necessarily correspond to native-like structures.

4.3.5.2 High Charge States (17+ and beyond)

The CCS distributions measured for highly charged aMb ions generated from pH 7, 4, and 2 are unimodal, without any discernible dependence on the solution phase conformation. The lack of solution phase memory for these species is attributed to the strong Coulombic repulsion that favors the formation of extended structures in the gas phase (7, 26, 41, 54). The ESI process for these highly charged ions likely proceeds via the chain ejection mechanism (CEM), where an unfolded polypeptide chain gets expelled from the droplet surface (17, 81). Both the droplet and the emerging chain are highly charged. Therefore, the electrostatic “stretching force” experienced by the protein is highest during the ejection process, and it diminishes somewhat after separation from the droplet (17, 82). Clearly, this stretching is detrimental to the survival of solution phase structure, consistent with the fact that highly charged aMb ions generated at pH 7, 4, and 2 share the same CCSs for any given charge state (Figure 4.4 and Figure 4.5). Electrostatic stretching is evident from the fact that, for example, aMb$^{24+}$ exhibits a CCS around 4100 Å$^2$ which is within ~20% of the fully extended string conformation (Figure 4.6).
4.3.5.3 Intermediate Charge States (11+ to 16+)

As discussed, the CRM generates ions in low charge states and favors the retention of solution structure. Conversely, the CEM tends to generate high charge states that disrupt residual solution structure via electrostatic stretching. Intermediate charge states represent a regime in-between these two scenarios. Intriguingly, aMb^{11+} to aMb^{16+} exhibit multimodal CCS distributions (Figure 4.4). Are the more compact conformers of these distributions remnants of the solution structure? It cannot be excluded that for some of the pH 7 and pH 4 ions this is indeed the case. Importantly, however, each of the intermediate charge states in Figure 4.4 exhibits quite similar compact conformers for all solution conditions, including pH 2 where aMb is extensively unfolded in solution (56-59) (Chapter 2). Thus, a clear link between low CCS sub-populations and solution phase structural elements cannot be established. Instead, we propose that the multimodal CCS distributions comprise conformers that experienced some structural relaxation after CEM-induced stretching. The occurrence of such relaxation processes is in line with previous studies (14). Electrostatic repulsion suppresses relaxation events for higher charge states, which is why multimodal distributions are not observed for aMb^{17+} and beyond.

The preceding considerations notwithstanding, there are some differences between the aMb^{11+} to aMb^{16+} CCS distributions generated at different pH (Figure 4.4, 4.5). Qualitatively similar effects have been reported for ubiquitin (45, 78). The behavior of aMb^{11+} in our data is particularly noteworthy, since ions generated at pH 2 are more expanded than those produced at pH 4 and pH 7. When viewing this charge state in isolation it is tempting to suggest a direct correlation between solution and gas phase
structure (45). Yet, a balanced analysis has to consider the entire data set. The trend seen for 11+ is not reproduced by any other charge state. For example, the \( \langle \Omega \rangle \) values for 13+ are in the order pH 7 > pH 2 > pH 4 (Figure 4.5), which is incompatible with the solution phase properties of aMb. We conclude that the outcome of gas phase relaxation processes (see previous paragraph) can be somewhat affected by the solution phase history of the analyte, thus accounting for the pH-dependent effects seen for aMb\(^{11+}\) to aMb\(^{16+}\) (Figure 4.5B). The \( \Omega \) values resulting from these processes, however, are difficult to predict. Only some charge states yield a CCS progression that parallels the degree of unfolding in solution.

4.3.6 Intensity-Weighted CCS Distributions

One aspect that has not been considered in our discussion thus far is the fact that the various CCSs of Figure 4.4 and Figure 4.5 are associated with vastly different ion intensities. An alternative view of the ion behavior can thus be obtained by displaying each CCS distribution weighted by its corresponding ESI-MS peak intensity from Figure 4.3. The results of this procedure are displayed in Figure 4.7, along with the CCS envelopes that represent the sum of individual charge state profiles for each solution condition. Also included in Figure 4.7 are the average CCSs \( \langle \Omega \rangle_{\text{tot}} \), obtained by applying Equation 4.1 to these intensity-weighted envelope data (the subscript “tot” is used to distinguish these values from the single-charge state data of Figure 4.5, see the caption of Figure 4.7 for details of the procedure used).
Figure 4.7 Overall CCS profiles (bold lines) of hMb at pH 7 (A), aMb at pH 7 (B), aMb at pH 4 (C), and aMb at pH 2 (D). These profiles were obtained by summation of the charge state-resolved data (thin lines). Each of the component profiles was normalized according to

\[ \text{INT}(z) = \int I(\Omega) \ d\Omega, \]

where \( \text{INT}(z) \) is the intensity of the corresponding charge state in the ESI mass spectrum of Figure 4.3. The figure also displays the \( <\Omega>_{\text{tot}} \) value for each of the four conditions, calculated as described in the text.
Displaying the IM-MS data in this intensity-weighted fashion results in dramatic differences for the four solution structures (Figure 4.7). The $<\Omega>$$_{tot}$ values shift in the expected order, from hMb at pH 7 (most compact) to aMb at pH 2 (most expanded). While interesting, this behavior is not surprising because the CCS profiles of individual charge states all exhibit comparable widths (Figure 4.4), such that the envelopes of Figure 4.7 roughly mirror the ESI mass spectrum of Figure 4.3. The progression of $<\Omega>$$_{tot}$ values is thus a manifestation of two well known facts: (1) Unfolded solution conformers generate higher charge states than compact species (52, 53); (2) the compactness of a gas phase protein ion is mainly governed by its charge state via electrostatic repulsion (7, 26, 41, 54).

4.4 Conclusions

The findings of this work support the view that native proteins and biomolecular complexes can retain significant aspects of their solution structure after ESI. IM-MS is a powerful tool for examining the properties of the resulting gaseous species (14, 26, 38, 39). In contrast, our results imply that partially disordered solution conformers undergo significant structural changes, making it difficult to correlate solution and gas phase behavior. Electrosprayed semi-folded proteins in low charge state can undergo collapse (55), while highly charged species tend to undergo electrostatically driven elongation (7, 26, 41, 54). Within the CEM scenario the electrostatic stretching forces experienced by a protein are highest during ejection from the ESI droplet, due to the combined effects of droplet charge and protein charge (17). The electrostatic forces diminish after separation from the droplet, allowing ions in intermediate charge states to relax into more compact
structures that may or may not resemble the solution conformation (14). When judging the relevance of structural trends in the gas phase it is important to ensure that the corresponding phenomena are observed for more than one charge state (45).

We find a close correlation between the degree of unfolding in solution and in the gas phase only when considering CCS data in an intensity-weighted fashion (Figure 4.7). However, this correlation largely reflects the charging behavior of different protein conformers during the ESI process (52, 53), rather than a genuine memory of their solution phase conformations. The structural fate of gaseous protein ions is chiefly governed by their charge (7, 26, 40, 41, 54). Retention of solution structure is favored only for low charge states which, unfortunately, are not the norm when electrospraying semi-unfolded solution conformers. Overall, we feel that the interpretation of IM-MS data for partially disordered proteins requires a cautious approach. We are optimistic that future developments will result in the emergence of more robust strategies for the interrogation of non-native conformers by gas phase methods.
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Chapter 5: H/D Exchange Mass Spectrometry Reveals Friction-Mediated Torsional Stress During F\textsubscript{0}F\textsubscript{1} ATP Synthase Operation

5.1 Introduction

HDX/MS is a highly sensitive approach for examining how proteins respond to external stimuli (1, 2). This technique monitors backbone deuteration kinetics in the presence of D\textsubscript{2}O. Disordered segments exchange more rapidly than those in tightly folded regions. HDX under native conditions is mediated by protein conformational dynamics, i.e., rare excursions to locally unfolded conformers (3).

Bacteria, mitochondria, and chloroplasts share a similar ATP synthase architecture, comprising a membrane-embedded F\textsubscript{0} part and a peripheral F\textsubscript{1} portion (Figure 5.1) (4-7). The Escherichia coli (E. coli) F\textsubscript{0}F\textsubscript{1} system considered here (8) has the rotor composition \( \gamma\varepsilon c_{10} \). The stator comprises the \( \alpha_3\beta_3 \) catalytic head, the \( \delta b_2 \) peripheral stalk, as well as an \( a \) subunit. \( \gamma \) forms the central part of the shaft connecting \( \alpha_3\beta_3 \) with the \( ac_{10} \) proton translocator (7, 9). F\textsubscript{0}F\textsubscript{1} investigations are typically conducted under hydrolysis conditions (4, 10-12), where \( \gamma e c_{10} \) rotation is driven by the \( \beta \) subunits that cycle through their \( \beta_{TP}, \beta_{DP}, \) and \( \beta_{EMPTY} \) states (13). ATP hydrolysis triggers power strokes that involve consecutive interactions of the \( \beta \) “DELSEED” levers with the asymmetric foot of \( \gamma \) in a stepper motor-like fashion (7, 10, 14).
Figure 5.1 Subunit architecture of F$_o$F$_1$ ATP synthase from *E. coli*. Composite model assembled from sub-complex X-ray structures 3OAA, 3J0J, 1C17, and 2WSS. One pair of $\alpha \beta$ subunits facing the observer, as well as ten C-terminal $\varepsilon$ residues, were removed to illustrate how $\gamma$ extends into the $\alpha_3\beta_3$ head.

It is difficult to characterize F$_o$F$_1$ function in a natural membrane environment. Crystallography has been pivotal for deciphering the structures of isolated sub-complexes (9, 13, 15). X-ray methods and cryo-electron microscopy (16) only provide static snapshots, although computer simulations can help interpret such data in a dynamic context (6, 17). With few exceptions (4, 18), past biophysical attempts to interrogate the rotary mechanism have largely focused on isolated F$_1$. Hence, it remains to be established how the F$_o$F$_1$ components work together under conditions where ATP/ADP conversion is
coupled with transmembrane proton transport. General relationships between protein function and dynamics have been discussed in depth for regular enzymes (19-21), but not so much for molecular motors that are fuelled by an external energy source. Here we use HDX/MS to interrogate the conformational dynamics of active FoF1 in *E. coli* membrane vesicles.

### 5.2 Experimental Section

#### 5.2.1 Materials

N-(2-hydroxy-1,1-bis(hydroxymethyl)ethyl)glycine (tricine), adenosine 5'-diphosphate (ADP) sodium salt, adenosine 5'-triphosphate disodium trihydrate salt (ATP), adenosine 5'-(β,γ-imido)triphosphate lithium salt hydrate (AMP-PNP), phospho(enol)pyruvic acid cyclohexylammonium salt (PEP), (ethylenedinitrilo)tetraacetic acid (EDTA), sodium azide (NaN₃), sodium iodide (NaI), magnesium chloride (MgCl₂), potassium chloride (KCl), carbonyl cyanide 4-(trifluoromethoxy)phenylhydrazone (FCCP), valinomycin, rabbit muscle pyruvate kinase, lyophilized porcine pepsin, deuterium oxide (D₂O) and LeuEnk (YGGFL) were obtained from Sigma (St. Louis, MO, USA). Formic acid (FA), acetonitrile (ACN), and water were of LC-MS grade and came from Fisher Scientific (Nepean, Ontario, Canada).

#### 5.2.2 Preparation of inside-out membrane vesicles

*E. coli* strain AN1460, which carries plasmid pAN45 (22) directing moderate constitutive overproduction of wild-type ATP synthase, was grown to stationary phase at 37 °C with vigorous aeration in a salts medium (23) containing 1% glycerol, 0.05% tryptone, and
0.025% yeast extract. After harvesting and washing cells, a 50% suspension was frozen in liquid nitrogen and stored at -80 °C until use. Inside-out membrane vesicles containing ATP synthase were carried using a protocol related to that of Hertzberg and Hinkle (24). All steps carried out on ice or at 4 °C. Thawed cells were stirred for 20 min in 50 mM Tris-HCl, pH 8.0, containing 10 mM MgCl₂ and 1 mM EGTA. After harvesting by centrifugation, they were resuspended in cold MMMKD buffer (10 mM MOPS-KOH, 5 mM MgCl₂, 10% methanol, 100 mM KCl, 1 mM DTT) supplemented with 0.2 mM CaCl₂, 100 μM puromycin, and 0.05 mg/ml ribonuclease A. Cells were broken by one passage through a French pressure cell at 8,000 psi. Lysozyme was added to 0.25 mg/ml and cell debris was removed by centrifugation for 10 min at 27,000×g. The supernatant solution was layered onto a steep sucrose gradient over a pad of 2.5 M sucrose, all in the MMMKD buffer containing 100 μM puromycin, and centrifuged for 2.5 h at 100,000×g in a Ti45 rotor. The turbid areas of the sucrose gradient regions were collected and diluted with MMMKD buffer containing 100 μM puromycin, then layered over sucrose gradients in MMMKD buffer containing steps of 1.2 M, 1.6 M, and 1.8 M sucrose. After centrifugation for 18 h in an SW41 Ti rotor, vesicles in regions from 1.2/1.6 M sucrose boundary to the 1.6/1.8 M sucrose boundary were collected, pooled, diluted with MMMK buffer, and sedimented for 1.5 h at 100,000×g. Pellets were resuspended in a small volume of 10 mM MOPS-KOH, 5 mM MgCl₂, 1 mM DTT, 10% methanol, 250 mM sucrose, pH 7.5, frozen in liquid nitrogen and stored at -80 °C until use.
5.2.3 Functional Enzyme Assays

Membrane-bound ATP synthase activity at 37 °C was determined as described by Cipriano et al. (24). Membrane bound ATPase activity at 22 °C was determined under conditions identical to those of HDX studies, i.e. buffer containing 50 mM Tricine-NaOH, pH 8.0, 50 mM KCl, 4 mM MgCl₂, 0.1 mg/ml pyruvate kinase, 0.5 mM ATP and 60 mM PEP. Membrane protein concentrations in the assay were in the range of 2.6-4.1 mg mL⁻¹. Released phosphate was determined using molybdate reagent (25). The measured ATP turnover numbers were \( k_{cat} = (400 \pm 40) \text{ s}^{-1} \) for both the W and \( W_{FCCP} \) samples.

5.2.4 Hydrogen/Deuterium Exchange

\( F_{o}F_{1} \) ATP synthase was studied under five biochemical conditions. Two conditions under which the enzyme is undergoing catalytic turnover and proton-pumping (i) in the presence of proton motive force (PMF) (W); and (ii) in the absence of PMF (\( W_{FCCP} \)). Two conditions under which the enzyme is either inhibited by (iii) ADP-Mg²⁺ and azide (\( I_{ADP} \)) or (iv) AMP-PNP-Mg²⁺ and \( N_3^- \) (\( I_{AMP-PNP} \)). (v) One condition under which the Mg²⁺ content of the sample is depleted \( I_{Mg2+ depleted} \). The influence of each of these conditions on structure and dynamics was probed using HDX-MS.

Each experiment was comprised of an equilibration step within which the condition of interest (e.g. inhibition) was imposed on \( F_{o}F_{1} \) ATP synthase via a two-fold dilution into a H₂O-based buffer. This was followed by a labeling step comprised of a ten-fold dilution into a D₂O-based solution with identical composition as the equilibrated mixture. The labeling step lasted between 10 seconds to 135 minutes in 90% D₂O at
pH$_{corr}$ 8.0. HDX was quenched by acidifying to pH$_{read}$ 2.4 using 10% (v/v) FA. This was immediately followed by addition of 1 nmol of pepsin. Digestion was allowed to proceed for 1 minute on ice. To remove the aggregates resulting from acidification, the samples were centrifuged for 1 minute at 16100×g at 0 °C in a temperature-controlled Eppendorf 5415-R unit (Hamburg, Germany). LC-MS analysis was performed on the supernatant.

5.2.4.1 The Working Conditions
Experiments on W and $W_{FCCP}$ were conducted in the presence of an ATP-regenerating system to maintain a high ATP:ADP ratio throughout the experimental time window. This system comprised of pyruvate kinase and PEP and ensures catalytic turnover for at least 45 mins by replenishing the hydrolyzed ATP according to:

$$\text{ADP} + \text{PEP} + H^+ \xrightarrow{\text{PyruvateKinase}} \text{ATP} + \text{Pyruvate}$$

Addition of a large amount of ATP is not a viable option because $F_0F_1$ ATP synthase is inhibited by ADP·Mg$^{2+}$ (26). The ATP-regeneration system avoids this issue by removing ADP from the solution. In addition, this system offers the added benefit of balancing the produced and consumed protons in the ATP hydrolysis and replenishment reactions, thereby avoiding pH fluctuations (see Enzyme functional assays for more detail). The solution composition of both working conditions was 50 mM tricine, 50 mM KCl, 60 mM PEP, 1 mg mL$^{-1}$ pyruvate kinase 0.5 mM ATP, and 4 mM MgCl$_2$. In the $W_{FCCP}$ condition PMF was abolished by equilibrating and labeling in the presence of 5 μM FCCP and 10 μM valinomycin. The length of the equilibration step was 1 minute for the W and $W_{FCCP}$ conditions, thereby ensuring that the enzyme is undergoing catalytic turnover at the onset of labeling.
5.2.4.2 The Inhibited Conditions

The solution composition for the \( I_{ADP} \) and \( I_{AMP-PNP} \) conditions was adjusted to mimic that of previous work by Walker and coworkers (26). Both inhibited conditions contained 0.1 mM ADP, 4 mM MgCl\(_2\), and 3 mM NaN\(_3\). The \( I_{ADP} \) condition contained 0.5 mM ATP whereas the \( I_{AMP-PNP} \) conditions contained 0.5 mM AMP-PNP. The length of the equilibration step was 60 minutes for the \( I_{ADP} \), \( I_{AMP-PNP} \), and \( I_{Mg2+\text{ depleted}} \) conditions.

5.2.4.3 The Mg\(^{2+}\)-Depleted Condition

Because F\(_{o}\)F\(_{1}\) ATP synthase requires Mg\(^{2+}\) for nucleotide binding, this condition represents the case where the β catalytic sites are least occupied relative to other conditions. The \( I_{Mg2+\text{ depleted}} \) sample contained 50 mM tricine, 50 mM KCl, 60 mM PEP, and 1 mM EDTA.

5.2.5 Liquid Chromatography-Mass Spectrometry

The peptic peptides in the supernatant were separated using reverse-phase liquid chromatography on a Waters nanoAcquity UPLC system with HDX technology from Waters (Milford, MA, USA) operated at 0 °C. To further minimize back-exchange the system was modified such that the digestion chamber of the instrument is entirely bypassed. The peptides loaded onto a 50 μL loop were trapped on a BEH130 C18 (2.1 mm × 5 mm) VanGuard column at a flow rate of 100 μL min\(^{-1}\) for 1 min. Chromatographic separation was achieved over 15 minutes using a BEH130 C8 (2.1 mm × 50 mm) at 0 °C at a flow rate of 100 μL min\(^{-1}\) using a ACN:H\(_2\)O gradient acidified
using 0.1% FA. The average column pressure and chromatographic peak resolution (FWHM) were 9500 psi and ~8.2 sec, respectively. Extensive cleaning and blank injections were performed in-between injections to eliminate carryover.

All mass spectrometry-based experiments were performed on a quadrupole time-of-flight (Q-TOF) second generation Synapt instrument operated in “resolution” (R≈24000) and ion mobility modes. The instrument was fitted with a standard electrospray (ESI) Z-spray ion source that was operated at a capillary voltage of +3 V. The source block and desolvation gas temperatures were held at 80 and 150 °C, respectively. The cone and desolvation gas flows were 50 and 1000 L hr⁻¹, respectively. The sampling and extraction cone voltages were 20 and 4 V, respectively, verified to cause minimal in-source fragmentation. Four traveling wave ion guides (TWIGs) are employed for ion transfer. All TWIGs, except for the IMS TWIG, were controlled automatically. The source TWIG was operated at 1.0 ×10⁻³ mbar, wave velocity 300 m s⁻¹, wave height 0.2 V; the trap TWIG at 2.4×10⁻² mbar, 508 m s⁻¹, 8 V; and the transport TWIG at 508 m s⁻¹, 0.1 V at 2.4×10⁻² mbar. The IMS TWIG was operated at 3.0 mbar, with the wave height being varied between 1000-600 m s⁻¹ for 100% of the duty cycle at a constant wave height of 40 V. The trap TWIG was purged with 0.4 mL min⁻¹ of argon, the IMS TWIG with 90 mL min⁻¹ of N₂ and 180 mL min⁻¹ of Ar. The trap DC bias was set to 40 V. The quadrupole was set to dwell at m/z 300. The TOF analyzer employed an ADC detector operated at a pressure of 1.06×10⁻⁶ mbar. The mass spectrometer was calibrated externally using NaI. The lock mass sprayer was sampled every 1 minute and contained 2 µM LeuEnk (1+, m/z 556.2771) in 50% ACN and 0.1% FA and was delivered at 5 µL min⁻¹ using the instrument’s programmable fluidics compartment.
5.2.6 Peptide Mapping

Time-aligned MS\textsuperscript{E} methodology was employed for peptide mapping. Over standard MS\textsuperscript{E} methods it offers (i) increased peak capacity and reduced spectral complexity (ii) an additional matching parameter and hence improved confidence in assigning product ions to precursors; (iii) the ability to improve peptide fragmentation efficiency by assigning specific collision energies (CE) to each point in the mobility cycle during the high energy scan. Similar to previous work by Distler and coworkers \cite{Distler2010}, and via analysis of undeuterated test samples and systematically changing the transfer CE, the following transfer CE profile was found to provide the best results. (i) Ion-mobility bins 0–35: transfer CE of 20-25 eV, (ii) ion-mobility bins 36–100: transfer CE ramp from 25 eV to 40 eV, (iii) ion-mobility bins 101–200: transfer CE ramp from 40 eV to 60 eV. Data was acquired over the 50-2000 m/z range and with a scan time of 0.4 sec (for MS\textsuperscript{E}) and 1 sec (for non MS\textsuperscript{E}) experiments.

Five replicates of MS\textsuperscript{E} were recorded for peptide identifications purposes and the data were analyzed using PLGS 3.5.3 from Waters. Raw data were processed with low and high intensity thresholds 125 and 50 counts, respectively. The bin intensity threshold value was set to 750 counts. The data were searched against the entire E. coli proteome with a nonspecific protease.

5.2.7 Sequence coverage and proteomic profile of membranes

The use of natural E. coli membranes in our experiments implies that the peptic digests contained a large number of peptides originating from proteins other than F\textsubscript{o}F\textsubscript{1}. 850 kDa
worth of unique sequence of contaminant proteins associated with bacterial membranes was also identified in all trials. These included proteins comprising the 30S particle of the ribosome, NADH-quinone oxidoreductase, succinate dehydrogenase, aerobic glycerol-3-phosphate dehydrogenase, phosphoenolpyruvate-dependent sugar phosphotransferase system, etc. For proteins corresponding to F_0F_1 ATP synthase, only those that were identified in all five replicates and with at least 3 consecutive product ions were selected. Under these conditions peptic digestion of F_0F_1 consistently yielded a total of 203 peptides with S/N ratios that were adequate for providing highly reproducible HDX/MS measurements. Sequence coverage for the extra-membrane subunits of F_0F_1 was high (α - 83%, β - 81%, γ - 74%, δ - 77%, ε - 48%, b - 58%). Only a few peptides were detected for membrane-embedded subunits, such that a meaningful characterization of a and c was not possible. Low digestion yields for transmembrane segments are a common occurrence in HDX/MS. The following considerations will therefore focus on the α, β, γ, δ, ε, and b subunits of F_0F_1.

5.2.8 HDX Data Analysis

The level of deuterium uptake at time \( t \) is presented as %D values according to:

\[
%D(t) = \frac{m_t - m_0}{m_{100} - m_0}
\]

where \( m_t \) is the absolute deuterium uptake at time \( t \), \( m_0 \) and \( m_{100} \) correspond to minimally and fully deuterated controls, respectively. That addition of these controls ensures that spurious in-exchange and back-exchange are accounted for. The \( m_{100} \) sample was prepared by following the digestion protocol described above in H_2O based solution. The
generated peptides were then lyophilized and resuspended in 90% D$_2$O at pH$_{corr}$ 8 for 1 hour prior to quenching, centrifugation and LC-MS analysis. All %D values are averages of three independent biological and analytical replicates. All HDX data analysis was performed using DynamX 3.0 (Waters).

5.3 Results and Discussion

The deuteration behavior of F$_o$F$_1$ was studied under various settings, with particular attention to three conditions (Figure 5.2). (i) Enhanced ADP concentrations produce the inactive state $I_{ADP}$ where ADP-Mg (without Pi) remains permanently bound in at least one catalytic site (28). (ii) $W_{FCCP}$ represents working F$_o$F$_1$, where ATP hydrolysis drives proton transport into the vesicle. PMF buildup is prevented by the uncoupler FCCP (29). (iii) $W$ represents working F$_o$F$_1$ without uncoupler, such that the enzyme must overcome a PMF-mediated counter-torque.
Figure 5.2 Cartoon depiction of membrane vesicle-bound FₐF₁ under different experimental conditions. $I_{ADP}$ represents ADP-inhibited FₐF₁; $W_{FCCP}$ refers to “working” conditions where FₐF₁ pumps protons in the presence of the uncoupler FCCP which prevents PMF buildup; W also represents “working” FₐF₁, but under conditions where protons are pumped against a counter-torque generated by PMF.

An ATP regeneration system was used to ensure that both W and $W_{FCCP}$ underwent ATP hydrolysis with $k_{cat} = (400 \pm 40) \text{ s}^{-1}$ for 45 min. The sequence coverage for peripheral FₐF₁ subunits was ~ 80%, while transmembrane coverage was much lower. Thus, we will only consider data for the α, β, γ, δ, ε, and b subunits. Control experiments confirmed that HDX/MS can pinpoint changes in FₐF₁ structure and dynamics with high fidelity (Figure 5.3).
Figure 5.3 HDX behavior of F_oF_1 in an Mg^{2+}-depleted state \( I_{\text{Mg,dep}} \) relative to the reference state \( I_{\text{ADP}} \). The differences in deuteration percentage are displayed for peptide segments of individual subunits (noted along the top), for a labeling time of \( t = 45 \) minutes. Data points represent the average of three independent measurements; error bars represent standard deviations. The \( I_{\text{Mg,dep}} \) exhibits catalytic site nucleotide binding affinities that are orders of magnitude lower than for \( I_{\text{ADP}} \) (30). As a result, \( I_{\text{Mg,dep}} \) exhibits greatly enhanced HDX, in the \( \beta \) subunit where the catalytic sites are located (positive deuteration differences) (31).

We will initially discuss some unprocessed mass spectra. The catalytic site P-loop (\( \beta^{148}\text{GGAGVGKT}^{159} \)) (13) displays highly asymmetric HDX distributions under \( I_{\text{ADP}} \) conditions (Figure 5.4A). This pattern is consistent with three distinct conformations, attributed to the \( \beta_{\text{TP}} \), \( \beta_{\text{DP}} \), and \( \beta_{\text{EMPTY}} \) states (13). Rotational averaging causes coalescence of these distributions into a unimodal envelope (\( W_{\text{FCCP}} \) and \( W \), Figure 5.2). HDX changes similar to those discussed here were observed for two additional peptides close to the catalytic sites, \( \beta_{177-189} \) and \( \alpha_{360-373} \). Regions that are insensitive to change in conditions include the \( \beta \) lever (Figure 5.4B). In contrast, the \( \gamma \) C-terminal helix shows greatly enhanced HDX under \( W \) conditions (Figure 5.4C).
Figure 5.4 HDX behavior of $W_{\text{FCCP}}$ and $W$ compared to that of $I_{\text{ADP}}$. (A) Mass spectra of a peptide comprising the active site P-loop at $t = 1.5$ min ($\beta^{148}\text{FGGAGVGKTVNM}^{159}$). Gaussian deconvolution of the $I_{\text{ADP}}$ spectra reveals the presence of three distinct conformers, assigned to $\beta_{\text{TP}}$, $\beta_{\text{DP}}$, and $\beta_{\text{EMPTY}}$. (B) $\beta$ lever region ($\beta^{380}\text{DELSEEDKL}^{388}$) at $t = 45$ min. (C) $\gamma$ C-terminal region ($\gamma^{260}\text{LQLVYNKARQASITQE}^{275}$) at $t = 45$ min. Vertical dotted lines represent centroid $m/z$ values.

Differences in HDX patterns (Figure 5.5) can be visualized by adopting $I_{\text{ADP}}$ as reference state, yielding the color maps of Figure 5.6. The overall differences between $W_{\text{FCCP}}$, $s$ $W$ and $I_{\text{ADP}}$, are small throughout the observable sequence range (Figure 5.5 and Figure 5.6A). The one prominent exception is the $\gamma$ C-terminal helix, which is ~50% more deuterated under $W$ conditions than in the $W_{\text{FCCP}}$ and $I_{\text{ADP}}$ states (Figure 5.6B). This
dramatic effect implies that under $W$ conditions the $\gamma$ C-terminal helix becomes destabilized and spends a considerable fraction of time in locally unfolded conformations.

Figure 5.5 HDX behavior of $F_0F_1$ in under $W$ and $W_{FCCP}$ conditions relative to the reference state $I_{ADP}$. The differences in deuteration percentage are displayed for peptide segments of individual subunits (noted along the top), for a labeling time of $t = 45$ minutes. Data points represent the average of three independent measurements; error bars represent standard deviations. (A) Only relatively subtle differences are observed for $W_{FCCP}$ (working without PMF) relative to $I_{ADP}$. (B) $W$ (proton pumping against PMF) shows dramatically enhanced deuteration in the $\gamma$ C-terminal helix relative to $I_{ADP}$.

$W$ conditions impose enhanced mechanical stress on the $F_0F_1$ power transmission components, because rotation is opposed by a $c_{10}$ counter-torque arising from proton
accumulation inside the vesicle (7) (Figure 5.2). This situation is analogous to an automotive powertrain operated under load, e.g., when a combustion engine propels a car uphill. Under $W_{FCCP}$ conditions the $c_{10}$ counter-torque is eliminated (Figure 5.2), equivalent to an idling motor that is known to experience much lower mechanical stress (32). This comparison, along with mechanical unfolding studies on other proteins (33), suggests that FoF1 elements involved in power transmission should exhibit different HDX characteristics when PMF is present or not. Surprisingly, the main FoF1 powertrain elements do not show this effect ($\beta$ levers and $\gamma$ foot, Figure 5.4, Figure 5.6). We conclude that large parts of the FoF1 H-bonding network are insensitive to intramolecular forces encountered during rotational catalysis.
Figure 5.6 (A) Deuteration difference map of $W_{FCCP}$ vs. $I_{ADP}$. (B) Deuteration difference map of $W$ vs. $I_{ADP}$. Red coloring of the $\gamma$ C-terminal helix highlights dramatically enhanced deuteration under $W$ conditions compared to $I_{ADP}$.

Truncation experiments demonstrated that the $\gamma$ C-terminal segment is not directly involved in power transmission (7). Instead, we attribute the destabilization of this region (Figure 5.4C and Figure 5.6B) to friction effects. An eccentric force acting on a shaft will only result in a stable rotation axis if the shaft is supported by suitable bearings (32). This general principle applies to piston/crankshaft interactions in combustion engines, and to $\beta/\gamma$ contacts in $F_oF_1$. Combustion engine measurements revealed that bearing forces are much greater under load than under idling conditions (32). Bearing forces encountered for high loads cause increased kinetic friction during crankshaft rotation. This can lead to bearing failure, when surface protrusions on either side of the interface scrape past one
another under high pressure such that friction-induced degradation ensues (34). We propose that related friction effects are encountered by the γ rotor, as illustrated in the following by a simple model.

Figure 5.7 Mechanical model, illustrating why PMF destabilizes the γ C-terminus during rotation. (A) Close-up view of γAβ3 contacts (pdb file 3OAA after hydrogen addition; only one αβ pair is shown). Surface roughness in the apical bearing causes kinetic friction during rotation. (B) Forces (F) and torques (T) acting on a simplified “γ shaft” under ATP-hydrolysis conditions. All vectors point along principal axes, as indicated by xyz subscripts. Mechanical equilibrium requires that \( \Sigma F_{xyz} = 0 \) and \( \Sigma T_{xyz} = 0 \). PMF generates the torque \( T_{PMF} \) (via \( c_{10} \) which is not shown). Shaft rotation against this torque is driven by the β lever force \( F^B_\beta \) that is associated with bearing forces \( F^B_\alpha \). The latter generate friction forces \( F^\alpha_{FR} = k F^B_\alpha \), \( (k = \text{kinetic friction coefficient}) \). \( F^\alpha_{FR} \) has to be compensated by \( F^\alpha_B \), generating the friction force \( F^\alpha_{FR} = k F^\alpha_B \). Equations for all forces are derived in the SI. (C) Rotation is opposed by friction forces \( (F^\alpha_{FR}, F^\alpha_{FR}) \) within the apical bearing, thereby causing over-twisting of the γ C-terminal helix. Destabilization of the γ C-terminal helix takes place only in the presence of PMF because bearing forces and friction forces are proportional to \( T_{PMF} \).
Figure 5.7A highlights the $\alpha_3\beta_3$ region that serves as apical bearing of the $\gamma$ shaft. This bearing comprises the sleeve surrounding the very end of $\gamma$ (13), as well as adjacent contact elements such as the $\beta$ catch loop (35). It is seen that the bearing interface is not atomically flat. Instead, numerous side chains protrude into the annular gap from either side. Hence, rotation must be accompanied by steric clashes as side chains of $\gamma$ are forced past those of $\alpha_3\beta_3$. Kinetic friction arises whenever moving surfaces come in contact with each other (36). Friction is exacerbated by the fact that, unlike for macroscopic engines (32, 34, 36), the dimensions of the $\gamma$ bearing leave no space for a film of lubricant molecules (13). Figure 5.7B outlines a cylindrical shaft (representing $\gamma$) that experiences an eccentric force $F^\gamma_\beta$ (mimicking $\beta$ lever interactions). The cylinder edges are supported by contact points (bearings) that exert reaction forces which are associated with kinetic friction. These friction forces are proportional to the PMF counter-torque $T^\gamma_{PMF}$ produced by $c_{10}$. This proportionality reflects the fact that the bearings have to press against the $\gamma$ shaft much more strongly when $F_oF_1$ operates under load, i.e., in the presence of PMF. The friction forces oppose rotation, thereby over-twisting the $\gamma$ C-terminal helix (Figure 5.7C). We propose that this over-twisting destabilizes backbone H-bonds, thereby causing enhanced HDX rates as seen in Figure 5.4C and Figure 5.6B. The dependence of friction forces on $T^\gamma_{PMF}$ implies that destabilization of $\gamma$ will not occur in the absence of PMF. This model prediction explains why the $\gamma$ C-terminus undergoes enhanced HDX only in the W state, but not under $W_{FCCP}$ conditions.

One of the simplifying assumptions in our model is that the bearings supporting the rotor shaft on either end are identical. In reality the membrane-embedded $c_{10}$ terminus is very different from the apical region. It would be interesting to examine if the $c_{10}$
bearing experiences HDX effects similar to those seen for the \( \gamma \) C-terminus. Unfortunately, this aspect remains inaccessible due to the limited transmembrane sequence coverage.

Living cells always have PMF. Thus, our results suggest that kinetic friction is intrinsic to \( F_o F_1 \) operation \textit{in vivo}. This contrasts earlier proposals that envision smooth \( \gamma \) rotation facilitated by nonpolar side chains lining the apical sleeve (7, 13). The presence of a “squeaky bearing” does not necessarily imply functional disadvantages. Rotational catalysis in isolated \( F_1 \) proceeds unimpeded even after cross-linking the \( \gamma \) C-terminus with \( \alpha \) (37). In these cross-linked constructs the torque provided by \( \alpha_3 \beta_3 \) unfolds the \( \gamma \) C-terminus, causing \( \gamma \) to undergo swivel motions instead of rotating as a whole (37). We do not propose that swiveling takes place in (non-crosslinked) \( F_o F_1 \) under normal operating conditions. Nonetheless, our data show that rotation of \( \gamma \) in the apical bearing is not as smooth as envisioned previously (13). This basic conclusion should hold for both directions, although our experiments only focused on ATP hydrolysis-driven rotation. The apical bearing, as defined in Figure 5.7, comprises the \( \beta \) catch loop which may help coordinate rotation with ATP/ADP binding and release (35). Catch loop-\( \gamma \) interactions undoubtedly contribute to kinetic friction, such that some of the \( \gamma \) destabilization seen here may reflect an essential component of \( F_o F_1 \) function. In addition, twisting of \( \gamma \) C-terminus may contribute to elastic energy transmission, as previously suggested for other regions of the \( \gamma e c_{10} \) rotor (4, 7).
5.4 References


Chapter 6: Conclusions

6.1 Summary

Understanding biological processes requires characterization of the molecular players that participate in them. Proteins often take up a central role in these. Structural biologists have managed to amass a vast repertoire of tools to characterize protein structure, folding and dynamics (Section 1.2). Despite these incredible advances, some aspects remain intractable. Structural MS methods represent an increasingly popular set of tools that hold great promise for filling in the gaps where other methods fall short (1). This dissertation aims to add to this rapidly growing toolbox by developing complementary MS-based methods and applying them to solve problems of fundamental and biological interest.

The aim of Chapter 1 was to assess the applicability of fast photochemical oxidation of proteins (FPOP) to characterization of partially disordered conformers. This is of particular interest because these species are not amenable to classical high-resolution techniques discussed in Sections 1.2.1 and 1.2.3. Such equilibrium intermediates can often be populated by exposure to mildly acidic pH. In FPOP, \( \cdot \text{OH} \) generated by laser photolysis of \( \text{H}_2\text{O}_2 \) introduces oxidative modifications at solvent accessible side chains (2). By contrast, buried sites are protected from radical attack. The resulting labeling pattern can be analyzed by MS. In \( \cdot \text{OH} \) labeling, it can be challenging to separate structurally induced labeling changes from pH-mediated "secondary" effects (3). Chapter 2 demonstrated that with a proper choice of conditions (e.g., in the absence of pH-dependent \( \cdot \text{OH} \) scavengers) such undesired phenomena can be almost completely eliminated. Using apomyoglobin (aMb) as a model system, the structure of an
intermediate that is formed at pH 4 was mapped. This species retains a highly protected helix G that is surrounded by partially protected helices A, B, and H. Chapter 2 demonstrated the utility of FPOP for the structural characterization of equilibrium intermediates. The near-absence of an intrinsic pH dependence represents an advantage compared to hydrogen/deuterium exchange (HDX) MS (4).

Chapter 3 developed a method to enable studying early events in protein folding. A number of ultrarapid triggering techniques have been available for some time (5, 6), but coupling of these techniques with detection methods that are capable of providing detailed structural information has proven to be difficult. Chapter 3 addresses this issue by combining submillisecond mixing with FPOP. aMb served as a model system for these measurements. The submillisecond mixer used improved the time resolution by a factor of 50 compared to earlier ·OH labeling experiments (7). Spatially-resolved changes in solvent accessibility follow the folding process. Data obtained in this way indicate that early aMb folding events are driven by both local and sequence-remote docking of hydrophobic side chains. Assembly of a partially formed A(E)G(H) scaffold after 0.2 ms is followed by stepwise consolidation that ultimately yields the native state. It was shown that by employing submillisecond mixing in conjunction with slower mixing techniques; it is possible to observe complete folding pathways, from fractions of a millisecond all the way to minutes.

Chapter 4 explored the structural relationship between solution and gas phase protein conformers. Collision cross sections (CCSs) measured by ion mobility mass spectrometry (IM-MS) provide a measure of analyte size (8). It is well established that for native proteins and their complexes many structural features can be preserved in the
gas phase (9). It is unclear in how far IM-MS is suitable for exploring structural properties of semi-folded species (10). Chapter 4 addresses this question, using myoglobin as model system. This protein follows a sequential unfolding pathway that comprises two partially disordered states, i.e. aMb at pH 7 and pH 4 (11). IM-MS data acquired for these two conformers were compared to those of native hMb at pH 7, and extensively unfolded aMb at pH 2. When examining individual aMb charge states, it was found that the degree of gas phase unfolding is not strongly correlated with the corresponding solution behavior. It was found that that the high ESI charge states acquired by non-native conformers generate result in conformational transitions driven by electrostatics. Overall, Chapter 4 revealed that gas phase unfolding as well as collapse events can lead to disparities between gaseous and solution structures for partially unfolded proteins. IM-MS data on non-native conformers should therefore be interpreted with caution.

Chapter 5 examined the role of conformational dynamics for the function of multi-protein molecular machines such as F₉F₁ ATP synthase using HDX-MS. HDX-MS is a highly sensitive approach for monitoring the structural dynamics of proteins (12, 13). HDX-MS monitors backbone deuteration kinetics in the presence of D₂O. Disordered segments exchange more rapidly than those in tightly folded regions. Measurements of spatially-resolved deuterium are performed using LC-MS. F₉F₁ is a membrane-bound multi-protein complex that uses proton-motive force (PMF) to drive the synthesis of ATP from ADP and inorganic phosphate (14). Reverse operation of the enzyme generates PMF via ATP hydrolysis. Operation in either direction involves rotation of the γ subunit which is part of a central shaft connecting the α₃β₃ head and the membrane-anchored cₙ
ring. X-ray crystallography (15, 16) and other techniques (17-19) have provided detailed insights into the structure and function of F_oF_1 sub-complexes. However, interrogating the overall conformational dynamics of intact membrane-bound F_oF_1 during rotational catalysis has proven to be difficult. Chapter 5 shows that HDX-MS (12, 13) provides a unique window into the inner workings of F_oF_1 in its natural membrane-bound state. The backbone H-bonding network of key power transmission elements is insensitive to PMF-induced mechanical stress. Unexpectedly, HDX-MS reveals a pronounced destabilization of the \( \gamma \) C-terminus during rotational catalysis. This partial unfolding of \( \gamma \) occurs only when F_oF_1 operates against a PMF-induced torque; the effect disappears when PMF is eliminated by an uncoupler. The behavior of \( \gamma \) is attributed to kinetic friction within the apical rotor bearing. Contrary to earlier proposals, the data presented in this Chapter demonstrate that friction-mediated torsional stress is an intrinsic factor associated with F_oF_1 operation under physiologically relevant conditions. PMF effects on \( \gamma \) are analogous to those encountered in combustion engines, where the crankshaft bearings exert much greater forces when operated under load than when the engine is idling (20).

6.2 Future Directions

6.2.1 Characterization of the Labeling Pulse in FPOP

One of the most important figures of merit of covalent labeling methods is the length of the labeling step \( \tau \). Using methods with short \( \tau \) is desirable because labeling-induced unfolding of proteins can be circumvented. In FPOP, \( \cdot OH \) are generated from photolysis of \( H_2O_2 \) by a pulsed excimer laser (2). \( \tau \) is equivalent to the lifetime of the generated \( \cdot OH \) and the multistep chemistry that ensues (21). Hambly and Gross employed kinetic
analysis to estimate $\tau$ because direct experimental measurements are extremely challenging. Calculations using published rate constants showed that significant $\cdot$OH persist in solution after hundreds of $\mu$s from the initial laser pulse. Using the same analysis method, it was shown that the lifetime of these radicals can be limited to ca. 1 $\mu$s by the addition of 15 mM Gln as a radical scavenger (2). FPOP owes much of its popularity to this short labeling time. This is shorter than most protein conformational changes, such that a “snapshot” of the protein's state is taken before it can structurally respond to the labeling (22). Also, this feature paves the way for monitoring fast kinetics and characterizing fleeting events as demonstrated in Chapter 3.

In reality, the multi-step nature of the radical reactions dictates that oxidative modifications can be caused by any radical and not just $\cdot$OH (21). The implicit assumption behind the FPOP methodology and Hambly’s estimation of $\tau$ is that the offspring radicals generated by the reaction of $\cdot$OH with Gln are stable and nonreactive towards protein side chains. The only way to remove radicals from the environment is via recombination with other radicals. Radical traps such as 2,2,6,6-Tetramethylnperidin-1-yl)oxyl (TEMPO) have been developed to slow or stop radical reactions by the formation of persistent and stable radicals stabilized by a combination of electronic, steric factors (23). To the best of my knowledge, no such properties have been found for Gln radicals. The lower than expected amounts of unmodified proteins Chapter 2, Chapter 3, and references (22, 24) further expose our lack of understanding of FPOP. Thus, it would be of immense interest to directly measure $\tau$ using an experimental approach.

A possible strategy is a pump/probe approach. A UV-transparent quartz cuvette can be used as a reaction chamber that contains the typical constituents of an FPOP
experiment in addition to a dye present at μM quantities. The firing of the excimer (pump) laser acts as the trigger and produces -OH. Upon modification by any radical species in solution, the extensive pi bonding network of the dye is disrupted. This would result in a change in its spectroscopic properties which the probe laser monitors. For instance, the absorbance of the dye monitored by the probe laser operated at a suitable wavelength is taken as a reporter of τ. Detection of probe laser signal can be performed using a photodiode and a high frequency oscilloscope. Similar experiments can be designed that exploit fluorescence. It seems reasonable that the strategy described above advances our understanding of FPOP and reveals how established radical traps such as TEMPO (25) fair in comparison to Gln.

6.2.2 Pushing the HDX-MS Envelope

Successful completion of biological processes in a cellular environment often entails several players acting as part of a team. This calls for methods capable of uncovering the interaction of proteins of interest in a large background of other biomolecules. The data presented in Chapter 5 showed that HDX-MS fits this description, where the dynamics of the 550 kDa F_{o}F_{1} molecular machine was interrogated in the presence of ca. 800 kDa worth of unique sequence of background proteins. Impressive as it is, this does not represent a limit. Improved LC and IM separation can provide the necessary enhancements in resolving power (peak capacity) to cross this barrier and study more complex systems. The bottleneck often is the limited separation power of LC at 0 °C. Modern UPLCs capable of providing increasingly higher backpressures have alleviated the situation by enabling higher flow rates in columns with smaller stationary phase (26).
This provides higher peak capacity without increasing the separation time and deuterium label loss. Utilizing microchip capillary electrophoresis (27) in tandem with IMS promises to be a powerful combination for rapid sample analysis. Also desirable is improving the sequence coverage for regions that reside in the membranes. HDX-MS of membrane proteins continues to lag far behind that of soluble systems (1). Poor digestion under typical HDX quench conditions is the main culprit. Thus, studies of membrane proteins are often performed on detergent-solubilize systems (28) or in nanodiscs (29). The application of HDX-MS to proteins in their natural lipid environment is rare. It would be interesting to see if the use of pepsin-immobilized columns operated at high pressure is a more effective strategy (30).

The improvements outlined above should enable HDX-MS of ever larger and complex systems. An interesting opportunity as a follow-up to what was reported in Chapter 5 is studying cellular respiration using the membrane vesicles. For instance, membranes energized with excess protons can be prepared by oxidizing NADH or succinate by complexes I and II of the respiratory chain, respectively. The generated PMF is then employed to drive $F_0F_1$ in the synthesis direction to produce ATP. Continued development of HDX-MS promise to enable complete characterization of macromolecular complexes such as the ribosome, the nucleosome, and photosynthetic complexes.
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