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Abstract

A major open problem in current Galois theory is to characterize those profinite

groups which appear as absolute Galois groups of various fields. Obtaining detailed

knowledge of the structure of quotients and subgroup filtrations of Galois groups of

p-extensions is an important step toward a solution. We illustrate several techniques

for counting Galois p-extensions of various fields, including pythagorean fields and local

fields. An expression for the number of extensions of a formally real pythagorean field

having Galois group the dihedral group of order 8 is developed. We derive a formula

for computing the Fp-dimension of an n-th graded piece of the Zassenhaus filtration for

various finitely generated pro-p groups, including free pro-p groups, Demushkin groups

and their free pro-p products. Several examples are provided to illustrate the importance

of these dimensions in characterizing pro-p Galois groups. We also show that knowledge

of small quotients of pro-p Galois groups can provide information regarding the form of

relations among the group generators.

Keywords: Galois theory, p-extension, pro-p group, absolute Galois group, local field,

formally real pythagorean field, Zassenhaus filtration, Demushkin group.
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Chapter 1

Introduction

Nearly 200 years after his untimely death in a duel at the age of 20, the legacy of Évariste

Galois lives on in the theory that bears his name. While remarkable progress has certainly

been made, a number of open questions remain. One major problem is, given a field F

with separable closure Fs, to characterize, among other profinite groups, the absolute

Galois group GF := Gal(Fs/F ) of F . One means of approaching this question is to study

the structure of subgroups and quotients of certain profinite groups. Such fundamental

problems in current Galois theory also have important implications in other areas of

mathematics. For example, knowing how much information Galois groups carry about

base fields is closely related to the problem in algebraic geometry of determining how

much information about algebraic varieties is contained in the knowledge of fundamental

groups.

Given a prime p, one can consider the Galois group GF (p) of the maximal p-extension

of F . This is a pro-p group which is the maximal pro-p quotient of GF . To shed some

light on the structure of this group, one can then ask whether, for a given pro-p group

G, there exists a normal extension K/F with Galois group isomorphic to G. This is the

inverse Galois problem and the solution is closely related to properties of the base field F .

The next question which naturally arises is to determine the number of such extensions.

Similarly, the structure of subgroups, particularly certain central subgroup filtrations,

of profinite groups has a close connection with Galois theory. For example, in 1947, I. R.

Shafarevich [Sha47] showed that GF (p), for local fields F not containing a primitive p-th

1



Chapter 1. Introduction 2

root of unity, was a free pro-p group simply by determining the cardinality of some of its

filtration quotients. Zassenhaus filtrations of groups were introduced in [Zas40] and, in

the case of absolute Galois groups, these filtrations and their subquotients have recently

been investigated in [CEM12, Efr14b, Efr14a, EM11a, MT13, MT15]. Other filtrations of

absolute Galois groups, such as the descending p-central series, are also of interest (see,

for example, [Lab70, EM11b]).

Our focus is on the Galois theory of p-extensions, which are Galois extensions K/F

of a base field F whose Galois group is a pro-p group, and our goal here is twofold. First,

we endeavour to illustrate several methods for counting finite p-extensions. We compare

these methods to show that, by employing various algebraic tools, one can develop rel-

atively efficient counting techniques. Our second goal, and main result, is to develop a

method for determining the Fp-dimension of subquotients of the Zassenhaus filtration of

finitely generated pro-p groups. We derive an explicit formula for these dimensions in a

number of specific cases and point out several examples of their importance in the Galois

theory of p-extensions.

These various techniques are dependent upon results from a broad range of subjects,

including Galois cohomology, the theory of quadratic forms and quaternion algebras, and

the general theory of Möbius functions. The necessary background is presented in the

next chapter. We begin that chapter with an overview of the theory of profinite groups

and discuss several results that will be needed in the study of filtration quotients in chap-

ter 4. For example, in section 2.1.3 the descending q-central series and the Zassenhaus

p-filtrations are defined and the connections between filtrations of a finitely generated

pro-p group G and the structure of both the completed group algebra Fp[[G]] of G and

the Magnus algebra with coefficients in Fp are described. These connections are im-

portant in developing the technique for counting Fp-dimensions of Zassenhaus filtration

subquotients in section 4.1.

In chapter 3 we turn to the problem of counting Galois p-extensions of a field F . Be-

ginning with the case p = 2, we point out the connection between a small quotient of the

group GF (2), called the W-group of F , and the number of Galois extensions of F having

Galois group isomorphic to the dihedral group D4 of order 8, which are referred to as
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D4-extensions. The W-group is the quotient G[3]
F = GF/G

(3)
F in the descending 2-central

series (G
(i)
F )i≥1 of GF , and is considered a Galois-theoretic analog of the cohomology ring

H∗(GF ,F2) [CEM12, MS96]. This further suggests that enumerating p-extensions and

filtration quotient dimensions can play an important role in elucidating the structure of

absolute Galois groups.

We first consider the case of p-extensions of local fields. Section 3.3.1 describes the

method of directly constructing D4-extensions of the field of p-adic numbers, Qp, for both

p odd and p = 2, due to H. Naito [Nai95]. In the proof of Proposition 3.3.1, we illustrate

an alternative, group-theoretic approach based on knowledge of the W-group of Qp and

in section 3.3.3 we outline an approach based on the theory of quaternion algebras over

Qp.

Turning, in section 3.3.4, to the more general case of a local field K which is a finite

extension of Qp, we describe an interesting method of counting p-extensions of K using

Möbius functions and complex characters, due to M. Yamagishi [Yam95] which relies on

lemma 2.5.6 from the general theory of Möbius functions. In example 3.3.3, we show that

if K does not contain a primitive p-th root of unity, this method can be used to obtain

an earlier result of Shafarevich [Sha47]. The case in which K is a finite extension of Q2

of odd degree not containing a primitive 4-th root of unity is shown in detail in example

3.3.6. This example illustrates that the method produces a simple expression for the

number of D4-extensions of K which depends only on n, but requires detailed knowledge

of the classification of Demushkin groups as well as the complex character theory of D4

and all of its subgroups.

In section 3.3.5, we assume that K is a finite extension of Qp containing a primitive

p-th root of unity and develop a method based on Galois cohomology and the solution of

embedding problems to count the number of U3(Fp)-extensions of K, where U3(Fp) is the

group of unipotent three by three matrices over Fp. This is the ‘cup product analogue’

of a technique using Massey products to compute the number of U4(Fp)-extensions of K

developed by J. Mináč and N. D. Tân [MT14]. Since D4
∼= U3(F2), this provides another

method of enumerating the D4-extensions of certain local fields.

We introduce the theory of formally real pythagorean fields in section 3.4 and use
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properties of the set of orderings, cup products and quaternion algebras to derive an

expression for the number of D4-extensions of a formally real pythagorean SAP field F

with finite square class group F×/(F×)2. We also characterize the group GF (2) for both

pythagorean SAP fields and superpythagorean fields. The structure of these groups is

then studied further in chapter 4.

The main results appear in chapter 4. We introduce the Hilbert-Poincaré series

and define cn(G) to be the Fp dimension of the n-th graded piece G(n)/G(n+1) of the

Zassenhaus filtration of a finitely generated pro-p group G. Using a beautiful theorem

of Jennings and Lazard, we develop an explicit formula for cn(G) for various families

groups G, including finitely generated free pro-p-groups, Demushkin groups, and free

pro-2 products of finitely many copies of the cyclic group C2 of order 2. In Proposition

4.1.14, we point out a relationship between cn(G) and the Zp-rank of the n-th graded

piece of the descending central series of G.

Section 4.2 deals with free pro-p groups. The Magnus homomorphism introduced in

Theorem 2.1.25 allows us, in Lemma 4.2.1, to characterize a finitely generated free pro-

p group by its Hilbert-Poincaré series and in Remark 4.2.4, we show that determining

finitely generated free pro-p groups within the family of all Galois groups of the maximal

p-extensions of fields containing a primitive p-th root of unity actually requires only the

two numbers, c1(G) and c2(G). We observe also that, for a free pro-p group S, the num-

bers cn(S) determine the minimal number of generators of the Zassenhaus subgroups of S

and we give an explicit Fp-basis for S(n)/S(n+1), for each n in terms of Hall commutators.

In Lemma 4.2.12 and Corollary 4.2.13, we again meet the group Un(Fp) and provide an

interesting, purely group theoretical result based on the formula for cn(S).

Following up on the characterization of the Galois groups of maximal p-extensions of

pythagorean fields given in section 3.4.2, we study, in section 4.3, groups G which are free

products of a finite number of cyclic groups of order 2. We show that each such group

G contains a free pro-2 subgroup H of index 2 and in Corollary 4.3.5 we obtain, for each

n ≥ 2, the interesting relation H(n) = H ∩ G(n) using knowledge of the numbers cn(G)

and cn(H). In Remarks 4.4.4 we observe that c1(GF (2)) and c2(GF (2)) are sufficient to

determine the group GF (2) if F is either a pythagorean SAP field or a superpythagorean
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field. These examples illustrate the fact that the numbers cn(G) can be very useful in

group theory and Galois theory.

We conclude chapter 4 by looking at Demushkin groups as well as some other groups.

We observe again that, for a Demushkin group G, the numbers cn(G) determine the

minimal number of generators of the Zassenhaus subgroups of G.

Finally in chapter 5, we consider relations among the generators of finitely generated

pro-p Galois groups and show that knowledge of small quotients of these groups can be

useful in determining the form of these relations.

The following is a list of the theorems/propositions/lemmas/corollaries which con-

stitute the main results of this thesis: 3.4.10, 3.4.12, 3.4.15, 4.1.13, 4.1.14, 4.2.1, 4.2.9,

4.2.13, 4.3.3, 4.3.4, 4.3.5, 4.4.1, 5.1.2, 5.2.1.



Chapter 2

Background

In this chapter we review some of the basic theory of profinite groups and introduce the

tools that will be needed in subsequent chapters. We outline a connection between central

filtrations of profinite groups and filtrations of completed group algebras which will be

important in developing a technique for computing filtration subquotient dimensions

in chapter 4. Galois cohomology as well as the theories of quaternion algebras and

quadratic forms lead to interesting methods for counting Galois p-extensions. We review

the pertinent background and relevant connections as a prelude to illustrating several

combinatorial techniques in chapter 3. Many problems of enumeration, including those

that we study in chapters 3 and 4, are closely related to the theory of Möbius functions.

The final section of this chapter outlines that general theory.

2.1 Profinite Groups

Definition 2.1.1. A profinite group is a compact Hausdorff topological group whose

open subgroups form a neighbourhood basis at the identity.

There are several other equivalent definitions, the most important of which is based

on the concept of an inverse (or projective) limit. We briefly outline this construction.

A directed set is a non-empty partially ordered set (Λ,≤) such that for every λ, µ ∈ Λ

there exists ν ∈ Λ with ν ≥ λ and ν ≥ µ. An inverse system of groups over Λ is a

family of groups (Gλ)λ∈Λ together with homomorphisms πλµ : Gλ → Gµ whenever λ ≥ µ,

6
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satisfying the conditions

πλλ = IdGλ and πλν = πµνπλµ whenever λ ≥ µ ≥ ν.

The inverse limit

lim←−Gλ = lim←−(Gλ)λ∈Λ

is the subgroup of the direct product
∏

λ∈ΛGλ consisting of all elements (gλ)λ∈Λ such

that πλµ(gλ) = gµ whenever λ ≥ µ. An analogous construction can also be applied to

other structures such as sets, rings or topological spaces.

A profinite group can then be defined as a topological group that can be realized as

an inverse limit of finite groups endowed with the discrete topology. It can be shown

(see, for example [DSMS99, Proposition 1.3]) that these two definitions are equivalent.

Example 2.1.2. 1. Given a group G, let Λ be the set of all normal subgroups of finite

index in G, directed by reverse inclusion. Then the family of quotients (G/N)N∈Λ

forms an inverse system of finite groups. The inverse limit

Ĝ = lim←−(G/N)N∈Λ

is a profinite group, called the profinite completion of G.

2. Profinite groups arise in this way as the Galois groups of algebraic field extensions.

If K/F is a Galois extension, its Galois group

Gal(K/F ) ∼= lim←−Gal(M/F )M∈Γ,

where Γ is the set of all finite Galois sub-extensions M/F of K/F . In the case that

K = Fs is the separable closure of F , then GF := Gal(Fs/F ) is the absolute Galois

group of F .

3. If F is a finite field with algebraic closure F̄ , then Gal(F̄ /F ) ∼= Ẑ, the profinite

completion of Z.
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2.1.1 Pro-p groups

Definition 2.1.3. Let p be a prime number. A pro-p group is a profinite group in which

every open normal subgroup has index equal to some power of p.

In an analogous way to the case of profinite groups, it can be shown that a topological

group G is a pro-p group if and only if G is topologically isomorphic to an inverse limit

of finite p-groups.

Example 2.1.4. 1. Given a group G, let Λ be the set of all normal subgroups of G

whose index is a power of p, directed by reverse inclusion. Then

Ĝp = lim←−(G/N)N∈Λ

is a pro-p group, called the pro-p completion of G.

2. Historically, the subject began with what is regarded as the prototype of all pro-p

groups, the additive group of p-adic integers,

Zp = lim←−(Z/pnZ)n∈N = {(xn)n∈N | xi ≡ xj(modpj) if i ≥ j}

3. Themaximal p-extension F (p) of a field F is the compositum of all finite Galois sub-

extensionsK/F of Fs/F with [K : F ] a power of p. The groupGF (p) =Gal(F (p)/F )

is the maximal pro-p quotient of the absolute Galois group GF of F .

Definition 2.1.5. Let G be a pro-p group. A system of generators of G is a subset X

of G with the following properties:

1. G is the smallest (closed) subgroup containing X;

2. every neighbourhood of the identity in G contains almost all (i.e. all but finitely

many) elements of X.

Definition 2.1.6. A system X of generators of the pro-p group G is called minimal if no

proper subset of X is a system of generators of G. The cardinality of a minimal system
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of generators of G will be denoted d(G) and is often referred to as the rank of G. G is

said to be finitely generated if d(G) <∞.

Definition 2.1.7. Let G be a profinite group. The Frattini subgroup of G is

Φ(G) = ∩{M |M is a maximal proper open subgroup of G}.

The Frattini subgroup plays an important role in the study of pro-p groups. In

particular, we have

Theorem 2.1.8 (Burnside’s Basis Theorem). Let G be a pro-p group and X = {xi | i ∈

I} a subset of G such that every neighbourhood of 1 ∈ G contains almost all elements

of X. Then X is a system of generators of G if and only if {xiΦ(G) | i ∈ I} generates

G/Φ(G).

Proof. See [Koc02, Theorem 4.10].

We will be primarily interested in finitely generated pro-p groups and in this case we

have the following useful results.

Proposition 2.1.9. If G is a pro-p group then G is finitely generated if and only if Φ(G)

is open in G.

Proof. See [DSMS99, Proposition 1.14].

Theorem 2.1.10 (Serre). If G is a finitely generated pro-p group then every subgroup of

finite index in G is open.

Proof. See [DSMS99, Theorem 1.17].

Corollary 2.1.11. If G is a finitely generated pro-p group then Φ(G) = Gp[G,G], where

[G,G] is the subgroup generated by commutators g−1h−1gh with g, h ∈ G, and Gp =<

gp | g ∈ G >.

Proof. See [DSMS99, Corollary 1.20].
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Note that G/Gp[G,G] is an Fp-vector space, so if G is a finitely generated pro-p group,

then d(G) = dimFp(G/Φ(G)).

Corollary 2.1.12. The topology of a finitely generated pro-p group is determined by its

group structure.

Proof. See [DSMS99, Corollary 1.21].

An important method of describing a pro-p group is via a presentation by generators

and relations.

Definition 2.1.13. Let I be an index set and let SI be the free discrete group on the

generators {si | i ∈ I}. Let N be the set of normal subgroups N of SI such that:

1. SI/N is a finite p-group;

2. N contains almost all elements of {si | i ∈ I}.

Then {SI/N | N ∈ N} is an inverse system and S(I) = lim←−(SI/N)N∈N is a pro-p

group called the free pro-p group with system of generators {si | i ∈ I}.

When I = {1, . . . , n} one often writes S(n) instead of S(I) and refers to S(n) as the

free pro-p group of rank n.

Definition 2.1.14. Let G be a pro-p group. An exact sequence

1 R S G 1,
ϕ

where S is a free pro-p group with system of generators {si | i ∈ I} is called a presentation

of G by S.

If {ϕ(si) | i ∈ I} is a minimal system of generators of G, then the presentation is

called minimal.

A subset E ⊆ R is called a system of relations of G if

1. R is the smallest closed normal subgroup of S containing E;

2. every open normal subgroup of R contains almost all elements of E.
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We say E is minimal if no subset of E is a system of relations for G.

Example 2.1.15. Demushkin groups (see Definition 3.3.4) are an interesting example

of finitely generated pro-p groups having only a single relation among a minimal system

of generators. These groups play an important role in the Galois theory of local fields

and we will have much more to say about them in subsequent chapters.

2.1.2 Completed group algebras

In order to study the structure of pro-p groups in greater detail, we introduce two related

objects; the completed group algebra of a pro-p group and the Magnus algebra.

Let Λ be a compact commutative ring with identity, let G be a profinite group and

let NG be the set of all open normal subgroups of G. For N,N ′ ∈ NG with N ⊇ N ′ the

natural map

G/N ′ −→ G/N

induces an epimorphism

Λ[G/N ′] −→ Λ[G/N ]

of group algebras. These maps define an inverse system {Λ[G/N ] | N ∈ NG} of compact

rings.

Definition 2.1.16. The completed group algebra Λ[[G]] of the profinite group G over the

compact ring Λ is the inverse limit of the system {Λ[G/N ] | N ∈ NG}.

By the map

g 7−→
∏
N∈NG

gN,

G embeds into Λ[[G]] and the subring Λ[G], which is given the subspace topology, is

dense in Λ[[G]].

Theorem 2.1.17. (i) Let A be a compact Λ-algebra. Every morphism φ : G → A×

from G into the group of units A× of A can be extended uniquely to a morphism

Λ[[G]]→ A.
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(ii) Let φ : G→ G′ be a morphism of profinite groups with kernel N. The kernel of the

induced morphism Λ[[G]] → Λ[[G′]] is the closed ideal I(N) generated by {h − 1 |

h ∈ N}.

Proof. See [Koc02, Theorem 7.2].

Theorem 2.1.18. Let Λ be a finite ring and G a profinite group. The system {I(N) |

N ∈ NG} is a neighbourhood basis at 0 ∈ Λ[[G]].

Proof. See [Koc02, Theorem 7.3].

Definition 2.1.19. Let K be a commutative ring with identity, let I be an index set and

let U = {ui | i ∈ I}. The Magnus algebra K〈〈U〉〉 is the associative algebra of formal

power series in the non-commuting indeterminates ui, i ∈ I, with coefficients in K.

Let I be the ideal of K〈〈U〉〉 consisting of all formal power series having constant

term 0. If u ∈ I, then 1 + u is invertible and

(1 + u)−1 = 1− u+ u2 − u3 + . . .+ (−1)nun + . . .

The invertible elements 1 +ui generate a subgroup of the group of units of K〈〈U〉〉. This

group is the image of the free group SI under the homomorphism ψ : SI → K〈〈U〉〉×

given by si 7→ 1 + ui and is referred to as the Magnus group.

Lemma 2.1.20. The map ψ is injective.

Proof. See [Koc02, Lemma 4.4].

Identifying SI with its image in K〈〈U〉〉, we have si = 1 + ui and if s ∈ SI , s 6= 1, we

have s = 1 + u with u ∈ In, u /∈ In+1, for some n ≥ 1. Magnus called n the dimension

of s.

2.1.3 Filtrations

In attempting to elucidate the structure of Galois groups, the study of certain filtrations

can be very useful. We are particularly interested in filtrations of pro-p groups and the

corresponding filtrations on the completed group algebra and the Magnus algebra.
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Let G be a group. A central filtration (or central series or central sequence) of G is a

sequence (Gn)n≥1 of subgroups of G such that

G1 = G, Gi+1 ≤ Gi, [Gi, Gj] ≤ Gi+j,

where [H,K] denotes the subgroup of G generated by the commutators [h, k] = h−1k−1hk

with h ∈ H, k ∈ K. The name arises from the fact that for any such filtration and any

i ≥ 1, Gi E G and Gi/Gi+1 lies in the centre of G/Gi+1.

Let G be a profinite group and let q be either a p-power or 0. The descending (or

lower) q-central series (G(n,q))n≥1 of G is defined inductively by

G(1,q) = G, G(i+1,q) = (G(i,q))q[G(i,q), G], i = 1, 2, . . . ,

where, given closed subgroups H and K of G, [H,K] (respectively Hq, HK) denotes

the closed subgroup topologically generated by all commutators [h, k] (respectively q-th

powers, products hk) with h ∈ H, k ∈ K. Note that G(i,q) is normal in G. For i ≥ 1, let

G[i,q] = G/G(i,q). If q is understood, we generally abbreviate

G(i) = G(i,q), G[i] = G[i,q].

When q = 0 the series G(i,0) is called the descending (or lower) central series of G. In

this case we will adopt the commonly used notation

Gi = G(i,0).

We can define another central filtration (G(n))n≥1 on the profinite group G by

G(1) = G, G(n) = Gp
(dn/pe)

∏
i+j=n

[G(i), G(j)], n = 2, 3, . . . ,

where p is a fixed prime and dn/pe is the least integer r such that pr ≥ n. Then

[G(i), G(j)] ≤ G(i+j) and Gp
(i) ≤ G(pi) for all i, j ≥ 1 and (G(n))n=1,2,... is the fastest



Chapter 2. Background 14

descending sequence of closed subgroups of G having these properties. This sequence is

the Zassenhaus p-filtration of G. For quotients we again adopt the notation G[i] = G/G(i).

We will usually be considering the Zassenhaus p-filtration of a pro-p group G and will

often refer to this simply as the Zassenhaus filtration of G.

We now turn our attention to the special case in which G is a finitely generated pro-p

group and look at the connections between the filtrations of G and the structure of both

the completed group algebra Fp[[G]] of G and the Magnus algebra with coefficients in Fp.

Definition 2.1.21. The augmentation ideal I(G) of Fp[[G]] is the closed two-sided ideal

generated by the elements g − 1, g ∈ G and In(G) is the closure of the n-th power of

I(G) in Fp[[G]].

Theorem 2.1.22. Let G be a finitely generated pro-p group. Then {In(G) | n = 1, 2, . . .}

is a neighbourhood basis at 0 ∈ Fp[[G]].

Proof. See [Koc02, Theorem 7.8].

There is a close relationship between the filtration In(G) of Fp[[G]] and the Zassenhaus

p-filtration G(n) of G.

Theorem 2.1.23. Let G be a finitely generated pro-p group and I(G) the augmentation

ideal of Fp[[G]]. Then

G(n) = (1 + In(G)) ∩G, n ≥ 1

Proof. Since the topology of a finitely generated pro-p group is determined by its group

structure, the result follows from [DSMS99, Theorem 12.9].

So for each n ≥ 1, G(n) is the kernel of the natural homomorphism of G into the

group of units of Fp[[G]]/In(G); that is,

G(n) = {g | g − 1 ∈ In(G)}.

Remark 2.1.24. In view of this theorem, the Zassenhaus filtration has also been referred

to as the dimension series, with the subgroups G(n) being called the dimension subgroups

in characteristic p.



Chapter 2. Background 15

Now let U = {u1, . . . , ud} and consider the Magnus algebra Fp〈〈U〉〉. Let In denote

the ideal of all power series in Fp〈〈U〉〉 whose homogeneous components have degree at

least n. Then In/In+1 is the submodule of Fp〈〈U〉〉 generated by the monomials of degree

n. Also, {In | n = 1, 2, . . .} is a basis of open neighbourhoods of 0 ∈ Fp〈〈U〉〉 and with

this topology, Fp〈〈U〉〉 is the direct product of its homogeneous components, In/In+1,

hence compact.

Let S = S(d) be the free pro-p group with system of generators {s1, . . . , sd}. We have

the Magnus embedding S ↪→ Fp〈〈U〉〉× given by si 7→ 1 + ui, i = 1, . . . , d. Furthermore,

we have

Theorem 2.1.25. The map

si 7−→ 1 + ui, i = 1, . . . , d,

can be extended to an isomorphism Fp[[S]] ∼= Fp〈〈U〉〉.

Proof. See [Koc02, Theorem 7.16].

Identifying Fp〈〈U〉〉 and Fp[[S]], we then have

Theorem 2.1.26. Let G be a finitely generated pro-p group with presentation

1 R S G 1.

Let {ri | i ∈ I} be a system of relations with respect to this presentation. Then the kernel

of the induced map Fp[[S]]→ Fp[[G]] is generated as an ideal of Fp[[S]] by {ri−1 | i ∈ I}.

Proof. See [Koc02, Theorem 7.17].

Hence we have the following commutative diagram:

S Fp〈〈U〉〉

G

Fp[[G]] Fp〈〈U〉〉/J



Chapter 2. Background 16

where J is the ideal of Fp〈〈U〉〉 generated by the set {ri | i ∈ I} and all other maps are

defined in the obvious way.

2.2 Galois Cohomology

Given a field F and a Galois extension K/F with Galois group G = Gal(K/F ), the

cohomology groupsHn(G,A), where A is aG-module, often contain important arithmetic

information. The study of these groups is referred to as Galois cohomology. Since

Galois groups are profinite groups, we begin by looking at the more general case of the

cohomology of profinite groups. Subsequently, we look in more detail at the groups

Hn(G,A) for n = 0, 1, 2 and consider some specific choices of G and A which will be of

interest in the chapters that follow.

2.2.1 Cohomology of profinite groups

Let G be a profinite group and A a discrete G-module. An (inhomogeneous) n-cochain

of G with coefficients in A is a continuous function y : Gn → A. The set of all such

functions is an abelian group denoted Cn(G,A) and these groups form a complex

C0(G,A) C1(G,A) C2(G,A) · · · ,d1 d2

where the coboundary operator dn+1 : Cn(G,A)→ Cn+1(G,A) is given by

(dn+1y)(g1, . . . , gn+1) = g1y(g2, . . . , gn+1)

+
n∑
i=1

(−1)iy(g1, . . . , gi−1, gigi+1, gi+2, . . . , gn+1)

+ (−1)n+1y(g1, . . . , gn)

for y ∈ Cn(G,A) and n ≥ 0. The group of n-cocycles is

Zn(G,A) := ker(Cn(G,A) Cn+1(G,A)).dn+1
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The group of n-coboundaries is the subgroup of Zn(G,A) defined by

Bn(G,A) := im(Cn−1(G,A) Cn(G,A))dn

with B0(G,A) := 0. Then, for n ≥ 0, the quotient groupHn(G,A) = Zn(G,A)/Bn(G,A)

is the n-dimensional cohomology group of G with coefficients in A.

If f : A→ B is a G-module homomorphism, then we have the induced homomorphism

f : Cn(G,A)→ Cn(G,B), x(g1, . . . , gn) 7→ fx(g1, . . . , gn)

and the commutative diagram

· · · Cn(G,A) Cn+1(G,A) · · ·

· · · Cn(G,B) Cn+1(G,B) · · · .

dn+1

f f

dn+1

So f : A → B induces a homomorphism f : C•(G,A) → C•(G,B) of complexes and

hence we obtain homomorphisms f : Hn(G,A)→ Hn(G,B).

In addition, using the Snake lemma of homological algebra, one can show (see for

example [NSW08, §1.3]) that every exact sequence 0→ A→ B → C → 0 of G-modules

gives rise to a canonical connecting homomorphism

δ : Hn(G,C)→ Hn+1(G,A)

and we obtain the long exact cohomology sequence

0 AG BG CG H1(G,A) · · ·

· · · Hn(G,A) Hn(G,B) Hn(G,C) Hn+1(G,A) · · · .

δ

δ

There are also several important maps between cohomology groups involving a “change

of groups” rather than a “change of modules”. Given two profinite groups G and G′, a
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G-module A, a G′-module A′, we say that two homomorphisms

f : A→ A′, ϕ : G′ → G

are a compatible pair if f(ϕ(g′)a) = g′f(a) for g′ ∈ G′, a ∈ A. From such a pair of

homomorphisms we obtain a homomorphism

Cn(G,A)→ Cn(G′, A′), a 7→ f ◦ a ◦ ϕ.

This commutes with d and hence induces a homomorphism of cohomology groups

Hn(G,A)→ Hn(G′, A′).

Example 2.2.1. Let H be a closed normal subgroup of G and A a G-module. Then AH

is a G/H-module. The projection and injection

G� G/H, AH ↪→ A

form a compatible pair of homomorphisms, which induce the inflation homomorphism

inf : Hn(G/H,AH)→ Hn(G,A),

given by

(inf x)(g1, . . . , gn) = x(ḡ1, . . . , ḡn), gi ∈ G,

where the image of g ∈ G in G/H is denoted ḡ.

Example 2.2.2. For an arbitrary closed subgroup H of G, the G-module A is also an

H-module. The compatible homomorphisms

H ↪→ G, id : A→ A



Chapter 2. Background 19

induce the restriction homomorphism

res : Hn(G,A)→ Hn(H,A),

given by

(res x)(h1, . . . , hn) = x(h1, . . . , hn), hi ∈ H.

If H is an open subgroup of G, then in addition to the restriction, we have a map in

the opposite direction called the corestriction

cor : Hn(H,A)→ Hn(G,A).

This is a kind of norm map and for n = 0, is the usual norm map

NG/H : AH → AG, a 7→
∑

σ∈G/H

σa.

One of the main properties of the corestriction map is that cor ◦ res = [G : H].

We also have a bilinear map defined on the cohomology groups of G which plays an

important role in Galois cohomology. It arises as follows. Let A, B, C be G-modules

and suppose there exists a continuous bilinear map A×B → C, (a, b) 7→ a · b, such that

g(a · b) = (ga) · (gb) for g ∈ G, a ∈ A, b ∈ B. For any pair p, q ≥ 0, we can define a

bilinear map, called the (cochain) cup product

∪ : Cp(G,A)× Cq(G,B)→ Cp+q(G,C)

by

(x ∪ y)(g1, . . . , gp, h1, . . . , hq) = x(g1, . . . , gp) · g1g2 . . . gpy(h1, . . . , hq).

For this map, we have the formula

d(x ∪ y) = dx ∪ y + (−1)px ∪ dy.

It follows that if x and y are cocycles then x ∪ y is a cocycle, and if one of the cochains
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x and y is a coboundary and the other a cocycle, then x ∪ y is a coboundary. Hence we

obtain a cup product on cohomology

∪ : Hp(G,A)×Hq(G,B)→ Hp+q(G,C).

The cohomology groups of a profinite group G can be built up from those of the finite

quotient groups of G. Let U , V run through the open normal subgroups of G. If V ⊆ U ,

the projections

Gn (G/V )n (G/U)n

induce homomorphisms

Cn(G/U,AU) Cn(G/V,AV ) Cn(G,A),

which commute with the operators dn. Hence, we obtain homomorphisms

Hn(G/U,AU) Hn(G/V,AV ) Hn(G,A).

The groups Hn(G/U,AU) form a direct system giving a canonical homomorphism

lim−→
U

Hn(G/U,AU)→ Hn(G,A).

Proposition 2.2.3. The above homomorphism is an isomorphism:

Hn(G,A) ∼= lim−→
U

Hn(G/U,AU).

Proof. See [NSW08, Proposition 1.2.5].

Hence, in what follows, we may assume thatG is finite. We will be interested primarily

in the cases n = 0, 1, 2.
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2.2.2 The lower dimensional cohomology groups

The group H0(G,A): We identify C0(G,A) with A via the natural isomorphism y 7→

y(1). Then, for a ∈ A, (d1a)(g) = ga − a, so H0(G,A) = AG, the set of elements of A

left invariant by G.

The group H1(G,A): A 1-cocycle is a continuous function y : G→ A such that

y(gh) = y(g) + gy(h) for all g, h ∈ G.

Such a function is also called a crossed homomorphism. It is a coboundary if there exists

an element a ∈ A such that y(g) = ga − a for all g ∈ G. A crossed homomorphism of

this type is called principal.

Let F be a field and K/F a Galois extension with G = Gal(K/F ). Both the additive

group K+ and the multiplicative group K× are G-modules. We have

Theorem 2.2.4 (Hilbert’s Satz 90). H1(G,K×) = 1

Proof. By Proposition 2.2.3, we may assume that K/F is finite. Let a : G → K× be a

1-cocycle. Since the automorphisms σ ∈ G are linearly independent over K, there exists

c ∈ K× such that

b =
∑
σ∈G

a(σ)σc 6= 0.

Then, for τ ∈ G, we have

τb =
∑
σ∈G

τ(a(σ))τσc =
∑
σ∈G

a(τ)−1a(τσ)τσc = a(τ)−1b.

Thus a(τ) = bτ(b)−1, so a is a 1-coboundary.

This in turn leads to the following important result, called Kummer theory. Choose

n ∈ N prime to the characteristic of F . Denote the group of n-th roots of unity in the

separable closure Fs of F by µn and the absolute Galois group Gal(Fs/F ) of F by GF .



Chapter 2. Background 22

From the exact sequence of GF -modules

1 µn F×s F×s 1.a7→an

we obtain, by Hilbert’s Satz 90, the exact sequence

H0(GF , F
×
s ) = F× F× H1(GF , µn) H1(GF , F

×
s ) = 1,a7→an δ

and hence

H1(GF , µn) ∼= F×/(F×)n.

Note that if p is a prime such that F contains a primitive p-th root of unity ζp, then µp

is a trivial GF -module and we have

F×/(F×)p ∼= H1(GF ,Fp) = Hom(GF ,Fp),

where we consider Fp to be a GF -module with trivial action. For each a ∈ F×, we have

an element χa ∈ H1(GF ,Fp) defined by σ( p
√
a) = ζ

χa(σ)
p

p
√
a, for all σ ∈ GF .

We obtain another important result by considering the case in whichG is a pro-p group

and Fp is a G-module with trivial G action. H1(G,Fp) is then the Fp-vector space of all

continuous homomorphisms of G into the discrete group Fp. Since each such homomor-

phism vanishes on Gp[G,G], H1(G,Fp) ∼= H1(G/Gp[G,G],Fp) = Hom(G/Gp[G,G],Fp).

This implies that H1(G,Fp) and G/Gp[G,G] are dual to each other. By Burnside’s Basis

Theorem, if dimFp H
1(G,Fp) = n < ∞, G is a finitely generated pro-p group with n as

the minimal number of generators.

The group H2(G,A): A 2-cocycle is a continuous function x : G × G → A such that

d3x = 0, that is

x(gh, k) + x(g, h) = x(g, hk) + gx(h, k) for all g, h, k ∈ G.
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Such a function is a 2-coboundary if

x(g, h) = y(g)− y(gh) + gy(h)

for a 1-cochain y : G→ A.

The 2-cocycles occur in connection with group extensions. Let

1 A E G 1.ι π

be a group extension with abelian kernel A such that ι(σa) = σ̂ι(a)σ̂−1 for σ ∈ G and

a ∈ A, where σ̂ ∈ E is a pre-image of σ. We refer to this as an extension of G by the

G-module A. An extension of G by a trivial G-module is called central. Two extensions

1 A E G 1.

and

1 A F G 1.

are said to be equivalent if there exists a homomorphism ϕ : E → F making the diagram

1 A E G 1

1 A F G 1

ϕ

commute. In this case ϕ is an isomorphism and both extensions induce the same G-

module structure on A.

If s : G→ E is a section, we obtain a map c : G×G→ A by

sσsτ = ι(cσ,τ )sστ

for σ, τ ∈ G, where, for convenience of notation, we write sσ for s(σ) and similarly for c.
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Then, by associativity in E, we have

cρσ,τ + cρ,σ = cρ,στ + ρcσ,τ for all ρ, σ, τ ∈ G.

Such a map c is called a factor system. The set of factor systems forms an abelian group

Z2(G,A) under point-wise addition.

Let a : G→ A be an arbitrary function. The map (σ, τ) 7→ aσ + σaτ − aστ is a factor

system, referred to as split, and the map a is called a set of splitting factors for the factor

system. The split factor systems form a subgroup B2(G,A) of Z2(G,A) and

H2(G,A) ∼= Z2(G,A)/B2(G,A).

Given another section t : G→ E, we must have tσ = ι(aσ)sσ for some map a : G→ A,

and the factor system given by t is

(σ, τ) 7→ cσ,τ + (aσ + σaτ − aστ ).

Hence, the cohomology class of c is well defined and is referred to as the cohomology

class of the extension

1 A E G 1.ι π

We then have

Theorem 2.2.5. Two extensions of G by the G-module A are equivalent if and only if

they have the same cohomology class. Furthermore, for γ ∈ H2(G,A) there exists an

extension with cohomology class γ.

Proof. See [Led05, Theorem 2.3.1].

Example 2.2.6. The extension with cohomology class 0 ∈ H2(G,A) is

1 A AoG G 1,
a7→(a,1) (a,σ) 7→σ
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where AoG is the semi-direct product, i.e. the set A×G equipped with the composition

(a, σ)(b, τ) = (a+ σb, στ).

Example 2.2.7. In the case where G = Cn is a cyclic group of order n generated by

σ, we can choose the section G → E as σi 7→ si, i = 0, 1, . . . , n − 1, where s ∈ E is a

pre-image of σ. Then sn = ι(a) for some a ∈ A and since ι(σa) = sι(a)s−1, we have

a ∈ ACn . So every cohomology class in H2(Cn, A) is represented by a factor system of

the form

cσi,σj =

0, i+ j < n

a, i+ j ≥ n

for i, j ∈ {0, 1, . . . , n − 1}, where a ∈ ACn . Conversely, for any such a this is a factor

system. A set of splitting factors for c is given by a1 = 0, aσ = b, aσ2 = b+σb, . . . , aσn−1 =

b+ σb+ · · ·+ σn−2b, where b ∈ A with TrCn(b) = a. Hence

H2(Cn, A) ∼= ACn/TrCnA.

We obtain another important result when we consider the case in which G is a finitely

generated pro-p group. Suppose {x1, . . . , xn} is a minimal system of generators of G.

Then G has a minimal presentation

1 R S(n) G 1,

where S(n) is the free pro-p group of rank n. The rank of the (closed normal) subgroup

R is the number of relations between the xi’s.

Proposition 2.2.8. The following two conditions are equivalent:

(i) The subgroup R is of finite rank (as a closed normal subgroup of S(n)

(ii) H2(G,Fp) is of finite dimension

If these conditions are satisfied, one has the equality

r = n− h1 + h2,
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where r is the rank of the normal subgroup R and hi = dimFp H
i(G,Fp).

Proof. See [Ser02, Proposition 27]

Since {x1, . . . , xn} is a minimal system of generators of G, dimFp H
1(G,Fp) = n.

Hence r = dimFp H
2(G,Fp) is the minimal number of relations between the generators of

G.

2.3 Central Simple Algebras and the Brauer Group

Definition 2.3.1. A central simple algebra (CSA) A/F over a field F is a finite di-

mensional F -algebra having center F and no proper nontrivial two-sided ideals. We say

that an extension field K/F is a splitting field for A/F , or that A/F splits over K,

if A/F ⊗F K ∼= Mn(K) for some n. Two CSA’s A/F and B/F are called similar if

A/F ⊗F Mr(F ) ∼= B/F ⊗F Ms(F ) for some r, s and we write A/F ∼ B/F . If F is

understood, we will abbreviate A/F to A.

We have the following characterization and properties of central simple algebras.

Proposition 2.3.2. For a finite dimensional F -algebra A the following are equivalent:

(i) A is a CSA.

(ii) If Fs is the separable closure of F , then A splits over Fs.

(iii) There exists a finite Galois extension K/F such that A splits over K.

(iv) A ∼= Mn(D) for some n, where D is a skew field over F of finite degree.

Proof. See [NSW08, Proposition 6.3.1].

Proposition 2.3.3. Let A/F be a CSA. Then A⊗F Aop ∼= Mn(F ), where n = dimF A,

and Aop is the opposite algebra, i.e., A equipped with the multiplication a · b = ba.

Proof. See [Led05, Proposition 3.3.1].
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The F -algebra Ae = A ⊗F Aop is sometimes known as the enveloping algebra of A.

Also, by [Led05, Corollary 3.3.4], the tensor product A ⊗F B of two central simple F -

algebras is again central simple and ∼ respects tensor products, so we have a well defined

composition on the similarity classes of CSA’s over F given by

[A][B] = [A⊗F B].

This is associative, commutative, has identity 1 = [F ] and [A]−1 = [Aop], so the similarity

classes constitute an abelian group, known as the Brauer group Br(F ) of F .

Example 2.3.4. Let K/F be a Galois extension of degree n = [K : F ] with Galois

group G = Gal(K/F ). Let x : G×G→ K× be a normalized (i.e. x(σ, 1) = x(1, σ) = 1)

2-cocycle and consider the n-dimensional K-vector space

K(G) =
⊕
σ∈G

Keσ

with coordinates indexed by G. Define a multiplication on K(G) by

(
∑
σ

aσeσ)(
∑
τ

bτeτ ) =
∑
σ,τ

aσσbτx(σ, τ)eστ .

This multiplication has identity 1 = e1 and is associative due to the cocycle relation

x(σ, τ)x(στ, ρ) = σx(τ, ρ)x(σ, τρ),

hence making K(G) an n2-dimensional F -algebra, which is called the crossed product of

K and G by x, denoted (K,G, x).

Proposition 2.3.5. Crossed product algebras have the following properties:

(i) (K,G, x) is a central simple F -algebra which splits over K.

(ii) The normalized cocycles x and y are cohomologous if and only if (K,G, x) ∼=

(K,G, y).
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(iii) (K,G, xy) ∼ (K,G, x)⊗F (K,G, y).

(iv) Every central simple F -algebra which splits over K is similar to a crossed product

algebra.

Proof. See [NSW08, Proposition 6.3.3].

If L/F is a field extension, we have the restriction homomorphism

resL/F : Br(F )→ Br(L), [A] 7→ [A⊗F L].

The kernel of resL/F is the relative Brauer group, Br(L/F ), which is the group of central

simple F -algebras which split over L. IfK/F runs through the finite Galois subextensions

of Fs/F , then by Proposition 2.3.2(3)

Br(F ) =
⋃
K

Br(K/F ).

Given a normalized 2-cocycle x, we can associate to the cohomology class [x] ∈ H2(Gal(K/F ), K×)

the class [(K,G, x)] to obtain a map

H2(Gal(K/F ), K×)→ Br(K/F ),

which, by Proposition 2.3.5, is a group isomorphism. If F ⊆ K ⊆ L are two finite Galois

extensions, then the diagram

H2(Gal(L/F ), L×) Br(L/F )

H2(Gal(K/F ), K×) Br(K/F )

inf

commutes and taking direct limits gives

Theorem 2.3.6. For every Galois extension K/F we have a canonical isomorphism

H2(Gal(K/F ), K×) ∼= Br(K/F ).
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In particular,

H2(GF , F
×
s ) ∼= Br(F ),

so Br(F ) is a torsion group.

Proof. See [NSW08, Theorem 6.3.4].

We can again consider, for n prime to the characteristic of F , the exact sequence

1 µn F×s F×s 1a7→an

of GF -modules. The associated exact cohomology sequence, together with Hilbert’s Satz

90 and the above theorem, then yields the isomorphism

H2(GF , µn) ∼= Brn(F ) = {b ∈ Br(F ) | bn = 1}.

If K/F is a cyclic extension of degree n with Galois group Cn = 〈σ〉, we have

Br(K/F ) ∼= H2(Cn, K
×) ∼= F×/NK/F (K×),

where the class of a ∈ F× corresponds to the similarity class of the algebra (K,Cn, x) =

K[s] having relations sn = a and sb = σbs for b ∈ K. In this case the crossed product

algebra (K,Cn, x) is often written (K, σ, a) and is referred to as a cyclic algebra.

Example 2.3.7. Let F be a field of characteristic 6= 2 and let K = F (
√
a) for some

a ∈ F× \ (F×)2. The cyclic algebra (K, σ, b) = F [i, j], where i =
√
a, j2 = b ∈ F×, σ

generates C2 = Gal(K/F ) and ji = σij = −ij. This algebra is 4-dimensional over F

with basis {1, i, j, ij} and is split if and only if b is a norm in K/F .

2.4 Quadratic Forms and Quaternion Algebras

Definition 2.4.1. An algebra Q/F in characteristic 6= 2 is called a quaternion algebra

if Q is generated over F by elements i and j such that i2 = a, j2 = b and ji = −ij for

some a, b ∈ F×.
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Example 2.4.2. (F (
√
a), σ, b) is a quaternion algebra whenever a /∈ (F×)2. In fact, for

any a, b ∈ F× there is a corresponding quaternion algebra Q, denoted

Q = (
a, b

F
) = (a, b)F

which is a 4-dimensional central simple algebra and is either split or a division algebra.

Quaternion algebras have a close connection to quadratic forms. We briefly recall

some of the basic theory and notation.

Let F be a field of characteristic 6= 2 and let V be a finite-dimensional F -vector space.

A symmetric bilinear form on V is a map B : V × V → F , such that

1. B(au+ bv, w) = aB(u,w) + bB(v, w), and

2. B(u, v) = B(v, u)

for all u, v, w ∈ V and a, b ∈ F . The associated quadratic form is the diagonal map

q : V → F, u 7→ B(u, u).

Since q(u + v) = q(u) + q(v) + 2B(u, v), one can recover B from q. The pair (V, q) is

called a quadratic space.

Example 2.4.3. Let V = F n and let a1, . . . , an ∈ F . Then the map

V → F, (x1, . . . , xn) 7→ a1x
2
1 + · · ·+ anx

2
n

is an n-ary quadratic form on F n, called a diagonal form and denoted by 〈a1, . . . , an〉.

Given two quadratic spaces (V1, q1) and (V2, q2) over F , where q1 = 〈a1, . . . , an〉 and

q2 = 〈b1, . . . , bm〉, one can define the orthogonal sum (V1 ⊕ V2, q1 ⊥ q2) := (V1, q1) ⊥

(V2, q2) and tensor product (V1 ⊗ V2, q1 ⊗ q2) := (V1, q1)⊗ (V2, q2), where

q1 ⊥ q2 := 〈a1, . . . , an, b1, . . . , bm〉
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and

q1 ⊗ q2 := 〈a1b1, . . . , a1bm, . . . , anb1, . . . , anbm〉.

Two n-ary quadratic forms q and q′ are said to be equivalent (∼) if there exists an

invertible matrix C ∈ GLn(F ) such that q′(Cv) = q(v) and two quadratic spaces (V, q)

and (V ′, q′) are said to be isometric (∼=) if there exists an F -isomorphism ϕ : V → V ′

such that q′(ϕ(v)) = q(v). It can be shown that every quadratic form is equivalent to a

diagonal form and that there is a one-one correspondence between the equivalence classes

of n-ary quadratic forms and the isometry classes of n-dimensional quadratic spaces.

Definition 2.4.4. Let q be an n-ary quadratic form over F and let a ∈ F×. We say

that q represents a if there exist x1, . . . , xn ∈ F such that q(x1, . . . , xn) = a. The set of

values in F× represented by q, or the value set of q, is denoted DF (q). Note that this set

depends only on the equivalence class of q.

Let (V, q) be a quadratic space and let B be the symmetric bilinear form corresponding

to q. Two vectors u, v ∈ V are said to be orthogonal, written u ⊥ v, if B(u, v) = 0. If U

is a subspace of V , the orthogonal complement of U is the subspace

U⊥ = {v ∈ V | ∀u ∈ U : u ⊥ v}.

If U ∩ U⊥ = 0, we say that U is a regular subspace. If V ⊥ = 0, we say that q is regular

or nonsingular. We say that a vector v is isotropic if q(v) = 0 and anisotropic otherwise.

The quadratic form q is called isotropic, or is said to represent zero, if q has a non-zero

isotropic vector, otherwise it is called anisotropic. An isotropic form can be regular, for

example the binary form 〈1,−1〉.

Theorem 2.4.5. Let (V,q) be a 2-dimensional quadratic space. The following are equiv-

alent:

(i) V is regular and isotropic.

(ii) V is isometric to 〈1,−1〉.

(iii) V corresponds to the equivalence class of the binary quadratic form x1x2.
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Proof. See [Lam05, Theorem I.3.2]

The isometry class of a 2-dimensional quadratic space satisfying the conditions of

Theorem 2.4.5 is called the hyperbolic plane, denoted H. An orthogonal sum of hyperbolic

planes is called a hyperbolic space. E. Witt [Wit37a] showed that any regular quadratic

space (V, q) splits into an orthogonal sum (Vh, qh) ⊥ (Va, qa) where Vh is hyperbolic, Va

is anisotropic and the isometry types of Vh and Va are uniquely determined.

Definition 2.4.6. The set of equivalence classes of anisotropic nonsingular quadratic

forms over a field F , together with the binary operations ⊥ and ⊗, form a commutative

ring, known as the Witt ring W (F ) of F .

Returning now to the quaternion algebra Q = (a, b)F with basis {1, i, j, k = ij},

we can make Q into a quadratic space as follows. For an arbitrary quaternion x =

α + βi + γj + δk ∈ Q, we define a map N : Q → F by N(x) = α2 − aβ2 − bγ2 + abδ2.

Then N = 〈1,−a,−b, ab〉 is a quadratic form, referred to as the norm form of Q, and

N(x) is called the norm of the quaternion x.

Theorem 2.4.7. For a, b, c, d ∈ F×, the following are equivalent:

(i) 〈1,−a,−b, ab〉 ∼ 〈1,−c,−d, cd〉.

(ii) 〈−a,−b, ab〉 ∼ 〈−c,−d, cd〉.

(iii) (a, b)F ∼= (c, d)F .

Proof. See [Sch85, Ch. 2, Theorem 11.9].

Hence a quaternion algebra is completely determined by its norm form. This also

leads to the following criteria for the splitting of a quaternion algebra.

Corollary 2.4.8. The following are equivalent:

(i) 〈−a,−b, ab〉 is isotropic.

(ii) (a, b)F is split.

(iii) The binary form 〈a, b〉 represents 1.
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(iv) b ∈ NK/F (K), where K = F (
√
a) and NK/F is the field norm.

We denote the equivalence class of the quaternion algebra (a, b)F in Br(F ) by (a, b)

and call it a quaternion class. We have

Theorem 2.4.9. Let a, a′, b, b′, x, y ∈ F×. Then

(i) (a, b) = (b, a) and (ax2, by2) = (a, b).

(ii) (a,−a) = 1 and (a, 1− a) = 1 if a 6= 1.

(iii) (a, a) = (a,−1).

(iv) (aa′, b) = (a, b)(a′, b) and (a, bb′) = (a, b)(a, b′).

Proof. See [Led05, Theorem 3.5.3].

Definition 2.4.10. A pairing f : F× × F× → A into a multiplicative abelian group A

is said to be a Steinberg symbol if f is bimultiplicative and has the Steinberg property ;

f(a, b) = 1 whenever a+ b = 1.

Every such symbol factors through a group K2(F ), called the second K-group of the

field F , which is defined by

K2(F ) = (F× ⊗Z F×)/〈a⊗ b | a+ b = 1〉.

The natural pairing ϕ : F× × F× → K2(F ) is then a universal Steinberg symbol ; i.e.

for any arbitrary Steinberg symbol f : F× × F× → A there exists a unique group

homomorphism g : K2(F )→ A such that f = gϕ.

We define the group k2(F ) to be the quotientK2(F )/(K2(F ))2. Any Steinberg symbol

into an abelian group A with A2 = 1 then factors uniquely through k2(F ). Theorem 2.4.9

shows that the quaternion map (−,−) : F× × F× → Br(F ) is a symmetric bilinear

form defined on the square classes of F×, which defines a Steinberg symbol into Br2(F ).

This symbol is induced by the unique group homomorphism k2(F ) → Br2(F ) given by

[a]⊗ [b] 7→ (a, b).
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Theorem 2.4.11 (Merkurjev). The map k2(F )→ Br2(F ) is an isomorphism.

Proof. See [Mer81].

This leads to the notion of a symbol for any field F as a multi-multiplicative map

F× × · · · × F× → A, (a1, . . . , an) 7→ [a1, . . . , an],

into a (multiplicatively written) abelian group A such that [a1, . . . , an] = 1 whenever

ai + aj = 1 for some i 6= j. Every such symbol factors through a group KM
n (F ), which is

the universal target of symbols and is defined as follows.

Definition 2.4.12. The n-th Milnor K-group of a field F is the quotient

KM
n (F ) = (F× ⊗Z · · · ⊗Z F×)/In,

where In is the subgroup generated by the elements a1 ⊗ · · · ⊗ an such that ai + aj = 1

for some i 6= j.

The Milnor K-groups have a close connection to Galois cohomology, which arises as

follows.

Let k ∈ N be prime to the characteristic of F . Recall that the exact sequence

1 µk F×s F×s 1a7→ak

gives a surjective homomorphism

δF : F× → H1(GF , µk)

with kernel (F×)k. Also, for each n ≥ 1, we have the cup product

H1(GF , µk)× · · · ×H1(GF , µk) Hn(GF , µ
⊗n
k ),∪
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hence a map

F× × · · · × F× → Hn(GF , µ
⊗n
k ), (a1, . . . , an) 7→ (a1, . . . , an)F := δFa1 ∪ · · · ∪ δFan.

Theorem 2.4.13 (Tate). The above map induces a homomorphism

hF : KM
n (F )→ Hn(GF , µ

⊗n
k ),

called the Galois symbol (or the norm residue map).

Proof. [NSW08, Theorem 6.4.2] The multiplicativity in each argument follows from the

definition. It remains to show that (a1, . . . , an)F = 1 if ai + aj = 1 for i 6= j and

it suffices to consider the case n = 2 since if n > 2 and, say i = 1, j = 2, then

(a1, . . . , an)F = (a1, a2)F ∪ (a3, . . . , an)F .

Let n = 2 and let a ∈ F×, a 6= 1. Let Xn − a =
∏

i fi(X) with fi(X) monic and

irrreducible in F [X]. For each i, let ai be a root of fi(X) and let Fi = F (ai). Then

1− a =
∏
i

fi(1) =
∏
i

NFi/F (1− ai).

Hence

(1− a, a)F = (
∏
i

NFi/F (1− ai), a)F =
∏
i

(NFi/F (1− ai), a)F .

The formula cor(α ∪ resβ) = (corα) ∪ β together with the fact that cor is the norm on

H0 and commutes with δ gives

(NFi/F (1− ai), a)F = cor(1− ai, a)Fi

= cor(1− ai, aki )

= cor(1− ai, ai)k

= 1,

hence (1− a, a) = 1.

For the Galois symbol we have



Chapter 2. Background 36

Conjecture 2.4.14 (Bloch-Kato). For every field F and every k ∈ N prime to the

characteristic of F , the Galois symbol yields an isomorphism

hF : KM
n (F )/NKM

n (F ) −̃→ Hn(GF , µ
⊗n
k ).

This famous conjecture has recently been proved by V. Voevodsky with contribu-

tions by M. Rost and C. Weibel. The result is often referred to as the norm residue

isomorphism.

2.5 The Incidence Algebra and Möbius Functions

Often a set of objects to be counted possesses a natural partial ordering. As a result,

many problems of enumeration are closely related to the theory of Möbius functions. In

this section we recall some pertinent aspects of that general theory (see [Rot64, BG75,

Wal61]).

Consider a partially ordered set P = (S,5), where 5 is an order relation on the set

S. For any x, y ∈ P , the segment [x, y] := {z ∈ P | x 5 z 5 y}. A partially ordered set

P is locally finite if every segment in P is finite.

Let P be a locally finite partially ordered set. The incidence algebra of P is defined

as follows. Consider the set of all real-valued functions of two variables f(x, y), defined

for x, y ∈ P , with the property that f(x, y) = 0 if x � y. The sum of two such functions

as well as multiplication by scalars are defined as usual. The product h = fg is defined

as follows:

h(x, y) =
∑
x5z5y

f(x, z)g(z, y).

Since P is locally finite, the sum on the right is well defined. This is an associative

algebra over the reals and has an identity element which is the Kronecker delta function,

δ(x, y).

The zeta function of P is the element of the incidence algebra of P given by ζ(x, y) = 1

if x 5 y and ζ(x, y) = 0 otherwise. The function n(x, y) = ζ(x, y)− δ(x, y) is called the

incidence function.
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Proposition 2.5.1. The zeta function of a locally finite partially ordered set P is invert-

ible in the incidence algebra.

Proof. Let µ(x, y) be the function defined inductively over the elements in the segment

[x,y] as follows. Set µ(x, x) = 1 for all x ∈ P . Now suppose that µ(x, z) has been defined

for all z such that x 5 z < y and set

µ(x, y) = −
∑
x5z<y

µ(x, z).

Then
(ζµ)(x, y) =

∑
x5z5y

ζ(x, z)µ(z, y)

=
∑
x5z5y

µ(z, y)

= δ(x, y),

and similarly (µζ)(x, y) = δ(x, y). The function µ, the inverse of ζ, is called the Möbius

function of the partially ordered set P .

Proposition 2.5.2 (Möbius inversion formula I). Let f : P → R be defined for all x in

a locally finite partially ordered set P and assume there exists an element m ∈ P such

that f(x) = 0 unless x = m. Suppose that g : P → R is given by

g(x) =
∑
y5x

f(y).

Then

f(x) =
∑
y5x

g(y)µ(y, x).

Proof. Since P is locally finite,
∑

y5x f(y) =
∑

m5y5x f(y) is a finite sum. Hence the
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function g is well-defined. Then

∑
y5x

g(y)µ(y, x) =
∑
y5x

∑
z5y

f(z)µ(y, x)

=
∑
y5x

∑
z

f(z)ζ(z, y)µ(y, x)

=
∑
z

f(z)
∑
y5x

ζ(z, y)µ(y, x)

=
∑
z

f(z)δ(z, x)

= f(x).

A similar argument establishes

Proposition 2.5.3 (Möbius inversion formula II). Let f : P → R be defined for all x in

a locally finite partially ordered set P and assume there exists an element M ∈ P such

that f(x) = 0 unless x 5M . Suppose that g : P → R is given by

g(x) =
∑
y=x

f(y).

Then

f(x) =
∑
y=x

µ(x, y)g(y).

Corollary 2.5.4. The Möbius function µ of a locally finite partially ordered set can be

computed recursively by either of the formulae

µ(x, z) = −
∑
x5y<z

µ(x, y), x < z,

µ(x, z) = −
∑
x<y5z

µ(y, z), x < z,

together with µ(x, x) = 1.

Example 2.5.5. [Rot64, Example 1] The classical Möbius function defined on the set
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of positive integers is given by µ(d) = (−1)r if d is a product of r distinct primes and 0

otherwise. The classical inversion formula, first derived by Möbius in 1832, is:

g(m) =
∑
n|m

f(n); f(m) =
∑
n|m

g(n)µ(m/n).

The set of positive integers is a locally finite partially ordered set with divisibility as

the partial order. In this case the incidence algebra has a distinguished subalgebra

consisting of all functions f of the form f(n,m) = F (m/n). The Möbius function of this

partially ordered set is µ(n,m) = µ(m/n). The product H = FG of two functions in

this subalgebra can be written in the simpler form

H(m) =
∑
kn=m

F (k)G(n).

If we associate the formal Dirichlet series F̂ (s) =
∑∞

n=1 F (n)/ns with the element F

of this subalgebra, then the above product corresponds to the product of two formal

Dirichlet series considered as functions of s, Ĥ(s) = F̂ (s)Ĝ(s). Under this representation,

the zeta function of the partially ordered set is the classical Riemann zeta function ζ(s) =∑∞
n=1 1/ns, and the statement that the Möbius function is the inverse of the zeta function

reduces to the classical identity 1/ζ(s) =
∑∞

n=1 µ(n)/ns.

The lattice of subgroups of a finite group G is a locally finite partially ordered set.

The theory of Möbius functions in this case is of particular interest in counting Galois

extensions. A subgroup function from G to Z is a mapping of the lattice of subgroups of

G into Z. The equations

µG(G) = 1 and
∑
H≤K

µG(K) = 0 whenever H < G,

define the Möbius function µG of G; µG is a subgroup function from G to Z. Note that

if N C G, N ≤ H ≤ G, then µG/N(H/N) = µG(H).
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If two subgroup functions g, h satisfy

g(H) =
∑
K≤H

h(K)

for all H ≤ G, then by the Möbius inversion formula

h(G) =
∑
H≤G

µG(H)g(H).

An explicit formula for µG(H) can be obtained as follows. Let M1, . . . ,Mr be the

maximal subgroups of G. If S = {i1, . . . , is} is a subset of I = {1, . . . , r}, let

(−1)S := (−1)s,

MS := Mi1 ∧Mi2 ∧ · · · ∧Mis ;

so Mφ = G, and MI is the Frattini subgroup Φ(G) of (G). Let SH denote the set of

indices i such that H ≤Mi. Then

∑
H≤MS

(−1)S =
∑
S⊆SH

(−1)S

=

1 if H = G

0 if H < G,

so

µG(H) =
∑
MS=H

(−1)S.

It follows that µG(H) = 0 unless H is an intersection of maximal subgroups of G. In

particular, µG(H) = 0 unless Φ(G) ≤ H.

Now consider the case in which G is a p-group. Let Vn(q) be an n-dimensional vector

space over the field of q elements and partially order the subspaces of Vn(q) by inclusion.

Denote the resulting partially ordered set by L(Vn(q)). The Gaussian coefficient
(
n
k

)
q
is



Chapter 2. Background 41

defined to be the number of k-dimensional subspaces of Vn(q). Hence

(
n

k

)
q

=
# of sequences of k independent vectors in Vn(q)

# of sequences of k independent vectors in Vk(q)

=
(qn − 1)(qn − q) · · · (qn − qk−1)

(qk − 1)(qk − q) · · · (qk − qk−1)

=
(qn − 1)(qn−1 − 1) · · · (qn−k+1 − 1)

(qk − 1)(qk−1 − 1) · · · (q − 1)
.

For any two subspaces S and T of Vn(q), the structure of the sublattice [S, T ] of

L(Vn(q)) depends only on dimFq T−dimFq S, so computing the Möbius function of the par-

tially ordered set L(Vn(q)) reduces to determining the Möbius function µk = µ(0, Vk(q))

for all k ≤ n.

Let X be a vector space over Fq with |X| = x. For any subspace U ∈ L(Vn(q)) let

N=(U) be the number of linear transformations f : Vn(q)→ X whose kernel is U and let

N≥(U) be the number of such maps whose kernel contains U . Then

N≥(U) =
∑

U≤W∈L(Vn(q))

N=(W ),

and by Möbius inversion

N=(U) =
∑

U≤W∈L(Vn(q))

µ(U,W )N≥(W ).

The number of injective maps is then

N=(0) =
∑

W∈L(Vn(q))

µ(0,W )N≥(W ).

Since any injective map from Vn(q) → X is specified by giving the image of an ordered

basis of Vn(q), the number of such maps is (x− 1)(x− q) · · · (x− qn−1). Also, if W has

Fq-dimension d(W ), then N≥(W ) = xn−d(W ). Hence

(x− 1)(x− q) · · · (x− qn−1) =
∑

W∈L(Vn(q))

µd(W )x
n−d(W ) =

n∑
k=0

(
n

k

)
q

µkx
n−k.
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Since this identity is true for infinitely many values of x, it is a polynomial identity.

Equating the constant terms gives

µn = (−1)(−q) · · · (−qn−1) = (−1)nq
1
2
n(n−1).

Thus we have

Lemma 2.5.6. If G is a p-group and H ≤ G with [G : H] = pi then

µG(H) =

(−1)ip
1
2
i(i−1) if Gp[G,G] ≤ H

0 otherwise.

This lemma will be important when we consider M. Yamagishi’s method for deter-

mining the number of Galois p-extensions of certain local fields in section 3.3.4.
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Counting Galois p-Extensions

The goal of this chapter is to illustrate several techniques for enumerating Galois p-

extensions of various fields. These numbers are important in the study of quotients and

filtrations of absolute Galois groups. In section 3.2 we point out a connection between

the number of Galois extensions of a field F having Galois group isomorphic to D4,

the dihedral group of order 8, and a particular small quotient of GF referred to as the

W-group of F .

We turn to the problem of counting D4-extensions of local fields, beginning, in section

3.3, with a method of constructing extensions of the p-adic numbers, Qp, due to H. Naito

[Nai95]. We then provide an alternative, group-theoretic approach based on knowledge

of the W-group as well as a method which utilizes the theory of quaternion algebras.

These are new techniques for determining the number of D4-extensions of Qp which are

presented as an alternative to the direct construction approach of Naito.

Section 3.3.4 describes a technique, due to M. Yamagishi [Yam95], using the theory

of complex characters and Möbius functions to count finite Galois p-extensions of a local

field K, where K is a finite extension of Qp. We illustrate this method in the case of

D4-extensions in example 3.3.6. In [MT14] J. Mináč and N. D. Tân develop a technique

to compute the number of U4(Fp)-extensions of K using triple Massey products. We

closely follow this approach in section 3.3.5, with the necessary modifications, to show

that cup products can be used to determine a formula for the number of D4-extensions

of K based on the degree n = [K : Qp].

43
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In section 3.4 we consider formally real pythagorean fields. It is interesting to note

that in 1900, David Hilbert posed a famous list of twenty-three problems and it was

the theory of formally real fields that led Emil Artin, in 1927, to a solution of Hilbert’s

seventeenth problem. After reviewing the basic theory, we develop, in section 3.4.1, a

formula for the number of D4-extensions of a pythagorean SAP field. In section 3.4.2

we characterize the group GF (2) for F a pythagorean SAP field or a superpythagorean

field. These groups will be considered further when we study dimensions of Zassenhaus

filtration subquotients in chapter 4.

3.1 The Inverse Galois Problem

A central problem in modern Galois theory is the inverse Galois problem: given a field

F and a group G, is it possible to construct a Galois extension K/F with Galois group

isomorphic to G? Such an extension K/F is often referred to as a G-extension. If such

a construction is possible, then the closely related question of counting the number of

G-extensions of F naturally arises.

The embedding problem in Galois theory generalizes the inverse problem and consists

of finding the conditions under which one can construct a Galois extension K/F , with

group G, such that K extends a given Galois extension L/F whose Galois group is a

quotient of G. If the group G contains a normal subgroup H, then a natural approach

to solving the inverse problem for the field F and the group G is to choose an extension

L/F with Galois group G/H which can in turn be embedded in an appropriate extension

K.

Probably the simplest example of an embedding problem is the following well known

result (see, for example [ILF97]), which is also related to the notion of pythagorean fields.

We include a proof in order to illustrate that even this case is nontrivial.

Theorem 3.1.1. Let F be a field with char(F ) 6= 2 and let K = F (
√
a) be a quadratic

extension of F . Then K can be embedded in a cyclic extension L/F of degree 4 if and

only if a is a sum of two squares in F .
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Proof. We assume that −1 /∈ F 2; otherwise every element in F is a sum of two squares

in F and L = F ( 4
√
a) is a solution of the embedding problem.

Suppose that L/F is a C4-extension with Gal(L/F ) = 〈g〉 and thatK ⊆ L. Let α be a

primitive element of L and letm = (α−g2(α))/(g(α)−g3(α)). Thenm is well defined and

m 6= 0. Also, g(m) = (g(α) − g3(α))/(g2(α) − α) = −m−1 and g2(m) = −g(m)−1 = m,

so m ∈ K = F (
√
a). If m = x + y

√
a, where x, y ∈ F , then x2 − ay2 = NK/F (m) =

mg(m) = −1, so y 6= 0 and a = (x/y)2 + (1/y)2 is a sum of two squares in F .

Conversely, suppose a = u2 + v2 with u, v ∈ F, v 6= 0 and let m = (u+
√
a)/v. Then,

if ḡ is the automorphism of K = F
√
a defined by

√
a 7→ −

√
a, we have mḡ(m) = −1.

Now let λ = 1 + m2. Then λ 6= 0 and ḡ(λ) = 1 + 1/m2 = λ/m2. Let θ =
√
λ, let

L = K(θ) and let g be an automorphism of L extending the automorphism ḡ of K. Then

g(θ)2 = g(λ) = λ/m2 = (θ/m)2, so, up to sign, g(θ) = θ/m. Hence g is an automorphism

of L/F and furthermore,

g2(θ) = g(θ)/ḡ(m) = θ/(mḡ(m)) = −θ;

g3(θ) = −θ/m;

g4(θ) = θ,

so g4 = 1. Therefore L = K(θ) is normal over F with Gal(L/F ) = 〈g〉 ∼= C4.

Embedding problems have close connections to Galois cohomology and quadratic

forms. They are also of considerable importance in the study of absolute Galois groups.

For example, from the Galois correspondence, an affirmative answer to the inverse prob-

lem is equivalent to the existence of a closed normal subgroup H of the absolute Galois

group GF of F such that GF/H ∼= G. However, absolute Galois groups remain largely

mysterious objects and determining which profinite groups are realizable as absolute

Galois groups of various fields remains a significant open problem in Galois theory.

One means of approaching this problem is to study small quotients of absolute Galois

groups. The structure of these groups is, in turn, closely related to the problem of

counting Galois extensions. In the next section, for example, we look at the connection

between the number of D4-extensions of a field F and the W-group of F .
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3.2 Dihedral Extensions and W-Groups

We follow [MS96] to define a special Galois extension of a base field F and then summarize

results which pertain to the determination of dihedral extensions of F .

We fix the following notation: Cn denotes the cyclic group of order n and D4 denotes

the dihedral group of order 8. We assume that all fields have characteristic different from

2 and we make no distinction between an element a in a field F and and its square class

a(F×)2 ∈ F×/(F×)2. An extension K of the field F is called a G-extension if K/F is

Galois with Galois group G.

Let F (2) = F (
√
a | a ∈ F×); the compositum of all quadratic extensions of F ,

Γ = {b ∈ F (2) | F (2)(
√
b)/F is Galois} and F (3) = F (2)(

√
b | b ∈ Γ ); the compositum

of all quadratic extensions of F (2) which are Galois over F . Due to its close connection

with the Witt ring W (F ) of F , the field F (3) has been referred to as the Witt closure

of F and the group Gal(F (3)/F ) is called the W-group of F . Recall that the quadratic

closure or maximal 2-extension of F , denoted F (2), is the smallest extension of F which

is closed under taking of square roots, or alternatively, is the compositum of all 2-towers

over F (inside a fixed algebraic closure of F ). The group Gal(F (2)/F ) is the maximal

pro-2 quotient, GF (2), of the absolute Galois group GF of F . By [MS96, Proposition 2.1]

we see that the W-group of F , Gal(F (3)/F ) ∼= GF (2)[3].

Let {ai | i ∈ I} be a basis of F×/(F×)2. The automorphisms σi given by σj(
√
ai) =

(−1)δij
√
ai, where δij is the Kronecker delta function, form a minimal set of generators

of Gal(F (2)/F ) and they induce a natural isomorphism Gal(F (2)/F ) ∼=
∏

i∈I C2. From

Kummer theory, Gal(F (2)/F ) is the Pontrjagin dual of the discrete group F×/(F×)2

under the pairing (σ, a) = σ(
√
a)/
√
a with values in C2

∼= {±1}.

We now look more closely at the structure of F (3). Recall that quaternion algebras

over F are denoted (a, b)F , or simply (a, b) when the field F is clear. By Merkurjev’s

Theorem [2.4.11], the subgroup of the Brauer group Br(F ) generated by the isomorphism

classes of quaternion algebras over F is Br2(F ), the subgroup generated by elements of

order ≤ 2. The operation in Br(F ) will be written multiplicatively, so (a, b)F = 1 means

(a, b) splits over F . For a ∈ F×, Na denotes the norm group of a, i.e., the group of
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values of the quadratic form 〈1,−a〉 over F . The norm of an element y ∈ F (
√
a) for

a ∈ F× \ (F×)2 will be written Ny.

If a ∈ F×/(F×)2 then by a Ca
4 -extension of F we mean a C4-extension K of F such

that F (
√
a) ⊂ K. For these we have the following well known result (see, for example,

[JLY03, Chapter 2, Section 2] or [MS96, Proposition 2.3]).

Proposition 3.2.1. Let a ∈ F×/(F×)2. Then there exists a Ca
4 -extension of F if and

only if (a, a)F = 1. Furthermore, K is a Ca
4 -extension of F if and only if K = F (

√
a)(
√
y)

where y ∈ F (
√
a) is such that Ny = a ∈ F×/(F×)2.

Two elements a, b ∈ F× are called independent modulo squares if a and b are linearly

independent in F×/(F×)2. If a, b ∈ F× are independent modulo squares then by a

Da,b
4 -extension of F we mean a D4-extension K of F such that F (

√
a,
√
b) ⊂ K and

Gal(K/F (
√
ab)) ∼= C4. This next proposition is also well known (see, for example,

[JLY03, Chapter 2, Section 2]). For some history and discussion of more general types of

Galois extensions related to these extensions see also [Frö85, 7.7], [Mas87] or [MNQD77].

Proposition 3.2.2. Let a, b ∈ F× be independent modulo squares. Then there exists a

Da,b
4 -extension of F if and only if (a, b)F = 1. Furthermore, K is a Da,b

4 -extension of F

if and only if K = F (
√
a,
√
b)(
√
y) where y ∈ F (

√
a) is such that Ny = b ∈ F×/(F×)2.

The following diagram shows the lattice of subfields of a Da,b
4 -extension K of F :

F

F (
√
a) F (

√
ab) F (

√
b)

K1 K2 F (
√
a,
√
b) K4 K5

K

J. Mináč and M. Spira have shown that F (3) is the compositum of all quadratic,

C4- and D4-extensions of F [MS96, Corollary 2.18]. Furthermore, they observe that if

y, z ∈ F (
√
a) both satisfy the statement of Proposition 3.2.1, then F (2)(

√
y) = F (2)(

√
z),

and that a similar remark holds for D4-extensions. They also show that F (3) can be
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described as the Galois closure over F of the compositum of all extensions L of F such

that F ⊆ L ⊆ F (2) and [L : F ] ≤ 4 [MS96, Corollary 2.19].

Counting the number of D4-extensions of a given field F is therefore important in

determining the W-group, Gal(F (3)/F ), and thereby gaining a better understanding of

the absolute Galois group of F . We now consider various examples of fields F in order

to illustrate several methods of counting these extensions.

3.3 Local Fields

3.3.1 Constructing extensions

We begin by considering, as the base field, the field of p-adic numbers, Qp. One means of

determining the number of D4-extensions of Qp is, of course, by actually constructing all

such extensions. Following [Nai95], we outline this technique and then look at alternative

methods of counting these extensions.

1. The case p 6= 2. Any element x ∈ Qp can be written uniquely in the form

x = upn, where u is a unit in Zp. For p odd, x = upn ∈ Q×p is a square if and only if n

is even and the image of u in the residue field Zp/pZp ∼= Fp is a square mod p. Hence,

Q×p /(Q×p )2 ∼= C2 × C2 with representatives {1, p, u, up} where (u
p
) = −1.

The lattice of subfields of a D4-extension L/Qp is shown in the following diagram.

Qp

Qp(
√
p) Qp(

√
u) Qp(

√
up)

M1 M ′
1 M M2 M ′

2

L

The three quadratic extensions of Qp are Qp(
√
p), Qp(

√
u) and Qp(

√
up) and L/Qp

has four intermediate fields of degree 4 which are not Galois over Qp. These are the

extensions labelled M1,M
′
1,M2,M

′
2 in the above lattice diagram. For each n ∈ N, any

given local field has exactly one unramified extension of degree n. Since Qp(
√
p)/Qp and
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Qp(
√
up)/Qp are ramified, Qp(

√
u)/Qp is unramified. Hence,M/Qp(

√
p) andM/Qp(

√
up)

are also unramified. So Mi,M
′
i , i = 1, 2 are totally, and since (p, 4) = 1, tamely rami-

fied extensions of Qp. By Serre’s mass formula, Qp has exactly four totally and tamely

ramified extensions of degree 4. One such extension, say M1, is Qp( 4
√
p)/Qp. Hence

L = Qp(
√
u, 4
√
p)/Qp.

If p ≡ 1 mod 4, then Qp contains the 4th roots of unity, so Qp( 4
√
p)/Qp is a Galois

extension of degree 4. Hence Qp can have no D4-extension in this case.

If p ≡ 3 mod 4, then −1 is not a square in Qp, so Qp( 4
√
p)/Qp is not Galois. In this

case we see that Qp(
√
−1, 4
√
p) is a D4-extension of Qp.

2. The case p = 2. We now consider the field of 2-adic numbers, Q2. Let L/Q2 be

a Galois extension of degree 8. The Galois group of L, Gal(L/Q2) ∼= D4 if and only if L

contains an intermediate field of degree 4 which is not Galois over Q2. Hence, in order to

determine the D4-extensions of Q2, it is sufficient to construct all quadratic extensions

of Ki which are not Galois over Q2, where Ki is a quadratic extension of Q2.

The lattice of subfields of a D4-extension L/Q2 is shown below. We denote by K the

quadratic extension of Q2 for which L/K is cyclic of degree 4. The other two quadratic

extensions of Q2 in L are denoted K1 and K2. For i = 1, 2, Mi and M ′
i are the quadratic

extensions of Ki in L which are not Galois over Q2.

Q2

K1 K K2

M1 M ′
1 M M2 M ′

2

L

Let σ be the generator of the Galois group of Ki/Q2. Then Mi = Ki(
√
α) for an

α ∈ K×i such that ασ/α /∈ (K×i )2 and we have M ′
i = Ki(

√
ασ), L = Ki(

√
α,
√
ασ) and

M = Ki(
√
αασ). So we consider a system of representatives of the square class group of

Ki and take all pairs (α, ασ) of the system such that α and ασ are independent modulo

squares, thereby obtaining all D4-extensions L/Q2.
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An element x = u2n ∈ Q×2 , where u is a unit in Z2, is a square if and only if n

is even and u ≡ 1 mod 8. In the group U of units of Z2, we have U = {±1} × U2,

U2
∼= Z2 and the set of squares in U2 is U3 = {a ∈ Z2 | a ≡ 1 mod 23}. Then

U/U3
∼= C2 × C2 with representatives {±1,±5} and Q×2 /(Q×2 )2 ∼= C2 × C2 × C2 with

representatives {±1,±5,±2,±10}, so there are exactly seven quadratic extensions of Q2.

Naito considers all cases and thereby constructs 18 D4-extensions of Q2.

3.3.2 A group-theoretic approach

In cases in which the W-group of a field F is known, this can provide a group-theoretic al-

ternative to the direct construction method for determining the number of D4-extensions

of F . The following proposition provides an illustration.

Proposition 3.3.1. Let p be an odd prime. Then Qp has a D4-extension if and only if

p ≡ 3 mod 4, and this extension is unique.

Proof. Let G = GQp(2). By [MS96, Proposition 2.1], the W-group of Qp, Gal(Q(3)
p /Qp) ∼=

G/G4[G2, G] = G[3] and by [MS96, Corollary 2.18], Q(3)
p is the compositum of all quadratic,

C4- and D4-extensions of Qp.

Qp has no D4-extension if p ≡ 1 mod 4, since in this case [MS96, Example 4.2] shows

that G[3] ∼= C4 × C4, which has no quotient isomorphic to D4.

If p ≡ 3 mod 4, then {1, p,−1,−p} is a set of representatives of Q×p /(Q×p )2 and [MS96,

Example 4.3] shows that G[3] = 〈σp, σ−1 | [σp, σ−1] = σ2
p〉 ∼= C4 o C4, with the semidirect

product action given by σ−1
−1σpσ−1 = σ−1

p . We have the group extension

1 〈σ2
p, σ

2
−1〉 ∼= C2 × C2 G[3] Gal(Q(2)

p /Qp) = 〈σ̄p, σ̄−1〉 1.

So the existence of a D4-extension of Qp is equivalent to the existence of a subgroup

H ⊂ 〈σ2
p, σ

2
−1〉 such that

1 H ∼= C2 G[3] D4
∼= C4 o C2 1
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and

1 〈σ2
p, σ

2
−1〉/H D4 〈σ̄p, σ̄−1〉 1

are group extensions.

Since D4 is non-abelian, σ2
p = [σp, σ−1] 6= 1 in D4, and since D4 must have one

generator of order 2, σ2
pσ

2
−1 6= 1 in D4. Hence, the only possibility is H = 〈σ2

−1〉, so Qp

has exactly one D4-extension.

3.3.3 Quaternion algebras

Often, of course, one is dealing with a field F for which the W-group is not known and

the goal of counting D4-extensions of F may be to shed light on the structure of that

group. We now describe a technique of enumerating these extensions based on the theory

of quaternion algebras, using the example of the field Qp.

Recall that for p odd, Q×p /(Q×p )2 ∼= C2 × C2 with representatives {1, p, u, up} where

u is not a square mod p. So we consider the quaternion algebras (a, b)Qp where a, b ∈

{1, p, u, up} are independent modulo squares. By Proposition 3.2.2, there exists a Da,b
4 -

extension of Qp if and only if (a, b)Qp = 1 ∈ Br2(Qp).

If p ≡ 1 mod 4, then by [Lam05, Theorem VI.2.2], (p, u)Qp is a division algebra. Since

-1 is a square in Qp, we have (p, u)Qp
∼= (p, up)Qp

∼= (u, up)Qp , so Qp has no D4-extension.

If p ≡ 3 mod 4, we can take u = −1. In this case (p,−p)Qp splits and by the non-

degeneracy of the Hilbert symbol, we see that {p,−p} is the only choice for {a, b}. Now

suppose L1 = F (
√
a,
√
b)(
√
y) and L2 = F (

√
a,
√
b)(
√
z) are two Da,b

4 -extensions of a

field F . It follows from Proposition 3.2.2 that there exists an f ∈ F such that z = fy.

When F = Qp with p ≡ 3 mod 4, we have
√
f ∈ Q(2)

p = Qp(
√
p,
√
−p). So

L2 = Qp(
√
p,
√
−p)(

√
z) = Qp(

√
p,
√
−p)(

√
fy) = Qp(

√
p,
√
−p)(√y) = L1.

Hence there exists only one D4-extension L/Qp in this case.

The diagram below shows the lattice of subfields of this extension.
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Qp

Qp(
√
p) Qp(

√
−1) Qp(

√
−p)

Qp( 4
√
p) Qp(

√
−√p) Qp(

√
p,
√
−1) Qp(

√
−
√
−p) Qp( 4

√
−p)

Qp( 4
√
p,
√
−1)

Recall that for p = 2, {±1,±5,±2,±10} is a set of representatives ofQ×2 /(Q×2 )2. Then

by Proposition 3.2.2, there exists aDa,b
4 -extension ofQ2 for each {a, b} ⊂ {−1,±5,±2,±10}

such that a 6= b and the quaternion algebra (a, b)Q2 = 1 ∈ Br2(Q2) ∼= {±1}. These are

the following pairs:
{−1, 2}, {−1, 5}, {−1, 10},

{2,−2}, {5,−5}, {10,−10},

{−2,−5}, {−2,−10}, {5,−10}.

Consider, for example, the pair {2,−2}. This pair yields a D2,−2
4 -extension L/Q2 such

that Q2(
√

2,
√
−2) ⊂ L and Gal(L/Q2(

√
−1)) ∼= C4.

However, in this case, L is not uniquely determined. We have y1 := 5
√
−2 ∈

Q2(
√
−2) with Ny1 = 2 · 52 = 2 ∈ Q×2 /(Q×2 )2, so L1 := Q2(

√
−2,
√

2)(
√

5
√
−2)

is a D−2,2
4 -extension of Q2. Similarly, y2 := −

√
−2 ∈ Q2(

√
−2) has Ny2 = 2, so

L2 := Q2(
√
−2,
√

2)(
√
−
√
−2) = Q2(

√
−2,
√

2)( 4
√
−2) is a D−2,2

4 -extension of Q2.

Suppose L1 = L2. Then
√

5 = (
√
−2)−1( 4

√
−2)(

√
5
√
−2) ∈ L1 = L2, implying that

this dihedral extension of degree 8 contains Q2(
√
−2,
√

2,
√

5)/Q2, an elementary abelian

extension of degree 8. Hence L1 6= L2. Now let f ∈ Q2 \Q2
2. If f ∈ {5(Q×2 )2∪−5(Q×2 )2∪

10(Q×2 )2 ∪ −10(Q×2 )2}, then

Q2(
√

2,
√
−2)(

√
fy1) = Q2(

√
2,
√
−2)(

√
−
√
−2) = L2;

Q2(
√

2,
√
−2)(

√
fy2) = Q2(

√
2,
√
−2)(

√
5
√
−2) = L1.
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Otherwise, f ∈ {2(Q×2 )2 ∪ −2(Q×2 )2 ∪ −(Q×2 )2, in which case

Q2(
√

2,
√
−2)(

√
fy1) = Q2(

√
2,
√
−2)(

√
5
√
−2) = L1;

Q2(
√

2,
√
−2)(

√
fy2) = Q2(

√
2,
√
−2)(

√
−
√
−2) = L2.

Hence, Q2 has exactly twoD−2,2
4 -extensions. An analogous argument shows that there

are exactly two Da,b
4 -extensions for each of the nine pairs {a, b} such that (a, b)Q2 = 1, so

Q2 has 18 D4-extensions.

3.3.4 Complex characters and Möbius functions

In this section we turn to the more general case of finite Galois p-extensions of a local

field K, where K is a finite extension of the p-adic numbers, Qp. Such a field is sometimes

referred to as a local number field. We describe an interesting method of counting these

extensions using Möbius functions and complex characters, due to M. Yamagishi [Yam95].

Let K be a field and G a finite group. Let

ν(K,G) := |{G-extensions of K}|.

Let G be a fixed group. Define

αG(G) : = |{homomorphisms G → G}|

βG(G) : = |{surjective homomorphisms G � G}|.

For any subgroup H of G, assume that αG(H) is finite. Then

αG(G) =
∑
H≤G

βG(H),

so by the Möbius inversion formula

βG(G) =
∑
H≤G

µG(H)αG(H),
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where µG is the Möbius function on the partially ordered set of all subgroups of G.

There is a 1-1 correspondence between the set of G-extensions of K and the set

of surjective homomorphisms from the absolute Galois group of K, GK � G, modulo

automorphisms of G. Let p be a prime. If G is a p-group, then GK can be replaced by

GK(p), the Galois group of the maximal p-extension of K. Also, if K is a finite extension

of the field Qp of p-adic numbers, it is well-known that K has only finitely many algebraic

extensions of given degree (inside a fixed algebraic closure of K). Hence we have

Theorem 3.3.2. Let p be a prime, K a finite extension of Qp, and G a finite p-group.

Let the notation be as above, with G = GK(p). Then

ν(K,G) =
1

|Aut(G)|
∑
H≤G

µG(H)αG(H).

Proof. See [Yam95, Theorem 1].

Example 3.3.3. Let p be a prime. Suppose that G is a p-group and K is a finite

extension of Qp of degree n = [K : Qp] which does not contain a primitive p-th root

of unity. I. R. Shafarevich [Sha47] showed that the Galois group GK(p) of the maximal

p-extension of K, is a free pro-p-group of rank n+ 1 and he gave an explicit formula for

ν(K,G) in this case:

ν(K,G) =
1

|Aut(G)|
(
|G|
pd

)n+1

d−1∏
i=0

(pn+1 − pi),

where d is the minimal number of generators of G.

This formula can also be obtained from Theorem 3.3.2 as follows. Let G = GK(p).

Then αG(H) = |H|n+1 for any p-group H. By Lemma 2.5.6, we need consider only those

subgroups H ≤ G such that Gp[G,G] ≤ H. The number of such subgroups is
(
d
i

)
p
, where

i = dimFp
H

Gp[G,G]
.
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Since [G : H] = pd−i, Lemma 2.5.6 together with the identity
(
d
i

)
p

=
(
d
d−i

)
p
gives

∑
H≤G

µG(H)αG(H) =
∑

Gp[G,G]≤H≤G

µG(H)αG(H)

=
d∑
i=0

(
d

i

)
p

(−1)d−ip
1
2

(d−i)(d−i−1) |G|n+1

p(d−i)(n+1)

=
d∑
i=0

(
d

d− i

)
p

(−1)d−ip
1
2

(d−i)(d−i−1) |G|n+1

p(d−i)(n+1)

=
d∑
i=0

(
d

i

)
p

(−1)ip
1
2
i(i−1) |G|n+1

pi(n+1)

=
|G|n+1

pd(n+1)

d∑
i=0

(
d

i

)
p

(−1)ip
1
2
i(i−1)(pn+1)d−i

Induction on d together with the identity
(
d+1
i

)
p

=
(
d
i−1

)
p

+ pi
(
d
i

)
p
shows that

d−1∏
i=0

(pn+1 − pi) =
d∑
i=0

(
d

i

)
p

(−1)ip
1
2
i(i−1)(pn+1)d−i,

and the result follows.

If G is finitely presented as:

G = 〈x1, x2, . . . , xn | r1 = r2 = · · · = rm = 1〉,

where each ri = ri(x1, x2, . . . , xn) is a finite word in the symbols x1, x2, . . . , xn, then

αG(G) = |{(g1, g2, . . . , gn) ∈ Gn | ri(g1, g2, . . . , gn) = 1, i = 1, 2, . . . ,m}|.

In particular, αG(G) and βG(G) are finite. By the column orthogonality relations of

irreducible characters

ri(g1, g2, . . . , gn) = 1⇐⇒
∑
χ

χ(1)χ(ri(g1, g2, . . . , gn)) = |G|,

ri(g1, g2, . . . , gn) 6= 1⇐⇒
∑
χ

χ(1)χ(ri(g1, g2, . . . , gn)) = 0,
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where χ runs over all irreducible complex characters of G. Hence

αG(G) =
1

|G|m
∑

(g1,g2,...,gn)∈Gn

m∏
i=1

∑
χ

χ(1)χ(ri(g1, g2, . . . , gn)). (3.1)

Now consider the case in which K is a finite extension of the p-adic field Qp of degree

n and assume that K contains a primitive p-th root of unity ζp. Then the Galois group

GK(p) of the maximal p-extension of K is a Demushkin group of rank n+ 2.

Definition 3.3.4. A Demushkin group is a pro-p group G which satisfies the following

three conditions:

1. dimFp H
1(G,Fp) <∞,

2. dimFp H
2(G,Fp) = 1,

3. the cup product H1(G,Fp) ×H1(G,Fp) → H2(G,Fp) is a non-degenerate bilinear

form.

From the first two conditions, we see that a Demushkin group is a finitely generated

pro-p group having a single relation among a minimal set of generators. These groups have

been completely classified by S.P. Demushkin, J.-P. Serre, and J. Labute (see [Lab66]).

Let q be the maximal power of p such that ζq ∈ K. By the classification theorem of

Demushkin groups [Lab66], there exist generators x1, x2, . . . , xn+2 such that the unique

relation r takes one of the following forms:

(i) if q 6= 2 (n is even in this case), then

r = xq1[x1, x2][x3, x4] · · · [xn+1, xn+2]; (3.2)

(ii) if q = 2 and n is odd, then

r = x2
1x

4
2[x2, x3][x4, x5] · · · [xn+1, xn+2]; (3.3)
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(iii) if q = 2 and n is even, then either

r = x2+2f

1 [x1, x2][x3, x4] · · · [xn+1, xn+2], (3.4)

where f is an integer ≥ 2 or ∞, or

r = x2
1[x1, x2]x2f

3 [x3, x4] · · · [xn+1, xn+2], (3.5)

where f is an integer ≥ 2.

Substituting the explicit forms of r into equation 3.1 and using the identity

∑
b,c∈G

χ(a[b, c]) = (
|G|
χ(1)

)2χ(a), for all a ∈ G,

Yamagishi proves

Lemma 3.3.5. Let p be a prime, K be a finite extension of Qp containing a primitive

p-th root of unity ζp, and G a finite p-group. Let G = GK(p). Then

αG(G) =



|G|n
∑

χ
1

χ(1)n

∑
g∈G χ(gq−1)χ(g) (Case 3.2)

|G|n−1
∑

χ
1

χ(1)n−1

∑
g,h∈G χ(g2h3)χ(h) (Case 3.3)

|G|n
∑

χ
1

χ(1)n

∑
g∈G χ(g2f+1)χ(g) (Case 3.4)

|G|n−1
∑

χ
1

χ(1)n−1

∑
g,h∈G χ(g)χ(gh2f−1)χ(h) (Case 3.5),

where n = [K : Qp], q is the maximal power of p such that ζq ∈ K, and χ runs over all

irreducible complex characters of G.

Proof. See [Yam95, Lemma 1.8].

Using this result, Yamagishi then derives a formula for ν(K,G) in the special cases

in which G is a non-abelian group of order p3 or is a dihedral or generalized quaternion

group of order 2m, m ≥ 3.
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Example 3.3.6. Let K be a finite extension of Q2 which does not contain a primitive

4-th root of unity and assume n = [K : Q2] is odd. Then G := GK(2) is a Demushkin

group with q = 2 in which the unique relation among a minimal set of generators takes

the form given in (3.3). Let G = D4 be the dihedral group of order 8.

D4 := 〈r, s | r4 = s2 = 1, srs = r−1〉,

with lattice of subgroups

1

< s > < r2s > < r2 > < rs > < r3s >

< s, r2s > < r > < r2, rs >

D4

The Frattini subgroup Φ(D4) =< r2 >, so for H ≤ G = D4, Lemma 2.5.6 gives

µG(H) =



1 if H = D4

−1 if H =< s, r2s >, < r > or < r2, rs >

2 if H =< r2 >

0 otherwise

The conjugacy classes of D4 are {1}, {r2}, {s, r2s}, {r, r3} and {rs, r3s}. The

character table is shown below.

D4 1 s rs r r2

χ1 1 1 1 1 1

χρ2 1 -1 -1 1 1

χρ3 1 1 -1 -1 1

χρ4 1 -1 1 -1 1

χσ1 2 0 0 0 -2
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From Lemma 3.3.5 and the above character table, we obtain

αG(D4) = 8n+1(4 +
1

2n
).

If H ≤ G is abelian, then in order to calculate αG(H), one need consider only maps

G/[G,G] ∼= Zn+1
2 × Z2/qZ2 → H,

which gives

αG(H) = |H|n+1 · |{h ∈ H | hq = 1}|.

Hence

αG(H) =


4n+1 · 4 if H =< s, r2s > or < r2, rs >

4n+1 · 2 if H =< r >

2n+1 · 2 if H =< r2 > .

So for G = D4, Theorem 3.3.2 gives

ν(K,G) =
1

|Aut(G)|
∑
H≤G

µG(H)αG(H)

=
1

23
(8n+1(4 +

1

2n
)− 4n+1 · 4− 4n+1 · 4− 4n+1 · 2 + 2(2n+1 · 2))

= 2n(2n+1 − 1)2.

In the case K = Q2, we once again obtain ν(Q2, D4) = 18.

3.3.5 Cup products in cohomology

In this section, we again consider the case in which K is a finite extension of the field Qp

of p-adic numbers and for a finite group G, we use the notation ν(K,G) to denote the

number of G-extensions of K. We describe a technique based on Galois cohomology to

count the number of D4-extensions of K.

In [MT14] J. Mináč and N. D. Tân use triple Massey products to compute ν(K,G) for

G = U4(Fp), the group of unipotent four by four matrices over Fp. Closely following their
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approach, but using cup products instead of triple Massey products, a similar method

can be employed to calculate ν(K,U3(Fp)).

Let G be a profinite group and p a prime. We consider the finite field Fp as a

trivial discrete G-module. Let C• = (C•(G,Fp), δ,∪) be the differential graded alge-

bra of inhomogeneous continuous cochains of G with coefficients in Fp [NSW08, §I.2].

The cohomology groups are written H i(G,Fp). We denote by Z1(G,Fp) the subgroup

of C1(G,Fp) consisting of all 1-cocycles. Since G acts trivially on the coefficients Fp,

Z1(G,Fp) = H1(G,Fp) = Hom(G,Fp).

Definition 3.3.7. A weak embedding problem E := E(G, f : U → Ū , ϕ : G → Ū) for a

profinite group G is a diagram

E := G

ϕ
��

U
f // Ū

consisting of profinite groups U and Ū and homomorphisms ϕ : G→ Ū , f : U → Ū with

f being surjective. If ϕ is also surjective, we call E an embedding problem.

A weak solution of E is a homomorphism ψ : G → U such that fψ = ϕ. If ψ is

surjective, the solution is said to be proper. We call E a finite weak embedding problem

if U is finite. The kernel of E is defined to be M := ker(f). We denote by Sol(E) the set

of weak solutions of E .

Example 3.3.8. A proper solution of the embedding problem

G
[3,2]
F

ϕ

��
C4

f // C2

corresponds to a C4-extension of F .

Suppose E(G, f : U → Ū , ϕ : G → Ū) is a weak embedding problem with abelian

kernel M . The conjugation action of U on M is trivial while restricting to M ⊆ U .

Hence this induces a Ū -module structure on M . We consider M to be a G-module via ϕ

and the conjugation action of Ū on M . We denote this G-module by Mϕ.
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Lemma 3.3.9. Let E(G, f, ϕ) be a weak embedding problem with finite abelian kernel M

which has a weak solution. Then Sol(E) is a principal homogeneous space over the group

of 1-cocycles Z1(G,Mϕ).

In particular, any weak solution θ of E induces a bijection

Sol(E) ' Z1(G,Mϕ).

Proof. See [NSW08, Proposition 3.5.11].

The group Un(Fp) of unipotent, n× n matrices over Fp is the multiplicative group of

all upper-triangular n × n matrices over Fp which agree with the identity matrix along

the diagonal. Let Zn(Fp) be the subgroup of Un(Fp) consisting of matrices with all off-

diagonal entries being zero except at position (1, n), together with the identity matrix.

Then Zn(Fp) lies in the center of Un(Fp) and is isomorphic to the additive group of Fp.

The quotient group Ūn(Fp) = Un(Fp)/Zn(Fp) can be identified with the group of all

upper-triangular unipotent n× n matrices over Fp with the (1, n) entry omitted.

A representation ρ : G → Un(Fp) is given by a component array ρij, 1 ≤ i ≤ n, i <

j ≤ n, of set maps G→ Fp which satisfy the identities

ρij(g1g2) = ρij(g1) + ρij(g2) +

j−1∑
k=i+1

ρik(g1)ρkj(g2), g1, g2 ∈ G.

The maps of the form ρi,i+1, called the near-diagonal components of ρ, are then group

homomorphisms G → Fp, and hence cohomology classes in H1(G,Fp). Similarly, a

representation ρ : G→ Ūn(Fp) has near-diagonal components in H1(G,Fp).

Dwyer [Dwy75] demonstrated a close connection between n-fold Massey products of

elements in H1(G,Fp) and representations ρ : G→ Un+1(Fp). In particular, for the case

n = 2, if ρ : G → Ū3(Fp) is a group homomorphism given by the components −ρ1,−ρ2,

it follows from [Dwy75, Theorem 2.4] that ρ can be lifted to a group homomorphism

G→ U3(Fp) if and only if the cup product ρ1 ∪ ρ2 = 0 in H2(G,Fp).

Lemma 3.3.10. Let G be a pro-p-group. Let χ1, . . . , χn be elements in H1(G,Fp). Then
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the homomorphism

ϕ := (χ1, . . . , χn) : G→ Fp × · · · × Fp

is surjective if and only if χ1, . . . , χn are Fp-linearly independent in H1(G,Fp).

Proof. We set H := Fp × · · · × Fp. Then ϕ : G → H is surjective if and only if the

induced homomorphism ϕ∗ : H1(H,Fp) → H1(G,Fp) is injective ([NSW08, Proposition

1.6.14 (ii)]). We have an (non-canonical) isomorphism

H → H1(H,Fp), a = (a1, . . . , an) 7→ χa,

where χa is defined by χa(h1, . . . , hn) =
∑n

i=1 aihi. Then for each a = (a1, . . . , an) ∈ H,

(ϕ∗(χa))(g) =
n∑
i=1

aiχi(g), ∀g ∈ G.

Therefore ϕ∗ is injective if and only if χ1, . . . , χn are Fp-linearly independent.

Now consider the following exact sequence of finite groups

1 −→ Fp −→ U3(Fp)
(a12,a23)−−−−−→ Fp × Fp −→ 1, (3.6)

where aij : U3(Fp)→ Fp is the map sending a matrix to its (i, j)-coefficient.

Let CP(G,Fp) be the set of (x, y) ∈ H1(G,Fp)×H1(G,Fp) such that x ∪ y = 0 and

x, y are Fp-linearly independent in H1(G,Fp). For two profinite groups G and H, let

Epi(G,H) be the set of all continuous surjective homomorphisms from G to H.

Proposition 3.3.11. Let the notation be as above. Assume that both CP(G,Fp) and

Z1(G,Fp) are finite. Then

|Epi(G,U3(Fp))| =
∑

ϕ∈CP(G,Fp)

|Z1(G,Fp)|.

Proof. Let ϕ = (x, y) ∈ CP(G,Fp). Then ϕ induces a homomorphism G → Ū3(Fp) ∼=

Fp×Fp, g 7→ (x(g), y(g)) which, by Lemma 3.3.10 is surjective, since x, y are Fp-linearly
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independent in H1(G,Fp). This gives an embedding problem

G

ϕ
��

U3(Fp)
f // Ū3(Fp)

with kernel Fp which, by [Dwy75, Theorem 2.4], has a solution since x ∪ y = 0. Hence

by Lemma 3.3.9, the embedding problem has |Z1(G,Fp)| solutions. Since the kernel has

order p, each solution is a proper solution, so the result follows.

Lemma 3.3.12. Let G be a profinite group, and let G(p) be its maximal pro-p-quotient.

Then Epi(G,U3(Fp)) ∼= Epi(G(p),U3(Fp)).

Proof. This follows from the fact that U3(Fp) is a finite p-group.

Assume that K is a finite extension of Qp. Recall that if K contains a primitive pth

root of unity, then the group G := GK(p) is a Demushkin group, which is a pro-p group

having the following properties:

1. dimFp H
1(G,Fp) <∞,

2. dimFp H
2(G,Fp) = 1,

3. the cup product H1(G,Fp) ×H1(G,Fp) → H2(G,Fp) is a non-degenerate bilinear

form.

Note that since a∪b = −b∪a for a, b ∈ H1(G,Fp), the bilinear form (·, ·) : H1(G,Fp)×

H1(G,Fp)→ H2(G,Fp) ∼= Fp induced by the cup product is skew-symmetric. Let d(G) =

dimFp H
1(G,Fp). Then G has a minimal presentation G = S/R where S is a free pro-p-

group of rank d = d(G) on generators x1, x2, . . . , xd, and R = 〈r〉 is the closed normal

subgroup of S generated by an element r ∈ Sp[S, S]. Let q = q(G) be the maximal power

of p such that ζq ∈ K (and by convention, p∞ = 0). Recall from section 3.3.4 that the

relation r takes one of the following forms:

(i) if q 6= 2 (d is even in this case), then

r = xq1[x1, x2][x3, x4] · · · [xd−1, xd]; (3.7)
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(ii) if q = 2 and d is odd, then

r = x2
1x

2f

2 [x2, x3][x4, x5] · · · [xd−1, xd], (3.8)

where f is an integer ≥ 2 or ∞;

(iii) if q = 2 and d is even, then either

r = x2+2f

1 [x1, x2][x3, x4] · · · [xd−1, xd], (3.9)

where f is an integer ≥ 2 or ∞, or

r = x2
1[x1, x2]x2f

3 [x3, x4] · · · [xd−1, xd], (3.10)

where f is an integer ≥ 2.

Proposition 3.3.13. Let G be a Demushkin group and let

(·, ·) : H1(G,Fp)×H1(G,Fp)
∪→ H2(G,Fp) ∼= Fp

be the non-degenerate skew-symmetric bilinear form induced by the cup product. Let

d = d(G) and q = q(G).

1. If q 6= 2, there exists an Fp-basis v1, v2, . . . , vd of H1(G,Fp) such that (vi, vi) = 0

for every 1 ≤ i ≤ d.

2. If q = 2, there exists an Fp-basis v1, v2, . . . , vd of H1(G,Fp) such that (v1, v1) = 1,

and that (vi, vi) = 0 for every 2 ≤ i ≤ d.

Proof. Let

1 R S G 1,

be a minimal presentation of G, with minimal system of generators x1, x2, . . . , xd.

By [NSW08, Proposition 3.9.12], there exists an Fp-basis v1, v2, . . . , vd of H1(S,Fp) =

H1(G,Fp) such that vi(xj) = δij, where δ is the Kronecker delta function.
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Suppose q = pk 6= 2. If p > 2 then (vi, vi) = 0 for every i = 1, 2, . . . , d since a skew-

symmetric bilinear form on a vector space over a field of characteristic 6= 2 is alternating.

From [NSW08, Proposition 3.9.13] applied to the descending 2-central series (S(i)) of S,

if the defining relation r of G is such that

r ≡
d∏
j=1

x
2aj
j ·

∏
1≤l<m≤d

(xl, xm)alm mod S(3), aj, alm ∈ F2,

then (vj, vj) = aj. If q = 2k with k ≥ 2, then r takes the form shown in equation (3.7)

above, so (vi, vi) = ai = 0 for all i = 1, 2 . . . , d. This establishes part 1.

Now suppose q = 2. Then r takes the form shown in equation (3.8), (3.9) or (3.10)

above. In each of these cases, (v1, v1) = a1 = 1 and (vi, vi) = ai = 0 for all i = 2, 3, . . . , d,

which establishes part 2.

When G is a Demushkin group, the following result, based on linear algebra, provides

a means of calculating |CP(G,Fp)| from d(G) and q(G).

Lemma 3.3.14. Let V be an Fp-vector space of dimension d ≥ 3 with with basis

v1, v2, . . . , vd. Let (·, ·) : V × V → Fp be a non-degenerate skew-symmetric bilinear form

on V . Let N be the number of pairs (x, y) ∈ V ×V such that (x, y) = 0 and that x, y are

Fp-linearly independent.

1. If (vi, vi) = 0 for every 1 ≤ i ≤ d, then

N = (pd − 1)(pd−1 − p).

2. If (v1, v1) = 1 and (vi, vi) = 0 for every 2 ≤ i ≤ d, then

N = (2d−1 − 1)(2d−1 − 2) + 2d−1(2d−1 − 1).

Proof. For each y ∈ V \ {0}, let

y⊥ = {x ∈ V | (x, y) = 0}.
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Then y⊥ is an Fp-vector space, and dim y⊥ = dimV − 1 = d− 1 since the bilinear form

(·, ·) is non-degenerate. Let

C(y) : = {x ∈ V | (x, y) = 0 and x, y are Fp-linearly independent}

= {x ∈ y⊥ | x, y are Fp-linearly independent}.

Case 1. Let y =
∑

i∈I aivi, ai ∈ Fp, I ⊆ {1, 2, . . . , d}. Then

(y, y) = (
∑
i∈I

aivi,
∑
j∈I

ajvj) =
∑
i,j∈I

aiaj(vi, vj)

=
∑
i∈I

a2
i (vi, vi) +

∑
i<j,
i,j∈I

aiaj((vi, vj) + (vj, vi))

= 0,

since (·, ·) is skew-symmetric and, by assumption, (vi, vi) = 0 for 1 ≤ i ≤ d. So y ∈ y⊥.

Hence

|C(y)| = (pd−1 − p).

This gives

N =
∑

y∈V \{0}

|C(y)| = (pd − 1)(pd−1 − p).

Case 2. In this case p = 2. Let y =
∑

i∈I vi, I ⊆ {1, 2, . . . , d}. There are two pos-

sibilities to consider:

(i) 1 6∈ I. Then (vi, vi) = 0 for all i ∈ I, so by the same argument as Case 1 above,

y ∈ y⊥. Hence

|C(y)| = (2d−1 − 2).
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(ii) 1 ∈ I. Let I ′ := I \ {1}. Then (vi, vi) = 0 for all i ∈ I ′, so

(y, y) = (v1 +
∑
i∈I′

vi, v1 +
∑
i∈I′

vi)

= (v1, v1) + (v1,
∑
i∈I′

vi) + (
∑
i∈I′

vi, v1) + (
∑
i∈I′

vi,
∑
i∈I′

vi)

= (v1, v1)

= 1,

since (·, ·) is skew-symmetric, and (
∑

i∈I′ vi,
∑

i∈I′ vi) = 0 by part (i). So y /∈ y⊥. Hence,

|C(y)| = |y⊥ \ {0}| = (2d−1 − 1).

Combining the two possibilities gives

N =
∑

y in case (i)

|C(y)|+
∑

y in case (ii)

|C(y)|

= (2d−1 − 1)(2d−1 − 2) + 2d−1(2d−1 − 1).

Let K be a finite extension of degree n of Qp and assume that K contains a primitive

p-th root of unity. Then the Galois group G := GK(p) of the maximal p-extension of K

is a Demushkin group of rank n + 2. Recall that the number of U3(Fp)-extensions of K

is given by

ν(K,U3(Fp)) =
|Epi(GK ,U3(Fp))|
|Aut(U3(Fp))|

,

where GK is the absolute Galois group of K. Since |Z1(G,Fp)| = |H1(G,Fp)| = pn+2,

Proposition 3.3.11 together with Lemma 3.3.12 gives

|Epi(GK ,U3(Fp))| = |Epi(G,U3(Fp))| =
∑

ϕ∈CP(G,Fp)

|Z1(G,Fp)| = |CP(G,Fp)| · pn+2.

Since G is a Demushkin group, the cup productH1(G,Fp)×H1(G,Fp)
∪→ H2(G,Fp) ∼= Fp

is a non-degenerate skew-symmetric bilinear form. If q = q(G) is the q-invariant of G,



Chapter 3. Counting Galois p-Extensions 68

then by Lemma 3.3.14

|CP(G,Fp)| =


(pn+2 − 1)(pn+1 − p) if p > 2,

(2n+2 − 1)(2n+1 − 2) if p = 2 and q > 2,

(2n+1 − 1)(2n+1 − 2) + 2n+1(2n+1 − 1) if p = 2 and q = 2.

Note also that

|Aut(U3(Fp))| =

p
3(p2 − 1)(p− 1) if p > 2,

8 if p = 2.

Therefore

ν(K,U3(Fp)) =
|CP(G,Fp)| · pn+2

|Aut(U3(Fp))|
=



pn(pn+2 − 1)(pn − 1)

(p2 − 1)(p− 1)
if p > 2,

2n(2n − 1)(2n+2 − 1) if p = 2 and q > 2,

2n(2n+1 − 1)2 if p = 2 and q = 2.

3.4 Formally Real Pythagorean Fields

Definition 3.4.1. A field F is called pythagorean if every sum of two squares (hence

any number of squares) in F is a square. For any field F , the set of elements of F that

can be expressed as a sum of squares will be denoted
∑
F 2. If F is pythagorean then∑

F 2 = F 2.

Definition 3.4.2. A field F is formally real if F satisfies the following (equivalent)

conditions:

1. -1 is not a sum of squares in F .

2. For any n ∈ N, the quadratic form n〈1〉 = 〈1, . . . , 1〉 is anisotropic over F .

Otherwise, F is said to be nonreal.

If F is a nonreal pythagorean field then for any a ∈ F , there exist x, y, z ∈ F such

that

a = x2 − y2 = x2 + z2y2 ∈ F 2,
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so F is quadratically closed. Hence, our interest will be in formally real pythagorean

fields.

Definition 3.4.3. Let F be a field. A subset P of F is called a preordering of F if

P + P ⊆ P, P · P ⊆ P, −1 /∈ P,
∑

F 2 ⊆ P.

A preordering of a field F is an ordering if in addition

P ∪ −P = F, P ∩ −P = 0.

An ordered field is a pair consisting of a field F and an ordering P of F . If P is an

ordering of F , the elements of P× = P \ {0} are called positive, the elements of −P×

are called negative (with respect to P ). An element b ∈ F× is said to be totally positive

if it is positive with respect to all orderings on F . The set of all orderings of F will be

denoted XF .

Artin and Schreier, in the 1920’s, developed much of the algebraic theory of for-

mally real fields and studied the relationship between formally real fields and fields with

orderings. We have the following important results.

Theorem 3.4.4 (Artin-Schreier Criterion, [AS27]). A field F is formally real if and only

if F possesses at least one ordering.

Theorem 3.4.5 ( [Sch85, Chapter 3, Theorem 1.6]). Let F be a formally real field and

P a preordering of F . Then P = ∩R, where the intersection is taken over all orderings

R containing P .

Theorem 3.4.6 (Artin’s Theorem, [Art27]). For a field F of characteristic 6= 2, an

element b ∈ F× is totally positive if and only if b ∈
∑
F 2.

We now wish to consider formally real pythagorean fields with a view toward counting

their dihedral extensions. We begin with
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Lemma 3.4.7. Let F be a formally real pythagorean field with set of orderings XF and

let a ∈ F× \ (F×)2. Then

DF 〈1,−a〉 =
⋂

P∈XF ,−a∈P

P×.

Proof. Consider the set F 2 − aF 2 = {x2 − ay2 | x, y ∈ F}. Since F is pythagorean,∑
F 2 = F 2, so this set is closed under addition and multiplication. If −1 = x2 − ay2,

then y 6= 0 so a = (x/y)2 +(1/y)2 ∈ F 2, a contradiction. Hence F 2−aF 2 is a preordering

of F . Also, if P ∈ XF , then since F 2 ⊆ P , we have F 2− aF 2 ⊆ P if and only if −a ∈ P .

So by Theorem 3.4.5,

DF 〈1,−a〉 ∪ {0} = F 2 − aF 2 =
⋂

P∈XF ,−a∈P

P.

Lemma 3.4.8. Let n ∈ N and let F be a formally real pythagorean field with set of

orderings XF . If |F×/(F×)2| = 2n, then n ≤ |XF | ≤ 2n−1.

Proof. For any P ∈ XF , P× is a subgroup of index 2 in F×. The map

F× →
∏
P∈XF

F×/P×, a 7→ (a mod P )P∈XF

has kernel
⋂
P∈XF P

×, which is
∑

(F×)2 = (F×)2 by Artin’s Theorem and the fact that

F is pythagorean. So we have an injective map

F×/(F×)2 ↪→
∏
P∈XF

{±1}.

Hence 2n = |F×/(F×)2| ≤ 2|XF |, so n ≤ |XF |.

Since F is formally real, we can choose a basis {−1, a1, . . . , an−1} of F×/(F×)2. For

any P ∈ XF , −1 /∈ P and for each i = 1, . . . , n − 1, we have exactly one of ai ∈ P or

−ai ∈ P . Each ordering P could be labelled accordingly, so F can have at most 2n−1

orderings.
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3.4.1 Extensions of SAP fields

In this section, we develop a method for counting D4-extensions of a formally real

pythagorean field having the minimal number of orderings.

Definition 3.4.9. A formally real pythagorean field F with finite square class group

F×/(F×)2 is said to have the Strong Approximation Property (or to be SAP) if for any

subset {P1, . . . Ps} of orderings of F , there exists a ∈ F× such that

a ∈
s⋂
i=1

Pi, a /∈ P for all P 6= Pi, i = 1, . . . , s.

Recall from sections 2.2, 2.3 and 2.4 that for a field F with char(F ) 6= 2, we have the

maps

F×/(F×)2 ∼= H1(GF ,F2) = H1(GF (2),F2), a 7→ (a),

and

F×/(F×)2 × F×/(F×)2 → H2(GF ,F2) ∼= Br2(F ), (a, b) 7→ (a) ∪ (b) 7→ (a, b)F .

Lemma 3.4.10. Let F be a formally real pythagorean SAP field with finite square class

group of cardinality 2n. There exists a basis B = {a1, . . . , an} for F×/(F×)2 such that

for all a, b ∈ F×/(F×)2, (a) ∪ (b) = 0 if and only if there is no common basis element

ai ∈ B entering the expressions for both a and b.

Proof. Let F be a formally real pythagorean SAP field with |F×/(F×)2| = 2n and let

XF be the set of orderings of F . Since F is SAP, for each Pi ∈ XF we can choose

ai ∈
⋂

P∈XF , P 6=Pi

P \ Pi.

Suppose ai1 · · · air = 1 in F×/(F×)2, where ij 6= ik if j 6= k. Then since ai2 , . . . , air ∈ Pi1 ,

we have ai1 = ai2 · · · air ∈ Pi1 , a contradiction. Hence the ai’s are independent mod

(F×)2 which implies |XF | ≤ n. Then, by Lemma 3.4.8, |XF | = n, so B = {a1, . . . , an} is

a basis of F×/(F×)2.
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Now for all i 6= j, we have

DF < 1,−ai >: = {x2 − aiy2 | x, y ∈ F} \ {0}

=
⋂
P∈XF , −ai∈P P

×

=
⋂
P∈XF , ai /∈P P

×

= P×i .

Hence aj ∈ DF < 1,−ai >, which implies (ai) ∪ (aj) = 0 in H2(GF (2),F2).

Working modulo squares, any given a, b ∈ F× can be expressed in the basis {a1, . . . , an}.

Let c =
∏
ai, where the product is taken over all elements ai which occur in the expression

for both a and b. From the bilinearity of the cup product and the fact that (ai)∪(aj) = 0

if i 6= j, we have (a) ∪ (b) = (c) ∪ (c). The quaternion algebra (c, c)F ∼= (c,−1)F and

(c,−1)F splits if and only if c is a sum of squares in F . Since F is pythagorean, the result

follows.

Now let K = F (
√
a,
√
b), a, b ∈ F× be a V4-extension and recall that K/F embeds

into a D4-extension L/F if and only if (a) ∪ (b) = 0, and in that case, the possible

extensions are

L = K(
√
fγ), where f ∈ F×, γ ∈ F (

√
a) with NF (

√
a)/F (γ) = b.

Lemma 3.4.11. Let S = {(a, b) ∈ F×/(F×)2 × F×/(F×)2 | (a) ∪ (b) = 0, a, b 6= 1}.

Then

|S| = 3n − 2n+1 + 1.

Proof. Suppose a is expressed as a product of elements of the basis B of Lemma 3.4.10,

and similarly for b. That is, a = ai1 · · · air , b = aj1 · · · ajs . Since (a) ∪ (b) = 0, there is

no element of B common to the expression of both a and b. So 2 ≤ k = r + s ≤ n. Now

choose a subset A of B of size k and consider all subsets C of A such that C 6= ∅ and

C 6= A. There are 2k − 2 such subsets C. We take a to be the product of the elements of

C and b the product of the elements of A \ C. This gives
∑n

k=2

(
n
k

)
(2k − 2) ordered pairs
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(a, b). Using the binomial identity (1 + x)n =
∑n

k=0

(
n
k

)
xk gives

|S| =
n∑
k=2

(
n

k

)
(2k − 2)

=
n∑
k=2

(
n

k

)
2k − 2

n∑
k=2

(
n

k

)
=

n∑
k=0

(
n

k

)
2k − 2

n∑
k=0

(
n

k

)
+ 1

= 3n − 2n+1 + 1.

Putting everything together we have

Theorem 3.4.12. Let F be a formally real pythagorean SAP field with |F×/(F×)2| =

2n, n ≥ 2 and let N be the number of D4-extensions of F . Then

N = 2n−3(3n − 2n+1 + 1).

Proof. Using the notation of the previous lemma and preceding discussion, the number

of biquadratic extensions K = F (
√
a,
√
b) which embed into a D4-extension L/F is given

by the number of unordered pairs {a, b} such that (a) ∪ (b) = 0. For each such pair,

there is a 1 − 1 correspondence between {L/F | K/F ⊂ L/F, Gal(L/F ) ∼= D4} and

{f | f ∈ F×/((F×)2 ∪ a(F×)2 ∪ b(F×)2 ∪ ab(F×)2)}. Hence

N = (
1

2
|S|)(2n−2)

= 2n−3(3n − 2n+1 + 1).
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Examples 3.4.13. We have the following results for the first few values of n.

n = 2 N = 1

n = 3 N = 12

n = 4 N = 100

n = 5 N = 720

n = 6 N = 4816

n = 7 N = 30912

n = 8 N = 193600

Now consider the extension field K = F (
√
−1) and its quadratic closure K(2). We

will show that Lemma 3.4.10 is useful not only in allowing us to count extensions of F ,

but also in elucidating the structure of the subgroup GK(2) of GF (2). First, we recall

the following lemma due to Bass and Tate.

Lemma 3.4.14. Let p be a prime. If E is a field which has no nontrivial finite extensions

of degree less than p and L/E is an extension of degree p, then K2(L) is generated by the

symbols (e,l) with e ∈ E×, l ∈ L×.

Proof. See [Sri95, Lemma 8.6]

Proposition 3.4.15. Let F be a formally real pythagorean SAP field with |F×/(F×)2| =

2n and let K = F (
√
−1). Then GK(2) is a free pro-2 group of rank 2n−1.

Proof. Let a ∈ F× and b ∈ K×. The corestriction map

cor : H2(GK(2),F2) −→ H2(GF (2),F2)

is given by cor((a) ∪ (b)) = (a) ∪ (NK/F (b)). Since F is pythagorean, NK/F (b) = (1)

and cor((a) ∪ (b)) = 0. By Lemma 3.4.14 and Merkurjev’s Theorem, H2(GK(2),F2) is

generated by the cup products ((f) ∪ (k)) with f ∈ F×, k ∈ K×. Hence cor is the zero

map.
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From Arason’s long exact sequence [Ara75] we obtain

0 F×/(F×)2 H2(GF (2),F2) H2(GK(2),F2) 0.
•∪(−1) res

Once again working modulo squares, any given e, f ∈ F× can be expressed in the

basis B = {a1, . . . , an} of Lemma 3.4.10. Let c =
∏
ai, where ai enters the expression for

both e and f . Then by the bilinearity of the cup product and Lemma 3.4.10 we have

res((e) ∪ (f)) = res((c) ∪ (c))

= res((−1) ∪ (c))

= 0.

So by Merkurjev’s Theorem, res : H2(GF (2),F2) � H2(GK(2),F2) is the zero map.

Hence GK(2) is a free pro-2 group.

From the short exact sequence

0 {(F×)2
⋃
−(F×)2} F×/(F×)2 K×/(K×)2

N(K×)/(F×)2 00

we see that |K×/(K×)2| = 2n−1. So the rank of GK(2) is n− 1.

In the next section we go on to consider the group GF (2) for the case in which F is a

formally real pythagorean SAP field and also the case in which F is a superpythagorean

field.

3.4.2 The group GF (2)

Theorem 3.4.16. Let F be a field with |F×/(F×)2| = 2d+1, d ≥ 0. Then F is a formally

real pythagorean SAP field if and only if GF (2) ∼= C2 ∗ · · · ∗ C2, the free product of d+ 1

copies of C2.

Proof. Suppose F is a formally real pythagorean SAP field with space of orderings XF .
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Then |XF | = d + 1 and by [Lam83, Theorem 17.4], a decomposition of XF into its

connected components is given by XF =
⊕d+1

i=1 Xi where |Xi| = 1 for each i = 1, . . . , d+1.

It then follows from [Min86] that GF (2) is isomorphic to the free product of d+ 1 copies

of C2.

Conversely, suppose that GF (2) ∼= C2∗· · ·∗C2 (d+1 copies). Then GF (2) is generated

by d+1 involutions, so F is pythagorean and formally real. Hence 〈1, 1〉F is not universal.

In this case, R. Ware [War79] showed that GF (2) determines the Witt ring W (F ) of F .

By [MS96, Theorem 3.8] and [MS90, Corolllary 2.10], the Witt ring W (F ) determines

the space of orderings XF of F . It then follows from the “only if” part that |XF | = d+ 1,

so F is an SAP field.

Corollary 3.4.17. Let F be any pythagorean field, and let K be a pythagorean SAP field.

Assume that |F×/(F×)2| = |K×/(K×)2| = 2d+1 . Then there exists an epimorphism

GK(2) ∼= C2 ∗ · · · ∗ C2 � GF (2).

Proof. By Lemma 3.4.8, F has at least d+1 orderings, and we can choose d+1 involutions

σ1, . . . , σd+1 in GF (2) which minimally generate GF (2). The statement then follows from

the previous theorem.

We now wish to look at the case in which F is a superpythagorean field. Recall

that a formally real pythagorean field F with |F×/(F×)2| = 2d+1 < ∞ is called super-

pythagorean if F admits exactly 2d orderings. We consider the group G := Zd2 o C2 =

H o 〈x〉, where the semidirect product action of C2 on H := Zd2 is given by xyx = y−1,

for all y ∈ H.

Proposition 3.4.18. Let F be a pythagorean field with |F×/(F×)2| = 2d+1, d ≥ 0. Then

there exists an epimorphism GF (2)� G = Zd2 o C2.

Proof. Choose any ordering P in F and an F2-basis [a1], . . . , [ad] of P×/(F×)2. By [Bec74]

there exists a field E, called the Euclidean closure of F with respect to P , such that

F (2) = E(
√
−1), E is a formally real field and E2 ∩ F = P . For each ai, i = 1, . . . , d,

there exists a sequence
√
ai, 4
√
ai, . . . , 2n

√
ai, . . . ,
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such that 2n
√
ai ∈ E× for all n ∈ N. Indeed, by induction on n, we may assume that

2n
√
ai ∈ E×. Then since E× = (E×)2 ∪ −(E×)2, we can choose 2n+1√ai ∈ (E×)2. Now let

M̃ :=
∞⋃
n=1

F ( 2n
√
a1, . . . , 2n

√
ad).

Then M̃ is formally real since M̃ is a subfield of E. For each n ∈ N, F (
√
−1) contains a

primitive 2n-th root of unity ζ2n (see [Bec78, Chapter II, Theorem 8]) and we may also

assume that ζ2
2n+1 = ζ2n . Let M := M̃(

√
−1). Then M/F is a Galois extension.

We now show that Gal(M/F
√
−1) is isomorphic to Zd2. This follows from Kummer

theory. Let τ1, . . . , τd be elements in Gal(M/F (
√
−1) such that for each i = 1, . . . , d,

τi( 2n
√
ai) = ζ2n

2n
√
ai and τi( 2n

√
aj) = 2n

√
aj, ∀j 6= i.

Then Gal(M/F (
√
−1)) =

∏d
i=1〈τi〉 ∼= Zd2.

The restriction of a nontrivial element of Gal(E(
√
−1)/E) to M gives a nontrivial

element σ ∈ Gal(M/M̃). Thus we have a splitting

Gal(M/F ) ∼= Gal(M/F
√
−1)o 〈σ〉,

where 〈σ〉 ∼= C2, and the action of C2 on Gal(M/F
√
−1) is by involution.

The natural projection

GF (2) = Gal(F (2)/F )→ Gal(M/F ) ∼= Zd2 o C2

gives the desired epimorphism.

Corollary 3.4.19. Let F be a a field with |F×/(F×)2| = 2d+1. Then F is a super-

pythagorean field if and only if GF (2) is isomorphic to the group G = Zd2 o C2.

Proof. Assume that F is a superpythagorean field with |F×/(F×)2| = 2d+1. Let the

notation be as in the previous proposition. Then Gal(M/F ) ∼= G = Zd2 o C2. On the

other hand, from [War78, Example 3.8, (ii)] (see also [Bec78, Chapter III, Theorem 1]),

we know that Gal(M/F ) is equal to GF (2). Hence GF (2) ∼= Zd2 o C2.
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The converse direction is proved in a similar fashion to the proof of the "if" part in

Theorem 3.4.16.

Corollary 3.4.20. Let F be any Pythagorean field, and let K be a superpythagorean field.

Assume that |F×/(F×)2| = |K×/(K×)2| = 2d+1 . Then there exists an epimorphism

GF (2)� GK(2) ∼= Zd2 o C2.

Proof. This follows from the previous proposition and corollary.

We will consider these groups further in sections 4.3 and 4.4 when we look at dimen-

sions of Zassenhaus filtration subquotients.



Chapter 4

Dimensions of Zassenhaus Filtration

Subquotients

Central filtrations of profinite groups have a close connection with Galois theory. In 1947,

Shafarevich [Sha47] observed that for certain fields not containing primitive p-th roots

of unity, one could show the Galois groups of their maximal p-extensions were free pro-p

groups by looking at the cardinality of filtration quotients.

Early work by Witt [Wit37b] established a correspondence between free Lie rings

and the higher commutator groups of free groups. This idea has subsequently been very

fruitful in the study and classification of pro-p groups, one example being the important

work of Labute on Demushkin groups [Lab66] and mild pro-p groups [Lab06].

Recall that for a group G and a prime number p, the descending central series (Gn)

of G is defined inductively by

G1 = G, Gn+1 = [Gn, G]

and the Zassenhaus (p-)filtration (G(n)) of G is defined inductively by

G(1) = G, G(n) = Gp
(dn/pe)

∏
i+j=n

[G(i), G(j)],

0A version of this chapter is to appear in the Israel Journal of Mathematics [MRT15].

79



Chapter 4. Dimensions of Zassenhaus Filtration Subquotients 80

where dn/pe is the least integer which is greater than or equal to n/p.

Given a free Lie ring L on d generators and a free group S on d generators, Witt

showed that there is an isomorphism between the additive group of the homogeneous

elements of degree n in L and the multiplicative group Sn/Sn+1.

Our focus in this chapter will be primarily on the Zassenhaus filtration. We will

develop a method for determining the Fp-dimension of subquotients of this filtration in the

case of finitely generated pro-p groups and derive an explicit formula for these subquotient

dimensions for various families of groups, including free pro-p groups, Demushkin groups

and free pro-2 products of finitely many copies of the cyclic group of order 2. Galois

theory provides much of the underlying motivation as many of these groups are realizable

as Galois groups of maximal p-extensions of certain fields, including local fields and

formally real pythagorean fields.

In section 4.1 we define, for a finitely generated pro-p group G,

cn(G) := dimFp(G(n)/G(n+1))

and note that cn(G) is finite for every n ≥ 1. We show in Lemma 4.2.1 that the numbers

cn(G) are sufficient to characterize finitely generated free pro-p groups in the family of

all finitely generated pro-p groups. In Remarks 4.2.4 and 4.4.4, we observe that in some

interesting cases, the two numbers c1(G) and c2(G) alone are sufficient to determine

G. We also observe that if G is a free pro-p group or a Demushkin group, the minimal

number of topological generators of G(n) can be calculated from the dimensions cn(G). In

section 4.2 an interesting connection between these dimensions and the Kernel Unipotent

Conjecture is also explored.

4.1 The Hilbert-Poincaré Series

The Hilbert-Poincaré series is an important tool which allows us to study filtrations of

profinite groups from the group algebra standpoint.

Definition 4.1.1. Let R be a unital commutative ring and V =
⊕∞

i=0 Vn a graded free
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R-module. V is called locally finite if rankR(Vn) < ∞ for all n ≥ 0. For such a graded

free R-module V , the Hilbert-Poincaré series PV (t) ∈ Z[[t]] of V is the formal power

series

PV (t) =
∞∑
n=0

rankR(Vn)tn.

We recall also the following definitions from the theory of Lie algebras.

Definition 4.1.2. A Lie algebra L over a commutative ring R is an R-module equipped

with a bilinear composition (x, y)→ [xy] that satisfies the two conditions

[xx] = 0 and [[xy]z] + [[yz]x] + [[zx]y] = 0.

By an R-algebra we mean an associative ring with identity, containing R as a subring.

Any R-algebra A defines a Lie algebra AL having the same R-module structure as that

of A with the Lie product given by [xy] := xy− yx. A ‘Lie subalgebra of A’ means a Lie

subalgebra of AL.

Given any Lie algebra L over R, we can construct the universal enveloping algebra

U(L) of L as follows. Form the tensor algebra T (L) for the R-module L, T (L) = R ⊕

L ⊕ L ⊗ L ⊕ · · · and let U(L) = T (L)/I, where I is the ideal in T (L) generated by all

elements of the form

[xy]− x⊗ y + y ⊗ x, x, y ∈ L.

If u is the restriction to L of the canonical homomorphism of T (L) onto U(L), then u is

a homomorphism of the Lie algebra L into U(L)L.

The pair (U(L), u) has the following universal property. If A is any R-algebra and g

is a homomorphism of L into AL, then there exists a unique R-algebra homomorphism

ĝ : U(L)→ A, such that the following diagram of Lie algebra homomorphisms commutes

L U(L)L

AL

g

u

ĝ

Definition 4.1.3. Let k be a field of characteristic p. Let A be a k-algebra and let L be
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a Lie subalgebra of A. Then L is said to be restricted if for each element a ∈ L, ap ∈ L.

More generally, a Lie algebra L over k, with an additional unary operation [p], is called

a restricted Lie algebra if there exist a k-algebra A and a Lie algebra monomorphism

θ : L → AL such that θ(a[p]) = θ(a)p for all a ∈ L. In this case A is called a restricted

enveloping algebra of L. A Lie algebra homomorphism between two restricted Lie algebras

is called restricted if it preserves the operation [p].

A restricted enveloping algebra U of L is universal if it has the following universal

property: for any restricted Lie algebra homomorphism ϕ : L → BL, where B is a

k-algebra, there exists a unique k-algebra homomorphism ϕ̂ : U → B such that the

following diagram of restricted Lie algebra homomorphisms commutes

L UL

BL

ϕ

θ

ϕ̂

Now let G be a finitely generated pro-p group. Recall that (In(G))n≥0 is the filtration

of the completed group algebra Fp[[G]] of G over Fp by powers of the augmentation ideal,

where I0(G) = Fp[[G]]. There are two graded Fp-algebras associated to G and Fp[[G]]

respectively which are defined by

gr(G) :=
⊕
n≥1

G(n)/G(n+1) and gr(Fp[[G]]) :=
⊕
n≥0

In(G)/In+1(G).

Since G is finitely generated, it follows from [Koc02, Lemma 7.10 and Theorem 7.11]

that the graded algebras gr(Fp[[G]]) and gr(G) are locally finite. We define an(G) :=

dimFp I
n(G)/In+1(G) and cn(G) := dimFp G(n)/G(n+1).

The following theorem is a consequence of a beautiful theory of Jennings and Lazard

[DSMS99, Chapters 11 and 12], viewing the Zassenhaus filtration subgroups G(n) as

dimension subgroups. (See also [Qui68].)

Theorem 4.1.4 (Jennings-Lazard). Let the notation be as above.

(i) The graded algebra gr(G) is a restricted Lie algebra.
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(ii) The graded algebra gr(Fp[[G]]) is a universal restricted enveloping algebra of gr(G).

(iii) We have

Pgr(Fp[[G]])(t) =
∞∑
n=0

an(G)tn =
∞∏
n=1

(
1− tnp

1− tn

)cn(G)

. (4.1)

Proof. (i) See [DSMS99, Theorem 12.8(i)].

(ii) See [DSMS99, Theorem 12.8(iii)].

(iii) See [DSMS99, Theorem 12.16] (see also [Ers11, Proposition 2.3]).

We have a similar result relating the descending central series of G to the filtration

(Jn(G))n≥0 of the completed group algebra Zp[[G]] by powers of the augmentation ideal.

There are two graded Zp-algebras associated to G and Zp[[G]] respectively which are

defined by

grγ(G) =
⊕
n≥1

Gn/Gn+1 and gr(Zp[[G]]) =
⊕
n≥0

Jn(G)/Jn+1(G).

Lemma 4.1.5. Let G be a finitely generated pro-p-group. Assume that the graded algebra

grγ(G) =
⊕

n≥1Gn/Gn+1 is torsion free. Let en(G) = rankZpGn/Gn+1.

(i) The graded algebra gr(Zp[[G]]) is a universal enveloping algebra of grγ(G).

(ii) Jn(G)/Jn+1(G) is a free module over Zp of finite rank dn(G), and

Pgr(Zp[[G]])(t) =
∞∑
n=0

dn(G)tn =
∞∏
n=1

1

(1− tn)en(G)
.

Proof. (i) This follows from [Har90, Theorem 1.3] and Corollary 2.1.12.

(ii) This follows from (a) and [Lab06, Proposition 2.5].

Example 4.1.6. If G = Cp is the cyclic group of order p then since gr(Cp) = Cp and

gr(Fp[[Cp]]) = gr(Fp[Cp]) ∼= Fp[x]/(xp), we have

Pgr(Fp[[Cp]])(t) = 1 + t+ · · ·+ tp−1.
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The following lemma is an important technical tool which relies on a fundamental

result of Lichtman and also on a simple but remarkable formula which can be traced

back to the work of Lemaire in [Lem74, Chapter 5].

Lemma 4.1.7. Let G1 and G2 be two finitely generated pro-p-groups. Let G = G1 ∗ G2

be the free product of G1 and G2 in the category of pro-p-groups. Then

Pgr(Fp[[G]])(t) = (P−1
gr(Fp[[G1]])(t) + P−1

gr(Fp[[G2]])(t)− 1)−1.

Proof. By [Lic80, Theorem 1], the graded Fp-algebra gr(Fp[[G]]) is a free product (i.e., a

categorical coproduct) of gr(Fp[[G1]]) and gr(Fp[[G2]]). The statement then follows from

[PP05, Equation (1.2), page 56].

Example 4.1.8. If G = C2∗· · ·∗C2 is a free product of d+1 copies of C2 the cyclic group

of order 2, then by the previous example, Lemma 4.1.7 and induction on d it follows that

Pgr(Fp[[G]])(t) =
1 + t

1− dt
.

Our aim is to use these results to develop a formula for cn(G) for various families of

pro-p groups G. We proceed as follows. Given a power series P (t) = 1 +
∑

n≥1 ant
n ∈

Z[[t]], we define cn, n = 1, 2, . . . by

P (t) = 1 +
∑
n≥1

ant
n =

∞∏
n=1

(
1− tnp

1− tn

)cn
.

Now write logP (t) =
∑

n≥1 bnt
n. We will derive a formula for cn using the values

b1, . . . , bn.

Taking logarithms and using log(
1

1− t
) =

∞∑
ν=1

1

ν
tν gives

∞∑
n=1

bnt
n =

∞∑
m=1

cm

∞∑
ν=1

1

ν
(tmν − tmpν).
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Equating the coefficients of tn, we have

bn =
∑
mν=n

1

ν
cm −

∑
mpν=n

1

ν
cm.

Hence

nbn =
∑
m|n

mcm −
∑
mp|n

mpcm.

We now define a new sequence wn, n = 1, 2, . . . by

wn =
1

n

∑
m|n

µ(n/m)mbm,

where µ is the Möbius function: for a positive integer d,

µ(d) =

(−1)r if d is a product of r distinct prime numbers,

0 otherwise.

Then by the Möbius inversion formula,

nbn =
∑
m|n

mwm.

Remark 4.1.9. From the definition of wn we see that

P (t) = 1 +
∑
n≥1

ant
n =

∞∏
n=1

1

(1− tn)wn
.

Lemma 4.1.10. If (n, p) = 1 then cn = wn.

Proof. Assume that (n, p) = 1. Then we have

nbn =
∑
m|n

mcm.
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Hence by the Möbius inversion formula,

cn =
1

n

∑
m|n

µ(n/m)mbm = wn.

Lemma 4.1.11. If p divides n, then

cn = cn/p + wn.

Proof. The proof is by induction on n. Clearly cp − c1 =
pbp − b1

p
= wp, hence the

statement is true for n = p. Assume now that n > p and p | n. Assume also that the

statement is true for every m such that p | m | n, m 6= n.

Then
nbn =

∑
m|n

mcm −
∑
pm|n

pmcm

=
∑
m|n

mcm −
∑
p|m|n

mcm/p

=
∑

m|n,(m,p)=1

mcm +
∑
p|m|n

m(cm − cm/p)

=
∑

m|n,(m,p)=1

mwm +
∑

p|m|n,m 6=n

mwm + n(cn − cn/p)

=
∑

m|n,m 6=n

mwm + n(cn − cn/p).

Combining this with

nbn =
∑
m|n

mwm,

gives cn − cn/p = wn. Hence the statement is true for all n.

Proposition 4.1.12. If n = pkm with (m, p) = 1, then

cn = wm + wpm + · · ·+ wpkm.

Proof. This follows from the previous two lemmas.
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Theorem 4.1.13. Let G be a finitely generated pro-p-group. Write

logPgr(Fp[[G]])(t) =
∑
n≥1

bnt
n ∈ Q[[t]],

and define wn(G) by

wn(G) :=
1

n

∑
m|n

µ(n/m)mbm.

Let n = pkm with (m, p) = 1. Then

cn(G) = wm(G) + wpm(G) + · · ·+ wpkm(G).

Proof. This follows from Theorem 4.1.4 and Proposition 4.1.12.

The following proposition points out that in certain cases there is a close relationship

between the quantities cn(G) := dimFp G(n)/G(n+1) and en(G) := rankZpGn/Gn+1.

Proposition 4.1.14. Let G be a finitely generated pro-p-group and keep the same nota-

tion as in Lemma 4.1.5 and Theorem 4.1.13. Assume that the graded algebra grγ(G) =⊕
n≥1Gn/Gn+1 is torsion free. The following are equivalent.

(i) rankZpJ
n(G)/Jn+1(G) = dimFp I

n(G)/In+1(G) for all n ≥ 1.

(ii) wn(G) = rankZpGn/Gn+1 for all n ≥ 1.

Proof. (i) ⇒ (ii): Assume that rankZpJ
n(G)/Jn+1(G) = dimFp I

n(G)/In+1(G) for all n.

Then by Theorem 4.1.4, Remark 4.1.9 and Lemma 4.1.5, we have

Pgr(Fp[[G]])(t) =
∞∏
n=1

1

(1− tn)wn(G)
= Pgr(Zp[[G]])(t) =

∞∏
n=1

1

(1− tn)en(G)
.

Therefore wn(G) = en(G) for all n ≥ 1.

(ii) ⇒ (i): Assume that wn(G) = en(G) for all n ≥ 1. Then by Theorem 4.1.4,

Remark 4.1.9 and Lemma 4.1.5, we have

Pgr(Fp[[G]])(t) = Pgr(Zp[[G]])(t).
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Therefore rankZpJ
n(G)/Jn+1(G) = dimFp I

n(G)/In+1(G) for all n ≥ 1.

Remark 4.1.15. We shall see in the next sections that both a free finitely generated

pro-p-group and a Demushkin group with a relation of the form r = [x1, x2] · · · [xd−1, xd]

satisfy the equivalent statements in Proposition 4.1.14.

4.2 Free Pro-p Groups

Throughout this section we assume that S is a free pro-p-group on a finite set of generators

x1, . . . , xd. Recall that the Magnus homomorphism from the completed group algebra

Fp[[S]] to the Fp-algebra Fp〈〈X1, . . . , Xd〉〉 of formal power series in d non-commuting

variables X1, . . . , Xd over Fp is given by

ψ : Fp[[S]]→ Fp〈〈X1, . . . , Xd〉〉, xi 7→ 1 +Xi.

The Fp-algebra Fp〈〈X1, . . . , Xd〉〉 is equipped with a natural valuation v given by

v(
∑

ai1,...,ikXi1 · · ·Xik) = inf{k | ai1,...,ik 6= 0} ∈ Z≥0 ∪ {∞},

making it a compact topological Fp-algebra and by Theorem 2.1.25 the Magnus homo-

morphism is a (topological) isomorphism.

Lemma 4.2.1. A finitely generated pro-p group S is free of rank d if and only if the

Hilbert-Poincaré series

Pgr(Fp[[S]])(t) =
1

1− dt
.

Proof. (⇒) Via the Magnus homomorphism, the augmentation ideal I(S) is mapped to

the ideal I = (X1, . . . , Xd) of Fp〈〈X1, . . . , Xd〉〉. Hence

an(S) := dimFp(I
n(S)/In+1(S)) = dimFp(I

n/In+1),

which is equal to the number of non-commutative monomials of degree n in d variables

X1, . . . , Xd. Hence an(S) = dn. The result then follows.
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(⇐) Let S be a finitely generated free pro-p group of rank d and suppose G is a

finitely generated pro-p group with

Pgr(Fp[[G]])(t) =
1

1− dt
.

Then

log(
1

1− dt
) =

∞∑
ν=1

1

ν
(dt)ν ,

so by Theorem 4.1.13,

wn(G) = wn(S) :=
1

n

∑
m|n

µ(m)dn/m

and cn(G) = cn(S) for all n ≥ 1. Since c1(G) = w1(G) = d, which is equal to the minimal

number of topological generators of G, there exists a minimal presentation of G:

1→ R→ S → G→ 1.

Then for all n ≥ 1, cn(G) = cn(S) implies |S/S(n)| = |G/G(n)| and hence the natural

epimorphism

S/S(n) � G/G(n)

is an isomorphism. This implies that R ⊆ S(n) for all n ≥ 1, so by [Koc02, Theorem

7.11], R = 1. Hence G ∼= S.

Defining wn(S) by

wn(S) =
1

n

∑
m|n

µ(m)dn/m,

Theorem 4.1.13 immediately implies the following result.

Proposition 4.2.2. If n = pkm with (m, p) = 1, then

cn(S) = wm(S) + wpm(S) + · · ·+ wpkm(S).
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Remark 4.2.3. Let (Sn) be the lower central series of S. Then by Witt’s result, Sn/Sn+1

is a free Zp-module of finite rank wn(S).

Remarks 4.2.4. (1) If a finitely generated pro-p-group G is known to be realizable as

the Galois group of a maximal p-extension of a field F containing a primitive p-th root

of unity, then we need only c1(G) = c1(S) and c2(G) = c2(S), for some finitely generated

free pro-p-group S, to establish that G is isomorphic to S.

Indeed, as c1(S) = c1(G) we have a short exact sequence

1→ R→ S
π→ G→ 1.

Since c1(S) = c1(G) and c2(S) = c2(G), we have |S/S(3)| = |G/G(3)|. Thus the natural

epimorphism

S/S(3) � G/G(3)

is in fact an isomorphism. Hence by [EM11a, Theorem C] (see also [CEM12, Theorem

D] for the case p = 2) we see that π : S → G is an isomorphism.

(2) Observe that the numbers cn(S), n = 1, 2, . . ., also detect the minimal number

of generators of S(n). Indeed by the pro-p version of Schreier’s formula, for each open

subgroup T of S we have the following expression for the minimal number of generators

d(T ) of T :

d(T ) = [S : T ](d(S)− 1) + 1.

Therefore

dn(S) := d(S(n)) = p
∑n−1
i=1 ci(S)(d− 1) + 1.



Chapter 4. Dimensions of Zassenhaus Filtration Subquotients 91

Example 4.2.5. Let S be a free pro-p-group of finite rank d. We have

c1(S) = d,

c2(S) =


d2−d

2
if p 6= 2,

d2+d
2

if p = 2,

c3(S) =


d3−d

3
if p 6= 3,

d3+2d
3

if p = 3,

c4(S) =


d4−d2

4
if p 6= 2,

d4+d2+2d
4

if p = 2,

c5(S) =


d5−d

5
if p 6= 5,

d5+4d
5

if p = 5.

We can look at this example in more detail. For any minimal presentation

1→ R→ S → G→ 1,

d = c1(S) = dimFp
S

Sp[S, S]
= dimFp

G

Gp[G,G]
= c1(G),

so c1(G) is an important invariant which gives the minimal number of generators of G.

If p 6= 2 then

c2(S) = dimFp
S(2)

S(3)

= dimFp
Sp[S, S]

Sp[[S, S], S]

= dimFp < [xi, xj] | 1 ≤ i < j ≤ d >

=

(
d

2

)
=
d2 − d

2

= w2(S).
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Recall that

gr(Fp[[S]]) = Fp ⊕
I(S)

I2(S)
⊕ I2(S)

I3(S)
⊕ · · ·

is the universal restricted enveloping algebra of the restricted Lie algebra

gr(S) = Fp ⊕
S

S(2)

⊕
S(2)

S(3)

⊕ · · ·

This leads to the equation

(1 + t+ t2 + · · ·+ tp−1)c1(S)

· (1 + t2 + t2·2 + · · ·+ t2(p−1))c2(S)

· (1 + t3 + t3·2 + · · ·+ t3(p−1))c3(S)

· · ·

= 1 + a1(S)t+ a2(S)t2 + a3(S)t3 + · · ·

= 1 + dt+ d2t2 + d3t3 + · · ·

Equating coefficients of t gives c1(S) = d, which reflects the fact thatX1 = x1 − 1, . . . , Xd =

xd − 1 is a basis of I(S)/I2(S). Equating coefficients of t2 gives d2 = d+
(
d
2

)
+ c2(S), so

c2(S) = d2−d
2

.

If p = 2 then p−1 < 2, so the above equation gives d2 =
(
d
2

)
+c2(S) or c2(S) = d(d+1)

2
,

which reflects the fact that, in this case, a basis of S(2)/S(3) also contains the squares of

generators.

Similarly, considering the case p ≥ 5 and looking at coefficients of t3, we find

(1 + dt+ (

(
d

2

)
+ d)t2 + (

(
d

3

)
+ d(d− 1) + d)t3 + . . .)

· (1 +
d2 − d

2
t2 +O(t4))

· (1 + c3(S)t3 +O(t6))

· · ·

= 1 + dt+ d2t2 + d3t3 + · · ·
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which gives c3(S) = d3−d
3

.

We can give an explicit Fp-basis for S(n)/S(n+1), for each n in terms of Hall commu-

tators, which we now describe. We note that an Fp-basis for S(n)/S(n+1) is also given in

[Gär11].

Definition 4.2.6. Let S be the free group generated by {x1, . . . , xd}. The set Cn of Hall

commutators of weight n together with a total order < is inductively defined as follows:

1. C1 = {x1, . . . , xd} with the ordering x1 > · · · > xd.

2. Assume n > 1 and that the Hall commutators have been defined and simply or-

dered for all weights < n so that commutators of weight k are greater than all

commutators of weight < k. Then Cn is the set of all commutators [c1, c2] where

c1 ∈ Cn1 , c2 ∈ Cn2 such that n1 + n2 = n, c1 > c2 and if c1 = [c3, c4] then we also

require that c2 ≥ c4. The set Cn is ordered lexicographically, i.e., [c1, c2] < [c′1, c
′
2]

if and only if c1 < c′1, or c1 = c′1 and c2 < c′2.

The following theorem was proved by M. Hall in the discrete case. The extension of

his theorem to the pro-p case follows from Corollary 2.1.12.

Theorem 4.2.7 ([Hal50, Theorem 4.1]). The Hall commutators of weight n represent a

basis of Sn/Sn+1 as a free Zp-module. In particular, wn(S) = |Cn|.

The following theorem relating the Zassenhaus filtration to the descending central

series is due to Lazard.

Theorem 4.2.8 (Lazard). For each n, one has

G(n) =
∏
ipj≥n

Gpj

i .

Proof. See [DSMS99, Theorem 11.2].

Corollary 4.2.9. Let us write n = pkm with (m, p) = 1. Then a basis of the Fp-vector

space S(n)/S(n+1) can be represented by the following set

Cpk

m

⊔
Cpk−1

pm

⊔
· · ·
⊔

Cp
pk−1m

⊔
Cn.
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Proof. By Lazard’s theorem, the above set defines a set of generators for the Fp-vector

space S(n)/S(n+1). Now by Theorem 4.1.13 and a counting argument, we see that this set

defines a basis for the Fp-vector space S(n)/S(n+1).

With this basis in mind, we revisit the calculation of c3(S) for p 6= 3. As pointed out

in [Gär11], C3 = {[[xi, xj], xk] | 1 ≤ i < j ≤ d, k ≤ j} and

|C3| = 2

(
d+ 1

3

)
=
d3 − d

3
.

We now consider an interesting, purely group theoretical corollary of our formula for

cn(S) which is closely related to the Kernel n-Unipotent Conjecture formulated by J.

Mináč and N. D. Tân in [MT13]. Recall that Un(Fp) is the group of all upper-triangular

unipotent n× n matrices with entries in Fp.

Definition 4.2.10. Let G be a pro-p group and let n ≥ 1 be an integer. We say that G

has the kernel n-unipotent property if

G(n) =
⋂

ker(ρ : G→ Un(Fp)),

where ρ runs through the set of all representations (continuous homomorphisms) G →

Un(Fp).

Conjecture 4.2.11 (Kernel n-Unipotent Conjecture). Let F be a field containing a

primitive p-th root of unity and let G = GF (p). Let n ≥ 3 be an integer. Then G has the

kernel n-unipotent property.

Lemma 4.2.12. Let n be a positive integer. If Un+1(Fp)(n) = 1, then cn(S) = 0 for every

free pro-p-group S.

Proof. Let S be a free pro-p-group. Assume that Un+1(Fp)(n) = 1. Then for any (contin-

uous) representation ρ : S → Un+1(Fp), we have ρ(S(n)) ⊆ Un+1(Fp)(n) = 1. Hence

S(n+1) ⊆ S(n) ⊆
⋂

ker(ρ : S → Un+1(Fp)),
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where ρ runs over the set of all representations (continuous homomorphisms) G →

Un+1(Fp). On the other hand, we know that S has the kernel n-unipotent property

for all n (see [Efr14b], and also [Efr14a], [MT13]). This means that we have

S(n+1) =
⋂

ker(ρ : S → Un+1(Fp)).

Therefore, S(n+1) = S(n), so cn(S) = 0.

Corollary 4.2.13. Let n be a positive integer. Then Un+1(Fp)(n) ' Fp and

n = max{h | Un+1(Fp)(h) 6= 1}.

Proof. We first observe that if S is a free pro-p-group of rank d > 1, then all numbers

wn(S), n = 1, 2, . . ., are positive. Therefore from Proposition 4.2.2 we see that cn(S) 6= 0

for all n ∈ N. Hence by Lemma 4.2.12, U(n+1)(Fp)(n) 6= 1.

On the other hand, it is well-known that Un+1(Fp)(n+1) = 1. Hence Un+1(Fp)(n) ⊆

Z(Un+1(Fp)) ' Fp, where Z(Un+1(Fp)) is the center of Un+1(Fp). Therefore

Un+1(Fp)(n) = Z(Un+1(Fp)) ' Fp,

and the second assertion is also clear.

4.3 Free Products of Cyclic Groups

Let d be a non-negative integer. Let G = Cp ∗ · · ·∗Cp be a free product in the category of

pro-p-groups of d+ 1 copies of Cp, where Cp is the cyclic group of order p. By Example

4.1.6, Lemma 4.1.7 and induction on d, the Hilbert-Poincaré series of gr(Fp[[G]]) is

Pgr(Fp[[G]])(t) =
1 + t+ · · ·+ tp−1

1− dt− · · · − dtp−1
.

Due to the close connection with formally real pythagorean fields, we will focus on the

case in which p = 2.
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4.3.1 Free products of cyclic groups of order 2

Let d be a non-negative integer. Let G = C2 ∗ · · · ∗ C2 be a free product in the category

of pro-2-groups of d+ 1 copies of C2, where C2 is the group of order 2.

Recall from Theorem 3.4.16 that G plays an important role as the maximal pro-2

quotient of the absolute Galois group of a formally real pythagorean SAP field. Also it is

interesting to observe that if G is such a Galois group, then G is already determined by its

quotientG/G(3). More precisely, assume thatH is another pro-2-group which is realizable

as the Galois group of the maximal 2-extension of a field F , and that H/H(3) ' G/G(3),

then H ' G. (See [MS90, MS96, Min86].)

The Hilbert-Poincaré series of gr(F2[[G]]) is

Pgr(F2[[G]])(t) =
1 + t

1− dt
.

We have

logPgr(F2[[G]])(t) = log(
1

1− dt
)− log(

1

1 + t
) =

∑
n≥1

1

n
(dn − (−1)n)tn.

Now we define the sequence wn(G), n = 1, 2, . . . by

wn(G) =
1

n

∑
m|n

µ(n/m)(dm − (−1)m).

Proposition 4.3.1. If n = 2km with (m, 2) = 1, then

cn(G) = wm(G) + w2m(G) + · · ·+ w2km(G).

4.3.2 Free products of cyclic groups of order 2 as semidirect prod-

ucts

We again let G = C2 ∗ · · · ∗C2 be the free product in the category of pro-2 groups of d+1

copies of C2. Our goal in this subsection is to show that G is isomorphic to a semidirect
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product HoC2 of a free pro-2 group H and C2. We also provide a relation between G(n)

and H(n).

Define the numbers εn, n = 1, 2, . . . by

εn =
1

n

∑
m|n

µ(n/m)(−1)m.

Then by the Möbius inversion formula,

(−1)n =
∑
m|n

mεm. (*)

Lemma 4.3.2. We have ε1 = −1, ε2 = 1 and εn = 0 for n ≥ 3.

Proof. The equation (*) determines εn, n ∈ N, uniquely. But ε1 = −1, ε2 = 1 and εn = 0

for n ≥ 3 work as for these numbers

∑
m|n

mεm =

−1 if n is odd,

−1 + 2 = 1 if n is even.

Now write

G = C2 ∗ C2 ∗ · · · ∗ C2 = 〈x0 | x2
0〉 ∗ 〈x1 | x2

1〉 ∗ · · · ∗ 〈xd | x2
d〉.

For ease of notation, we consider x0, x1, . . . , xd as elements ofG. We consider a continuous

homomorphism ϕ : G→ C2 = 〈x | x2〉 defined by xi 7→ x for all i = 0, 1, . . . , d. For each

i = 1, . . . , d, we set yi = x0xi ∈ G and let H be the closed subgroup of G generated by

y1, . . . , yd.

Lemma 4.3.3. Let the notation be as above.

(i) kerϕ = H.

(ii) G ' H o C2, where the action of C2 on H is given by xyix = y−1
i .

(iii) H is a free pro-2 group of rank d.
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Proof. (i) For each i = 1, . . . , d, yi ∈ kerϕ, hence H ⊆ kerϕ. Now consider any element

γ ∈ kerϕ. For each open neighborhood U of γ in G, there exists an element g =

xi1 · · ·xir ∈ U , i1, . . . , ir ∈ {1, . . . , d} such that 1 = ϕ(g) = xr. Hence r = 2s is even.

Since x0yix0 = y−1
i , we obtain

g = x0yi1 · · · x0yir = y−1
i1
yi2 · · · y−1

ir−1
yir .

Thus g ∈ H. Therefore γ ∈ H and H = kerϕ.

(ii) This follows by observing that ψ : C2 = 〈x | x2〉 → G which maps x to x0, is a

section of ϕ.

(iii) By Theorem 3.4.16, we can view G as the Galois group GF (2) of the maximal

2-extension of a formally real pythagorean SAP field F having square class group of

cardinality 2d+1. There is a bijective correspondence between the set {x0, x1, . . . , xd} and

the set of orderings XF = {P0, P1, . . . , Pd} of F given by

Pi = {f ∈ F× | xi(
√
f) =

√
f}.

LetK be the fixed field ofH. For all i = 0, . . . , d, we have −1 /∈ Pi, so xi(
√
−1) = −

√
−1.

Hence for all i = 1, . . . , d, yi = x0xi acts trivially on
√

= 1. So F (
√
−1) ⊆ K. Since

[G : H] = 2, we have K = F (
√
−1) and H = GK(2). Then by Proposition 3.4.15, H is a

free pro-2 group of rank d.

The following proposition and corollary are remarkable properties of the pair {H,G}.

Proposition 4.3.4. We have c1(H) = d = c1(G)− 1 and cn(H) = cn(G) for all n ≥ 2.

Proof. It is clear that c1(H) = w1(H) = d and c1(G) = w1(G) = d + 1. Hence c1(H) =

d = c1(G)− 1. We shall show that cn(H) = cn(G) for any n ≥ 2.

We note that

wn(H)− wn(G) =
1

n

∑
m|n

µ(n/m)(−1)m = εn.

By Lemma 4.3.2, one has w2(H) = w2(G) + 1 and wn(H) = wn(G) for every n ≥ 3.
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If n > 1 is odd, then

cn(H) = wn(H) = wn(G) = cn(G).

If n is even, then by writing n = 2km with m odd, we have

cn(H) = wm(H) + w2m(H) + w4m(H) + · · ·+ w2km(H)

= wm(G) + w2m(G) + w4m(G) + · · ·+ w2km(G) = cn(G).

(Note that we always have wm(H) + w2m(H) = wm(G) + w2m(G) for every m ≥ 1

odd.)

Corollary 4.3.5. Let n ≥ 2 be an integer.

(i) H(n) = H ∩G(n).

(ii) G/G(n) ' H/H(n) o C2, where the action of C2 on H is given by x̄ȳix̄ = ȳ−1
i .

Proof. (i) Clearly H(n) ⊆ H ∩G(n). We proceed by induction on n that H(n) = H ∩G(n).

First consider the case n = 2. We have an exact sequence

1→ H/H ∩G(2) → G/G(2) → C2 → 1.

This implies that [H : H ∩G(2)] = [G : G(2)]/2 = 2d = [H : H(2)]. Hence H(2) = H ∩G(2).

Assume that H(n) = H ∩G(n) for some n ≥ 2. Then from the exact sequence

1→ H/H ∩G(n) → G/G(n) → C2 → 1,

we obtain [H : H(n)] = [H : H ∩G(n)] = [G : G(n)]/2. From a similar exact sequence we

obtain
[H : H ∩G(n+1)] =

1

2
[G : G(n+1)] =

1

2
[G : Gn][G(n) : G(n+1)]

= [H : H(n)][H(n) : H(n+1)] = [H : H(n+1)].

Here the equality [G(n) : G(n+1)] = [H(n) : H(n+1)] follows from Proposition 4.3.4. There-

fore H(n+1) = H ∩G(n+1).
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(ii) This follows from (i).

4.4 Another Semidirect Product

In this section we consider an example in which G is the semidirect product G : Zd2oC2 =

H o 〈x〉, where the action of C2 on H = Zd2 is given by xyx = y−1, for all y ∈ H. Recall

from Corollary 3.4.19 that this group is realizable as the maximal pro-2 quotient of the

absolute Galois group of a superpythagorean field.

Lemma 4.4.1. Let G = H o 〈x〉 = Zd2 o C2 be as above. Let n ≥ 2 be an integer, and

let s = dlog2 ne. Then G(n) = H2s.

Proof. We proceed by induction on n. We first observe that [y, x] = y−1x−1yx = (y−1)2

and (yx)2 = 1, for every y ∈ H. Hence

G(2) = G2[G,G] = G2 = H2,

so the lemma is true for n = 2. Now assume that the lemma is true for j with 2 ≤ j < n.

Then
G(n) = G2

(dn/2e)

∏
i+j=n

[G(i), G(j)]

= G2
(dn/2e)[G,G(n−1)]

= (H2s−1

)2 = H2s .

Here we use the fact that G(n−1) ⊆ H2s−1 , and hence [G,G(n−1)] ⊆ H2s .

An immediate consequence of the above lemma is the following result.

Corollary 4.4.2. Let n ≥ 1 be an integer. We have

cn(G) =


d+ 1 if n = 1,

d if n = 2s for some 1 ≤ s ∈ Z,

1 if n is not a power of 2.
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Corollary 4.4.3. We have

Pgr(F2[[G]])(t) =
1 + t

(1− t)d
∞∏
i=1

1

1− t2i+1
.

Proof. We write logPgr(F2[[G]]) =
∑

n≥1 bn(G)tn, and let

wn(G) =
1

n

∑
m|n

µ(n/m)mbm(G).

By Lemma 4.1.10, if n is odd then wn(G) = cn(G). In particular, w1(G) = c1(G) = d+1,

and w2i+1(G) = c2i+1(G) = 1 for i ≥ 1.

By Lemma 4.1.11, w2(G) = c2(G)− c1(G) = d− (d+ 1) = −1.

We claim that wn(G) = 0 if n is even and n ≥ 4. Indeed, if n = 2s with s ≥ 2, then

by Lemma 4.1.11,

w2s(G) = c2s(G)− c2s−1(G) = d− d = 0.

Now if n = 2m, where m is not a power of 2, then also by Lemma 4.1.11,

w2m(G) = c2m(G)− cm(G) = 1− 1 = 0.

The corollary then follows from Remark 4.1.9.

Remarks 4.4.4. It is interesting that c1(G) and c2(G) can be sufficient to determine G

itself within some large families of pro-p-groups. The example of free pro-p groups was

mentioned in Remarks 4.2.4 (1). Here are two other instances.

(1) Suppose thatK is a formally real pythagorean SAP field with |K×/(K×)2| = 2d+1.

Then GK(2) = C2 ∗ · · · ∗C2, the free product of d+ 1 copies of C2. By Proposition 4.3.1,

one has

c1(GK(2)) = d+ 1 and c2(GK(2)) =
d(d+ 1)

2
.

Now let F be a formally real pythagorean field F with |F×/(F×)2| <∞. We assume

that c1(GF (2)) = d+ 1 and that c2(GF (2)) = d(d+ 1)/2 for some integer d ≥ 0.

Claim. F is an SAP field with exactly d+ 1 orderings.
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Proof. Since c1(GF (2)) = d + 1, we see that GF (2) has d + 1 minimal generators, and

therefore |F×/(F×)2| = 2d+1. Now choose any formally real pythagorean SAP field K

with |K×/(K×)2| = 2d+1. By Corollary 3.4.17, there exists an epimorphism ϕ : GK(2)�

GF (2). We have

|GK(2)/GK(2)(3)| = c1(GK(2)) + c2(GK(2))

= d+
d(d+ 1)

2

= c1(GF (2)) + c2(GF (2))

= |GF (2)/GF (2)(3)|.

This implies that the induced epimorphism GK(2)/GK(2)(3) � GF (2)/GF (2)(3) is an

isomorphism. By [CEM12, Theorem D], ϕ : GK(2) → GF (2) is an isomorphism. This

implies that F is a SAP field by Theorem 3.4.16.

So, quite remarkably, within the family of formally real pythagorean fields with finitely

many square classes, the numbers c1(GF (2)) and c2(GF (2)) above suffice to characterize

SAP fields F .

(2) Suppose that K is a superpythagorean field with |K×/(K×)2| = 2d+1 < ∞. By

Corollary 4.4.2, one has

c1(GK(2)) = d+ 1 and c2(GK(2)) = d.

Now let F be a formally real pythagorean field F with |F×/(F×)2| <∞. We assume

that c1(GF (2)) = d+ 1, c2(GF (2)) = d for some integer d ≥ 0.

Claim. F is a superpythagorean field.

Proof. Choose any superpythagorean field K with |K×/(K×)2| = 2d+1. By Corol-

lary 4.4.3, we have an epimorphism ϕ : GF (2)� GK(2). Then

|GF (2)/GF (2)(3)| = c1(GF (2)) + c2(GF (2))

= d+ 1 + d

= c1(GK(2)) + c2(GK(2))

= |GK(2)/GK(2)(3)|.



Chapter 4. Dimensions of Zassenhaus Filtration Subquotients 103

This implies that the induced epimorphism GF (2)/GF (2)(3) � GK(2)/GK(2)(3) is an

isomorphism. By [CEM12, Theorem D], ϕ : GF (2) → GK(2) is an isomorphism. This

implies that F is a superpythagorean field by Corollary 3.4.19.

So within the family of formally real pythagorean fields with finitely many square

classes, the numbers c1(GF (2)) and c2(GF (2)) above, also suffice to characterize super-

pythagorean fields F .

4.5 Demushkin Groups

Recall that a pro-p-group G is said to be a Demushkin group if

1. dimFp H
1(G,Fp) <∞,

2. dimFp H
2(G,Fp) = 1,

3. the cup product H1(G,Fp) ×H1(G,Fp) → H2(G,Fp) is a non-degenerate bilinear

form.

By the work of [Dem61, Dem63], [Ser63] and [Lab66], we now have a complete classifi-

cation of Demushkin groups.

Let G be a Demushkin group of rank d = dimFp H
1(G,Fp). Let cn = cn(G). Then by

[Lab06, Theorem 5.1 (g)] (see also [For11, Gär11, LM11]), the Hilbert-Poincaré series

Pgr(Fp[[G]])(t) =
1

1− dt+ t2
.

We write 1− dt+ t2 = (1− at)(1− bt) so that a+ b = d and ab = 1. Then

logPgr(Fp[[G]])(t) = log(
1

1− at
) + log(

1

1− bt
) =

∑
n≥1

1

n
(an + bn).

We define the sequence wn(G), n = 1, 2, . . . by

wn(G) =
1

n

∑
m|n

µ(m)(an/m + bn/m) =
1

n

∑
m|n

µ(n/m)(am + bm).
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Remark 4.5.1. The numbers wn(G) are given by the formula

wn(G) =
1

n

∑
m|n

µ(n/m)

 ∑
0≤i≤[m/2]

(−1)i
m

m− i

(
m− i
i

)
dm−2i

 .
(See [Lab70, Proof of Proposition 4].)

Proposition 4.5.2. If n = pkm with (m, p) = 1, then

cn(G) = wm(G) + wpm(G) + · · ·+ wpkm(G).

Example 4.5.3. Let G be a Demushkin pro-p-group of finite rank d. We have

c1(G) = d,

c2(G) =


d2−d−2

2
if p 6= 2,

d2+d−2
2

if p = 2,

c3(G) =


d3−4d

3
if p 6= 3,

d3−d
3

if p = 3,

c4(G) =


d4−5d2+4

4
if p 6= 2,

d4−3d2+2d
4

if p = 2,

c5(G) =


d5−5d3+4d

5
if p 6= 5,

d5−5d3+9d
5

if p = 5.

Observe that our numbers cn(G), n = 1, 2, . . ., also detect the minimal numbers of

generators of G(n). Indeed by the remarkable result of I. V. Andožskii and independently

by J. Dummit and J. Labute for each open subgroup T of the Demushkin group G, we

have the following expression for the minimal number of generators d(T ) of T :

d(T ) = [G : T ](d(G)− 2) + 2.
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(See [NSW08, Theorem 3.9.15].) Therefore

dn(G) := d(G(n)) = p
∑n−1
i=1 ci(G)(d− 2) + 2.

From now on we assume that G = F/〈r〉, where F is a free pro-p-group on generators

x1, x2, . . . , xd, and

r = [x1, x2][x3, x4] · · · [xd−1, xd].

Then we extract from [Lab70] the following fact.

Lemma 4.5.4. For every n, wn(G) = rankZpGn/Gn+1.

Proof. This follows from [Lab70, Theorem and proof of Proposition 4] and Corollary

2.1.12.

Corollary 4.5.5. Assume that for each n, Bn represents a Zp-basis of Gn/Gn+1. Let us

write n = pkm with (m, p) = 1. Then a basis of the Fp-vector space G(n)/G(n+1) can be

represented by the following set

Bpk

m

⊔
Bpk−1

pm

⊔
· · ·
⊔

Bp
pk−1m

⊔
Bn.

4.6 Some Other Groups

4.6.1 Free products of a finite number of Demushkin groups and

free pro-p-groups

Let G be a free pro-p product of r Demushkin groups of ranks d1, . . . , dr and of a free

pro-p-group of rank e. The Hilbert-Poincaré series of gr(Fp[[G]]) is

Pgr(Fp[[G]])(t) =
1

1− (d1 + · · ·+ dr + e)t+ rt2
=:

1

(1− at)(1− bt)
.

We define the sequence wn(G), n = 1, 2, . . . by

wn(G) =
1

n

∑
m|n

µ(m)(an/m + bn/m) =
1

n

∑
m|n

µ(n/m)(am + bm).



Chapter 4. Dimensions of Zassenhaus Filtration Subquotients 106

Proposition 4.6.1. If n = pkm with (m, p) = 1, then

cn(G) = wm(G) + wpm(G) + · · ·+ wpkm(G).

4.6.2 A free product of a cyclic group of order 2 and a free pro-

2-group

We first consider the case of p = 2 because this is the case of interest in Galois theory (of

2-extensions), and because this case is a bit simpler than the general case of any prime

p. This latter case will be covered in the next subsection.

Let G = C2 ∗ S be a free pro-2 product of the cyclic group C2 of order 2 and a free

pro-2-group of rank d. The Hilbert-Poincaré series of gr(F2[[G]]) is

Pgr(F2[[G]])(t) = (
1

1 + t
− dt)−1 =

1 + t

1− dt− dt2
=:

1 + t

(1− at)(1− bt)
.

We define the sequence wn(G), n = 1, 2, . . . by

wn(G) =
1

n

∑
m|n

µ(n/m)(am + bm − (−1)m).

Proposition 4.6.2. If n = 2km with (m, 2) = 1, then

cn(G) = wm(G) + wpm(G) + · · ·+ w2km(G).

4.6.3 A free product of a cyclic group of order p and a free pro-

p-group

Let G = Cp ∗ S be a free pro-p product of the cyclic group Cp of order p and a free

pro-p-group of rank d. We shall find a formula for cn(G). The Hilbert-Poincaré series of

gr(Fp[[G]]) is

Pgr(Fp[[G]])(t) =
1 + t+ · · ·+ tp−1

1− dt− dt2 − · · · − dtp
=:

(1− ξ1t) · · · (1− ξp−1t)

(1− a1t) · · · (1− apt)
.
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We define the sequence wn(G), n = 1, 2, . . . by

wn(G) =
1

n

∑
m|n

µ(n/m)(am1 + · · ·+ amp − (ξm1 + · · ·+ ξmp−1)).

Proposition 4.6.3. If n = pkm with (m, p) = 1, then

cn(G) = wm(G) + wpm(G) + · · ·+ wpkm(G).

Remark 4.6.4. Note that

ξn1 + · · ·+ ξnp−1 =

−1 if (n, p) = 1,

p− 1 if p | n.

We shall compute an1 + · · ·+ anp . From

1

(1− a1t) · · · (1− apt)
=

1

1− (dt+ dt2 + · · ·+ dtp)
,

taking logarithms of both sides, we obtain

∑
n≥1

1

n
(an1 + · · ·+ anp )tn =

∑
n≥1

1

n
(dt+ dt2 + · · ·+ dtp)n

=
∑
n≥1

1

n

∑
k1+···+kp=n,

ki≥0

(
n

k1, . . . , kp

)
(dt)k1(dt2)k2 · · · (dtp)kp

=
∑
M

∑
k1+2k2+···+pkp=M,

ki≥0[
1

M − k2 − · · · − (p− 1)kp

(
M − k2 − · · · − (p− 1)kp

k1, . . . , kp

)
dM−k2−···−(p−1)kp

]
tM .

Finally comparing the coefficients of tn gives us the required formula for an1 + · · ·+ anp ,

an1 + · · ·+ anp

=
∑

k1+2k2+···+pkp=n,
ki≥0

n

n− k2 − · · · − (p− 1)kp

(
n− k2 − · · · − (p− 1)kp

k1, . . . , kp

)
dn−k2−···−(p−1)kp .
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Relations in Pro-p Galois Groups

As we have seen, Demushkin groups are pro-p groups which play an important role

in Galois theory. These groups have a single defining relation among a finite set of

generators and appear as Galois groups of maximal p-extensions of local fields containing

a primitive p-th root of unity. The study of relations in Demushkin groups has a long and

interesting history and we saw in section 3.3.4 that the unique relation among generators

of a Demushkin group can take one of only four rather special forms. One example of a

specific Demushkin relation is

r = xp1[x1, x2][x3, x4] · · · [xd−1, xd].

The question arises as to whether other pro-p Galois groups have similar restrictions on

the shape of relations. That is, if G is a pro-p group which is realizable as the Galois

group GF (p) of the maximal p-extension of a field F , must the relations in G take on

only certain forms?

In this chapter we begin to explore that question and will see that even considering

only small abelian extensions of F can provide insight into necessary restrictions on

relations in pro-p Galois groups. Further work to extend these results and thereby provide

a better understanding of the structure of absolute Galois groups is in progress.

108
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5.1 The Case ζp2 ∈ F

In this section we assume that p is a prime and F is a field containing a primitive p2-th

root of unity ζp2 .

Theorem 5.1.1. Let p be a prime and F a field containing a primitive p2-th root of

unity ζp2. There is no relation r = xp1x
p
2s ∈ R, where S =< x1, x2, . . . > is a free pro-p

group, s ∈ [S, S] and

1 R S GF (p) 1π

is a minimal presentation of GF (p).

Proof. Suppose such an r exists and consider the field L = F ( p2
√
a | a ∈ F×). By Kummer

theory, Gal(L/F ) is the Pontrjagin dual (F×/(F×)p
2
)∗ of F×/(F×)p

2 ∼= (
⊕

J Cp)
⊕

(
⊕

I Cp2)

[Kap69, p. 17, Theorem 6]. Since ζp2 ∈ F , every cyclic extension F ( p
√
a)/F of degree p

embeds into a cyclic extension K = F ( p2
√
a)/F of degree p2, so J = φ and

Gal(L/F ) ∼= (
⊕

I Cp2)
∗

=
∏

I Cp2 .

Let σi be the image of π(xi), i = 1, 2 under the restriction map

S GF (p) Gal(L/F ).π res

Then
1 = res(π(r))

= res(π(x1)pπ(x2)pπ(s))

= (res π(x1))p(res π(x2))p

= σp1σ
p
2

= (σ1σ2)p.

However, since

1 R S GF (p) 1π
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is a minimal presentation of GF (p), it follows that π(x1) and π(x2) are independent

modulo the Frattini subgroup Φ(GF (p)). So σ1σ2 has order p2 in Gal(L/F ), which is a

contradiction.

Theorem 5.1.2. Let p be a prime and F a field containing a primitive p2-th root of unity

ζp2. There is no relation r = xp1s ∈ R, where S =< x1, x2, . . . > is a free pro-p group,

s ∈ [S, S] and

1 R S GF (p) 1π

is a minimal presentation of GF (p).

Proof. As in the proof of Theorem 5.1.1, consider the field L = F ( p2
√
a | a ∈ F×) with

Galois group Gal(L/F ) ∼=
∏

I Cp2 . If σ is the image of π(x1) under the restriction map

S GF (p) Gal(L/F ),π res

then
1 = res(π(r))

= res(π(x1)pπ(s))

= (res π(x1))p

= σp.

But since π(x1) /∈ Φ(GF (p)), σ generates a cyclic subgroup of Gal(L/F ) of order p2, so

this is a contradiction.

5.2 The Case ζp ∈ F, ζp2 /∈ F

In this section we assume that p is an odd prime and F is a field which contains a prim-

itive p-th root but not a primitive p2-th root of unity.

In addition to the dihedral group D4, other small nonabelian p-groups also play a

fundamental role in the theory of Galois p-extensions. The modular group Mp3 is the

unique nonabelian group of order p3 and exponent p2 given, in terms of generators and
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relations, by

Mp3 = 〈x, y | xp2 = yp = 1, yxy−1 = x1+p〉 = 〈x〉o 〈y〉.

Theorem 5.2.1. Let p be an odd prime and let F be a field containing a primitive p-th

root of unity ζp, but no primitive p2-th root of unity. Let S =< x1, x2, . . . > be a free

pro-p group such that

1 R S GF (p) 1π

is a minimal presentation of GF (p). Then there is no relation of the form r = xp1s ∈

R, where s ∈ [S, S] is such that any commutator of the form [xi, xj] appearing in the

expression for s has i 6= 1 and j 6= 1.

Proof. Suppose there is such a relation r. For k = 2, 3, choose a primitive pk-th root of

unity such that ζp
pk

= ζpk−1 . Consider the field K = F (ζp3). Then π(x1)(ζp2) = ζp2 ; oth-

erwise ρ(π(x1)) would generate the entire Galois group Gal(K/F ) ∼= Cp2 , contradicting

ρ(π(x1))p = ρ(π(x1)pπ(s)) = ρ(r) = 1,

where ρ : GF (p)� Gal(K/F ) is the restriction map.

Since the presentation

1 R S GF (p) 1π

is minimal, π(x1) /∈ Φ(GF (p)). Hence there exists an element a ∈ F \ F p such that

π(x1)( p
√
a) 6= p

√
a.

The polynomial xp2 − a is irreducible over F (ζp2) so the extension L := F (ζp2 ,
p2
√
a)

is Galois over F . Define automorphisms σ, τ ∈ Gal(L/F ) by

τ : p2
√
a 7→ ζp2

p2
√
a and τ : ζp2 7→ ζp2 ;
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σ : p2
√
a 7→ p2

√
a and σ : ζp2 7→ ζpζp2 = ζpp2ζp2 = ζp+1

p2 .

So
στσ−1(ζp2) = ζp2 and

στσ−1( p2
√
a) = στ( p2

√
a) = σ(ζp2

p2
√
a) = ζ1+p

p2
p2
√
a = τ 1+p( p2

√
a).

Thus, τ has order p2, σ has order p and στσ−1 = τ 1+p, so

Gal(L/F ) = 〈σ, τ | τ p2 = σp = 1, στσ−1 = τ 1+p〉 ∼= Mp3 .

Now let res : GF (p) � Gal(L/F ) be the restriction map. Since π(x1)(ζp2) = ζp2 and

π(x1)( p
√
a) 6= p

√
a, it follows that res(π(x1)) generates Gal(L/F (ζp2)). Then, since no

commutator [xi, xj] in the expression for s involves x1, we have

1 = res(π(r))

= res(π(x1)pπ(s))

= res(π(x1))p

= τ p,

which is a contradiction, since τ has order p2 in Gal(L/F ).

We see that for a field F containing a p-th root of unity, the presence or absence of

a p2-th root of unity in F is already enough to place certain restrictions on the relations

among a set of generators of the Galois group of the maximal p-extension of F . We look

forward to the results of further research in this direction.



Chapter 6

Conclusion

In our quest for a deeper understanding of absolute Galois groups we are led to the study

of small quotients and central filtrations of these large and largely mysterious objects. By

developing techniques to count Galois p-extensions and calculate filtration subquotient

dimensions we can, in turn, shed more light on these underlying structures. Answers

to these Galois theoretic problems also have important ramifications in other areas of

mathematics.

We have described several known techniques for counting finite Galois p-extensions of

local fields. While actually constructing small 2-extensions of the p-adic integers is feasi-

ble, this would rapidly become unwieldy for local fields with larger square class groups.

A technique involving complex characters and Möbius functions used by Yamagishi to

enumerate the Galois extensions of a local field having a given Galois group G requires

knowledge of the character table of G as well as its subgroups. This also becomes a

significant obstacle as the order of G increases.

With these limitations in mind, we have explored other approaches and shown that

by using some deeper results from Galois cohomology and the theory of quadratic forms

and quaternion algebras one can develop more efficient combinatorial techniques. For

example, we find that the number N of Galois extensions of a formally real pythagorean

SAP field with square class group of cardinality 2n having Galois group the dihedral

113
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group of order 8 is given by the simple formula

N = 2n−2

n∑
k=2

(nk)(2k−1 − 1).

Our main results pertain to the Zassenhaus filtration of finitely generated pro-p

groups. Building on a remarkable theory of Jennings and Lazard, we have developed

a method for determining the Fp-dimension of subquotients of this filtration and derived

explicit formulas applicable to various families of groups, including free pro-p groups,

Demushkin groups and free pro-2 products of finitely many copies of the cyclic group of

order 2.

These subquotient dimensions, cn(G), provide an important contribution to our knowl-

edge of group theory and Galois theory. For example, in several significant cases they

determine the minimal number of generators of the Zassenhaus subgroups of G, and

if F is a pythagorean SAP field or a superpythagorean field, only two of these dimen-

sions, c1(GF (2)) and c2(GF (2)) are needed in order to determine the Galois group of the

maximal p-extension of F .

They are also of considerable interest in current Galois theory research, such as that

involving the Kernel Unipotent Conjecture. If G is isomorphic to the maximal pro-p

quotient GF (p) of the absolute Galois group GF of a field F and if F(n) denotes the fixed

field of GF (p)(n), then |Gal(F(n)/F )| = p
∑n−1
i=1 ci(G). If the Kernel Unipotent Conjecture

is true, we would obtain a characterization of GF (p)(n), n ≥ 3, as the intersection of the

kernels of all Galois representations ρ : GF (p) → Un(Fp). In the case when GF (p) is

finitely generated, knowledge of |Gal(F(n)/F )| would be useful in order to check whether

the intersection of the kernels of given representations is in fact GF (p)(n).

Another interesting area of research is the investigation of the shape of relations in

pro-p Galois groups, which is closely related to detailed knowledge of small quotients of

these groups. Further work is planned in this direction.

Certainly, much progress has been made since the time of Évariste Galois and much

remains to be done. The journey so far has been fascinating and we look forward to the

many miles not yet travelled.
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