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Abstract

Lung cancer is one of the leading causes of cancer deaths in North America. There are recent advances in cancer treatment techniques that can treat cancerous tumors, but require a real-time imaging modality to provide intraoperative assistive feedback. Ultrasound (US) imaging is one such modality. However, while its application to the lungs has been limited because of the deterioration of US image quality (due to the presence of air in the lungs); recent work has shown that appropriate lung deflation can help to improve the quality sufficiently to enable intraoperative, US-guided robotics-assisted techniques to be used. The work described in this thesis focuses on this approach.

The thesis describes a project undertaken at Canadian Surgical Technologies and Advanced Robotics (CSTAR) that utilizes the image processing techniques to further enhance US images and implements an advanced 3D virtual visualization software approach. The application considered is that for minimally invasive lung cancer treatment using procedures such as brachytherapy and microwave ablation while taking advantage of the accuracy and teleoperation capabilities of surgical robots, to gain higher dexterity and precise control over the therapy tools (needles and probes). A number of modules and widgets are developed and explained which improve the visibility of the physical features of interest in the treatment and help the clinician to have more reliable and accurate control of the treatment. Finally the developed tools are validated with extensive experimental evaluations and future developments are suggested to enhance the scope of the applications.
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<tr>
<td>Acronym</td>
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</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>LDR</td>
<td>Low Dose Rate</td>
</tr>
<tr>
<td>MIL</td>
<td>Matrox Imaging Library</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
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<td>Ultrasound</td>
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<tr>
<td>VTK</td>
<td>Visualization Toolkit</td>
</tr>
</tbody>
</table>
Chapter 1

1 Introduction

This chapter provides the background and motivation for the project, a literature review of the recent technologies, their operation and a brief overview of the previous version of the system. At the end, it outlines the contribution of the thesis in the context of the research project.

1.1 Cancer overview

Cancer is a disease that is a result of uncontrolled growth of cells. Cancerous cells further divide to form lumps of tissue referred to as tumors. Cancer can grow in almost any tissue or organ of the body. It needs to be controlled or else it can migrate to other healthy parts of the body causing a greater risk to the life of the patient. Lung cancer is one of the most prominent forms of cancer diagnosed today. Proper medical treatment is advised as early as possible to control the growth of cancerous tumors and destroy or resect them.

Figure 1.1: Cancer – a leading cause of death (Canada)
This section summarizes the data obtained from Canadian Cancer Statistics, 2013 [1]. It gives an overview of the cancer deaths in Canada. Most of the information and statistical data are projected estimations.

From Figure 1.1, the percentage of total deaths due to cancer for year 2009 was around 29.8% in Canada. It is projected that in 2013, around 187,600 Canadians will be diagnosed with cancer and around 75,500 would die from it (approximately 27% of total deaths in Canada). The following pie chart distinguishes between the cancer deaths estimated for the year 2013. An estimated 57% of total cancer deaths would occur due to lung (27%), colon (12%), breast (7%), pancreas (6%) and prostate (5%) cancer.

Figure 1.2: Death by cancer type

Figure 1.3 lists the percentage distribution of cancer deaths by sex estimated for year 2013. Lung cancer is the most prominent cancer, causing deaths in both males and females.
### Figure 1.3: Percentage distribution of estimated cancer deaths (2013)

#### 1.2 Lung cancer statistics

For 2013, around 25,500 Canadians would be diagnosed with lung cancer and around 20,200 would die of it. By the estimation provided, for every 1000 deaths (due to any reason), around 73 deaths would result from lung cancer.
Table 1.1: Lung cancer statistics (Canada)

<table>
<thead>
<tr>
<th>Category</th>
<th>Males</th>
<th>Females</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Cases</td>
<td>13,300</td>
<td>12,200</td>
</tr>
<tr>
<td>Incidence rate (for every 100,000 people)</td>
<td>60</td>
<td>47</td>
</tr>
<tr>
<td>Deaths</td>
<td>10,700</td>
<td>9,500</td>
</tr>
<tr>
<td>Death rate (for every 100,000 people)</td>
<td>48</td>
<td>36</td>
</tr>
<tr>
<td>5-year relative survival (estimates for 2006-2008)</td>
<td>14%</td>
<td>20%</td>
</tr>
</tbody>
</table>

A major cause of lung cancer can be attributed to the cigarette smoking [1]. It is estimated that around 90% of lung cancers are caused by it, with factors such as intensity and duration of smoking playing a significant role in the incidence of the disease. The lifetime probability of dying from lung cancer is the highest among all forms of cancer. It is therefore of utmost importance to find suitable and viable techniques which could improve the current state of lung cancer treatment; and to make the whole process less traumatic for patients and easy to be performed by clinicians.

1.3 Types of lung cancer

Lung cancer is usually distinguished as either small cell lung cancer or non-small cell lung cancer depending on the size of the cancerous cells. Small cell lung cancer is highly attributed to smoking. This cancer grows rapidly in the course of the disease and has a tendency to spread quickly to other parts of the body. The non-small cell lung cancer on the other hand, spreads comparatively slowly. Depending on the type of the cancer diagnosed, appropriate treatment techniques are suggested to the patient. Needle biopsy, bronchoscopy, X-ray, CT scan, US etc. are some of the procedures most commonly used to diagnose lung cancer.
1.4 Treatment

This section mainly concentrates on conventional surgical and minimally invasive techniques for lung cancer treatment, their comparison in terms of advantages and drawbacks followed by current scenarios for treatment.

Surgical resection remains the primary treatment method for patients diagnosed with early-stage lung cancer. The cancerous part of the lung is completely removed by cutting out a small section (wedge resection), an entire lobe (lobectomy) or an entire lung (pneumonectomy) depending on the extent of the cancer. This type of surgery is more invasive because large incisions are made in the body so as to remove the tumor. It causes a lot of trauma to the patient. Some patients may not be considered fit to undergo such a procedure depending on their health and age. Considering this, a number of other treatment techniques such as chemotherapy, brachytherapy, external beam radiation therapy, thermal ablation therapy, cryotherapy, etc. are suggested.

1.4.1 Conventional treatment approach

In this approach, usually surgical resection is applied to remove the tumor followed by chemotherapy and/or external beam radiation therapy. This is a very common approach for most of the malignant tumors formed in different organs such as lung, liver, prostate, breast, etc. Photodynamic therapy is also a new technique that can be used to treat cancer.

Wedge resection is a treatment where a small wedge shaped part of the lung is removed surgically which is infected by cancerous tissue. It is easy to recover and does not greatly affect the shape of lung. In lobectomy an entire lobe of the lung is resected. It is usually performed in early stage non-small cell lung cancer patients; whereas pneumonectomy consists of removal of a complete lung (patients are first diagnosed for their capacity to be able to breathe using just one lung). This kind of treatment is done very rarely and in only critical cases where a major portion of the lung is severely affected by cancer. The breathing capacity of the patient is reduced significantly post surgery.
Chemotherapy is the use of cytotoxic medication to kill cancerous cells as they are more prone to this kind of medication due to their tendency of dividing rapidly. It is a systematic treatment meaning that it can be used to kill the malignant cells in any part of the body as compared to radiation therapy which is a localized treatment method. Small cell lung cancer is usually treated with this therapy as this type of cancer has a tendency to spread faster. The therapy has side effects of hair loss, nausea and low blood cell counts.

External beam radiation therapy is a method of treatment where high energy radiation is used to kill cancerous tissue. An external machine is used to transfer the energy at the particular marked area of the body which overlies the tumor. There are other types of radiation therapiessuch as internal radiation therapy (brachytherapy) which will be discussed in a later section.

Cryotherapy is another way to treat cancer. It is mostly used as a localized cancer treatment where a probe (cryoprobe) is used to deliver extreme cold temperatures to the cancerous tissue so as to freeze and kill the underlying cancer cells. Image guidance is used to drive the probe to the target. Cryoprobe is inserted in a body through a bronchoscope or percutaneously (thus, it can also be considered as a minimally invasive intervention technique).

Photodynamic therapy [13], [14] consists of a patient being injected by special photosensitizing drug which gets absorbed by the body cells. The cancerous cells however retain them longer as compared to normal cells. The cancerous cells (now sensitive to light) are subjected to external light source which is passed through a bronchoscope. The light triggers the drug, destroying the cancerous cells.

1.4.2 Minimally invasive intervention

This is a relatively new type of interventional technique where small incisions about 1cm across are made in the body which act as access ports for laparoscopic instruments to enable them to reach the surgical site. Benefits of this technique are reduced trauma to the patient, faster recovery, and shorter hospital stay.
1.4.2.1 Brachytherapy

Brachytherapy consists of placing radioactive sources near or within the cancerous tumor so as to destroy it and prevent further spread of the cancer. This radiation therapy is a short distance concentrated radio therapy (“brachy” means “short” in Greek). It can be used in combination with other treatment methods for better results.

The two main brachytherapy types are Low Dose Rate (LDR) and High Dose Rate (HDR) brachytherapy. This treatment is widely used to treat prostate cancer [15]–[17] and recent advances show its viability to lung cancer treatment [6].

Endobronchial brachytherapy [18]–[20] which involve placing a radioactive source near the tumor through the use of a catheter and guide wires is a type of HDR brachytherapy [15]. As the name HDR suggests, it consists of a very highly radioactive source of energy placed at the target location for a fairly small amount of time. Once the procedure is completed, the source is retracted.

Figure 1.4: Brachytherapy

Interstitial Brachytherapy [17], [21]–[23] which involves direct implantation of low dose rate radioactive sources, typically Iodine-125 into the tumor to provide local
irradiation is a type of LDR brachytherapy [16]. In this case, the time for which the tumor is subjected to radiation is significant as compared to HDR, but the dose of radiation is fairly small. The sources are commonly referred to as “seeds” which are the size of rice grains.

![Brachytherapy seeds](image)

**Figure 1.5: Brachytherapy seeds**

Usually multiple seeds are placed at different locations in the tumor based on a dosimetry plan, so as to provide sufficient dosage to destroy the cancer cells. A needle and a plunger design is used to deploy the seed at the given target location. Various types of brachytherapy needles based on different gauge sizes are available. Typical needle and plunger pairs of 2 different gauge sizes are shown below.

The dosimetry plan provides seed locations based on biopsy results and preoperative screening. The radiation decays to a safe level over a period of time. In [21], [24], it is shown that brachytherapy can be used in conjunction with wedge resection so as to address the possibility of recurrence of cancer due to possible remnants of cancer cells in the operated area of the lung. An important aspect of the treatment is the imaging feedback. Imaging [25]–[27] helps in determining the locations of tumors and in establishing target locations. It is also used to scan for the implanted seeds and to estimate the success of the entirety of the treatment.
The advantages of brachytherapy can be summarized as being a local radiation therapy, a larger and more focused dose can be applied as compared to external beam therapy. It has a minimized risk of side effects and requires shorter treatment and recovery times compared with other treatment techniques.

There are some shortcomings to brachytherapy as mentioned in [28], [29] about the migration of seeds to other parts of body causing possible complications, and in some cases even causing development of new cancerous tissue. The way to prevent such undesirable effects currently is to follow-up on a regular basis to make sure that the seeds have not migrated. A recent research shows promising results to overcome the seed migration issue of brachytherapy [30]. It enhances the structure of the seed by adding a bio-absorbent polymer coating which allows the seed to affix itself at the target location. Another solution to the migration problem is to use seeds in the form of strands that can be woven into a mesh and secured to the tumor bed.
Some of the sources of error in this treatment technique are subjected to the errors caused in imaging (incorrect recognition of tumor, target, seed etc.). Hence, it is important to have an accurate and effective imaging and visualization solution to make the overall system robust [31]. Also the problems of needle flexing and tissue deformation need to be compensated for to comply with the required accuracy [32], [33].

1.4.2.2 Radiofrequency ablation

This is a minimally invasive thermal ablation technique in which a needle-like electrode is placed inside a tumor under image guidance. The electrode consists of an insulated metal shaft except for an exposed conductive tip that is in direct electrical contact with the cancerous tissue through which radiofrequency waves are passed with frequencies ranging from 450 to 500 KHz. This induces ionic agitation that destroys the cancer cells.

Figure 1.7: Radiofrequency ablation

The benefits of this technique include its ability to produce large volumes of coagulation necrosis adding to the advantage it has of a localized way of treating cancer [9]. Multiple radiofrequency electrodes can be used together to get larger necrosis volume [34]. The usual setup of radiofrequency ablation consists of single or multiple electrodes with a radiofrequency generator source, one or more grounding pads which act
as reference electrodes closing the electrical circuit and one or more image guidance modalities such as US, CT or MRI to help trace the needle towards the target. Figure 1.8 shows the radiofrequency ablation probe used to conduct experiments for this thesis.

![Radiofrequency ablation probes](image)

**Figure 1.8: Radiofrequency ablation probes**

It is essential to have image guidance to ensure proper placement of the electrode tip at target locations and to obtain feedback of the ablation process while the procedure is ongoing. Imaging is also used to evaluate the treatment after ablation is completed [35].

### 1.4.2.3 Microwave ablation

This is a similar concept to radiofrequency ablation except that microwave energy is used for ablation. Microwave ablation can be considered as a special case of dielectric heating, the tumor acting as a dielectric material in this case [36]. Microwaves lie in the frequency range between 900 to 2450 MHz.

![Microwave ablation probes](image)

**Figure 1.9: Microwave ablation probes**
When applied to tissue, they induce an alternating electromagnetic field that forces water molecules to vibrate at a very high frequency. Due to this kinetic energy of water molecules, heat is generated thus causing thermal ablation. Microwave ablation is a relatively new technique that can be used in any type of procedure where radiofrequency ablation is currently used to ablate various forms of tumors. It offers almost all the benefits that radiofrequency ablation has to offer in addition to some advantages such as reduced procedure times, reduced heat-sink effects and lower intra-procedural pain and complication rates [37], [38]. The microwave ablation setup usually consists of a microwave ablation probe and a microwave energy generator. There is no need of grounding pads in microwave ablation which can be considered as another advantage over radiofrequency ablation resulting in a simpler procedural setup. Multiple microwave ablation probes can be used to achieve a bigger ablation volume. Image guidance helps to maneuver the needle to the target location.

1.4.3 Current scenario

For most of the tumors whether formed in the liver, breast, kidney, prostate etc., the basic treatment techniques of resection, chemotherapy, radiation therapy are preferred when the diagnosed cancer is at an early stage. Cancer recurrence rate is the lowest for these techniques. Combination of these techniques can be applied to minimize cancer recurrence [39]. Use of brachytherapy and other localized treatment techniques are usually performed when the patient is not deemed to be suitable for surgical resection due to age, health condition, the state of the cancer or other relevant reason. Minimally invasive surgery proves to be a good alternative as it significantly reduces trauma [40].

At present HDR brachytherapy and radiofrequency ablation techniques are being used for minimally invasive lung cancer treatment. CT, MRI imaging is used as a feedback modality to locate the targets and seed locations for cancer treatment due to the drawback of using US (produce bad images in presence of air). HDR brachytherapy is preferred over LDR brachytherapy as the issue of seed migration is averted in the former (since the radioactive sources used are retracted when the procedure is completed). Brachytherapy is a common treatment technique for prostate cancer where US can be
used effectively as an imaging modality (US imaging is much better in the prostate compared to the lung).

Among thermal ablation techniques, radiofrequency ablation is more commonly used since it is relatively older technique with sufficient clinical results demonstrating its effectiveness [41], [42]. Recent research described in [38] compares radiofrequency ablation and microwave ablation and shows that microwave ablation gives larger ablated necrosis region in relatively lower procedural time and can be alternative treatment option for lung cancer patients. The results are still from early stage research work and more tests need to be completed before microwave ablation can be completely accepted as a lung cancer treatment option. However, it has been proved that microwave ablation has all the benefits that radiofrequency ablation provides [43] while not being affected by the “heat sink” drawback for radiofrequency ablation [38].

For minimally invasive surgical techniques to work well, imaging is very important as it provides “real-time” feedback of the surgical site and helps to evaluate the entirety of the procedure [44]. Knowing the locations of the targets where brachytherapy seeds need to be injected, or the locations where the ablation probe antenna needs to be placed is vital. At certain times, situation arises where the needle gets deflected while it is being inserted in the tissue. It becomes critical to assess the situation, re-align and re-adjust the needle so that the tip can reach the specified target. Currently, the most feasible resource for imaging is US, which is cheap to use and gives live feedback of the surgical site, however, it is not possible to understand the complete scanned region by visualizing just a 2D image plane. US work well with liver and prostate brachytherapy. But with lungs due to the air artifacts present within the tissue, the image quality is much worse and makes it hard to understand the surgical site (drawback of US). With added motion due to heart beats and respiratory system, reaching the target becomes even more complex for the user.

A need to address the above-mentioned drawbacks provided the motivation for the work described in this thesis. A system would be designed that would overcome the drawbacks and integrate the various MIS techniques under a single architecture. This
would enable a clinician to perform cancer treatment more intuitively with a better cognition of the surgical site. The following sections describe the image-guided intervention approach and use of robots in the surgical field followed by a description of an older version of the system that was implemented at CSTAR (Canadian Surgical Technologies & Advanced Robotics, London ON, Canada). The final section lists the contributions made by this thesis and implementation of the InterNAV3D application system.

1.5 Image-guided intervention

Image-guided intervention is a relatively novel treatment approach which refers to the use of computerized imaging systems to provide feedback while treatment is being performed. The common medical imaging modalities include US, CT, MRI. With the help of this feedback, surgical tools are inserted into the body of the patient and maneuvered to the desired target location. Computers can also be used to process the images thus captured so as to segment out the physical attributes present in them. This helps in improved diagnostic capabilities, improved target selection and localization during the procedure. Integrating a virtual reality environment that depicts the surgical site and the movements of the tools and organs, could assist the user to gain better cognition for carrying out the treatment procedure. An image-guidance interventional system typically integrates image acquisition, image processing (registration, segmentation, etc.), virtual reality visualization and planning scheme techniques. Exploiting these, accurate interventions with minimal errors could be delivered. Image-guided intervention techniques are used in numerous types of surgical procedure [45]–[49]. Figure 1.10 shows a typical image-guided intervention platform. The advances in technology help to achieve improved patient outcome and safety, overall reduction in complications and patient morbidity.
1.6 Robot-assisted minimally invasive surgery

Surgical robotics is a technology-driven area of medicine which has experienced a tremendous growth and improvement over the last 2 decades to improve upon the current scenario of surgical applications, mostly in MIS. It is driven by the motivation to achieve greater precision, less procedural time and faster recovery of patients (as a result of minimizing invasiveness) by overcoming the limitation of MIS so as to enhance the capabilities of the surgeon. Various research projects described in [2], [50]–[52] show the applications of robotics in MIS.

The primary drawback of hand-held tools for MIS is the limited dexterity offered by the surgical tools. These tools are not generally ergonomic and are in general challenging to learn to use efficiently. The surgeon has to hold tools the entire time and needs to be extra cautious not to make any aberrant movements. Additionally, hand tremors cause unwanted motions at the tool tip which can lead to inaccuracies and errors during surgery. Inclusion of a robot between the surgeon and the patient could help compensate for such errors by filtering out such tremors [53]. Filters can also be applied...
to remove any sudden jerks or motion. The use of a master-slave robot combination (tele-operation) serves to improve the efficiency of the surgeon by providing more ergonomic conditions for the surgeon who sits at the master console during surgery. The most important aspect of robotic surgery is the improved accuracy of tool motion and placement. The new technique to include specialized tools with multiple degrees of freedom further enhances the surgeon’s ability to perform complex procedures with ease [54]–[56]. The use of robots also reduces the time required to complete a surgical procedure [53], [57] compared to conventional MIS. Various operational modes such as auto aligning the tool, auto tool insertion etc. can be performed by the robot using the interface design provided. Several papers have been published in recent years that summarize the current state of surgical robotics [58], [59].

1.7 InterNAV

Due to high mortality of lung cancer, new projects are being implemented to improve its treatment system. Robotic technologies are being applied to make the system more robust, automated and easy to use. They reduce the errors generated due to hand tremors and fatigue [60], [61]. Integration of robotic technologies also provides the needed dexterity for certain surgical tasks. Image processing techniques improves the quality of the images and assists the user to perceive the artifacts present in the images clearly. The addition of a virtual reality environment provides an enhanced perspective of the surgical site. One such research project has been implemented at CSTAR and is a novel approach for interstitial brachytherapy. The system consists of master-slave operation, a seed placement device for injecting radioactive seeds and a laparoscopic ultrasound (US) probe for real-time imaging. These instruments are mounted on surgical robots (a ZEUS and an AESOP) made by Computer Motion Inc. These robots have been modified to bypass their controllers to obtain open architecture systems. This allows the implementation of custom designed controllers. Electromagnetic trackers were placed on the tools in order to track their real-time orientation and position [2]. Figure 1.11 shows the experimental setup. Detailed information will be presented in the upcoming chapters.
As part of the system, a visualization and control software known as InterNAV was developed. It consists of a Graphical User Interface (GUI) which interacts with the robotic brachytherapy setup and the US machine, giving the ability to control the entire system. It is a virtual reality environment that displays a set of 2D US images in a 3D world. It enables the user to select target locations for brachytherapy seed injection.

Figure 1.11: InterNAV setup for lung brachytherapy

Figure 1.12: InterNAV user interface
An automated seed injection device mounted on a robotic arm is used to navigate and drop the seeds at those targets. A first person eye view of the system looking from the needle tip was implemented which helps in easy guidance of the needle. Figure 1.12 shows a snapshot of the InterNAV interface. Researchers have shown that the use of a robotic system and image guidance reduces tissue trauma and improves seed placement accuracy [4].

Though the system provides good results as compared to an open surgical procedure [2], [62] there are some drawbacks:

- The system provides a 3D virtual world view with a 2D image plane suspended in it at the specific location with respect to the electromagnetic tracker co-ordinate frame. Though it helped to visualize and understand the surgical site, it was very difficult to gain perspective of the size and structure of the tumor. Even with pre-operative imaging, judging the orientation of the tumor was very non-intuitive.

- The system lacked the capability to capture and visualize 3D images.

- At certain times, the needle bends and deflects while being inserted into tissue. The system lacked the features needed to provide information about the structure of the needle and its probable location after needle bending.

- Knowing the path history of the needle tip is very helpful in order to visualize the probable path the needle might take. This would help the clinician to retract the needle along the same path so as to keep tissue damage to a minimum. The system had no feature implemented for needle retraction.

- The use of US in the lung makes it prone for faulty recognition. Applying image processing techniques enhance the images and guide the user to determine various physical artifacts present in an image. InterNAV provided a real-time imaging feedback but lacked the feature to enhance the images for improved visualization.

- For lung cancer treatment, there is always a residual motion even after a lung is collapsed due to cardiac motion and/or due to respiratory motion of the
contralateral lung. The previous system had no features to account for motion compensation or visualization in the virtual world.

- InterNAV lacked the feature to implement other novel lung cancer treatment techniques such as radiofrequency ablation and microwave ablation.

- A feature to use the system as an offline processing and training tool by using pre-captured image data was not available in InterNAV.

- Re-evaluation and re-optimizing the dosimetry plan in real time is necessary as erroneous seed deployment may occur often. The process to re-evaluate the locations of the seeds and accordingly update the visualization system was also a missing feature.

All of the above drawbacks of InterNAV led to the development of a much more extensive, accurate and integrated system that has been termed InterNAV3D in this thesis.

1.8 Thesis contribution

This thesis mainly focuses on the development of InterNAV3D. It is a complete new system that was developed to incorporate all the missing features mentioned above and to overcome the drawbacks of the previous version of InterNAV. The various enhancements mentioned below are integrated in the new system which comprises the major part of the research contribution of this thesis.

A complete new and enhanced system, InterNAV3D, has been developed and evaluated. It uses the Visualization Tool Kit (VTK) and the Insight segmentation and registration Tool Kit (ITK) as the major developer interfaces for the design of the system. A new experimental test-bed has been developed along with the software interface which implements image processing techniques.

The new system includes a feature to grab a sequence of images in certain pre-defined capture modes which reconstructs and displays 3D image volume. A capability to
add multiple image volumes have been implemented which helps to form a complete 3D structure of the surgical site. It not only overcomes the problem of target selection in 2D view but also helps in optimizing dosimetry planning. Various modules such as surface reconstruction, cross-sectional slicer, etc. are included in the new system. These modules help to visualize the tumor in a more intuitive way. The surgical tools are modeled as Stereo Lithography (STL) objects and rendered in a real-time 3D visualization world, providing a more realistic view of the surgical site. Needle path projection, prediction and visualization history of needle tip location are integrated. It provides more generic real-time view of the needle structure and helps to understand the needle movement and its tracking behavior. An algorithm to visualize the needle tip and compensate the visualization for needle bending is integrated. Image processing techniques such as opacity control and visibility control to explore properties of the physical entities present in the 3D view have been implemented. Algorithms performing region growing segmentation, needle tip detection, etc. have been implemented. The full dexterity of robotic movements is utilized for capturing US images in various modes such as round (rotational) sweep, straight (flat) sweep, and ablation sweep.

An algorithm to construct 3D volumes using a series of captured images has been implemented. Various ex-vivo experiments were performed and the results are described in this thesis. Radiofrequency ablation and microwave ablation, along with a C-arm X-ray imaging modality have been incorporated in the newly designed system to improve the performance and reliability of tumor visualization and the lung cancer treatment procedure. A novel approach to estimate the entirety of the thermal ablation by evaluating the changes in the 3D volume is discussed. Recording and evaluating the target locations, compensating for any motion during visualization has been implemented. Ex-vivo and in-vivo experiments to evaluate the system were performed and the results are described. The versatility of the new system allows the implementation of the developed techniques for similar cancer treatment procedures in other organs such as liver, kidney and breast.
1.9 Thesis outline

Chapter 1 – Introduction: This chapter describes the current scenario for lung cancer treatment and gives a literature review followed by the motivation and research objectives of the thesis.

Chapter 2 – System Architecture: This chapter focuses on the hardware and software components of the system and also outlines the various algorithms developed and used in the system. It details the working of the system with an added focus on the integration of all the components.

Chapter 3 – User Interface: This chapter presents an overview of the GUI, various modules developed and different modes of operation.

Chapter 4 – Experimentation and Results: This chapter gives a detailed overview of the various experiments performed and the results obtained. It also outlines several sources of errors, the calibrations performed and the logic behind the experiments conducted.

Chapter 5 – Conclusion and Future work: This chapter summarizes the overall design of the InterNAV3D system, its potential applications for cancer treatment in other areas, and some directions for the future work.
Chapter 2

2 System Architecture: Hardware and Software

As discussed in the previous chapter, there is a need to develop novel technologies to help treat cancerous tumors in the lung. InterNAV [3] was conceived as a research and development project to integrate the MIS technique of brachytherapy and robotics with virtual reality environment.

The contribution of this thesis was the development of InterNAV3D, which was created as an enhancement of InterNAV. It incorporates techniques of image processing, 3D visualization, motion simulation, and implements novel software modules for better needle maneuvering. Integration of all new techniques makes it a state-of-the-art package which improves on the time, speed, accuracy for the complete procedure with enhanced feature recognition techniques. The details of the implemented algorithms, new features and modifications will be provided in subsequent chapters. This chapter deals with the system architecture. Being a mechatronic system, it would be easy to understand its working by dividing the system into its hardware and software components and working down to the core developments.

Figure 2.1 illustrates the system and its organization. The following section details all of the individual components and their contribution to system co-ordination.

2.1 System overview

InterNAV3D has a software interface front end package installed on a computer which acts as a remote workstation. It is a graphical user interface that has a virtual reality 3D environment. It renders the physical entities present within the surgical site and mimics their motion in the virtual world. The 3D environment represents the Cartesian coordinate space of NDI’s Aurora electromagnetic tracking system [63]. The field generator is placed below the test-bed such that the generated alternating magnetic field covers the surgical site. The virtual environment can visualize any 3D objects, volumes and similar data. The system also integrates various image processing and visualization modules to
help process the images received from the imaging modality. Currently, US is used as the primary real-time imaging feedback. The US machine used for this project is the Sonixtouch from Ultrasonix [64] and the US probe used is the laparoscopic probe LAP9-4/38. The output of the US machine is directed to a frame grabber, the Matrox Vio-Duo by Matrox imaging [65] which is installed on the PCI express slot of the computer motherboard. MIL is the software library that takes care of getting the US images from the frame grabber. The electromagnetic trackers attached to the needle tool and US probe feedbacks the current position and orientation information needed for virtual rendering.

![Diagram of system overview and working](image)

**Figure 2.1: System overview and working**

The field generator is installed under the physical setup/test-bed as shown in Figure 2.1. The feedback from Aurora is given to the computer. The InterNAV3D software then renders the captured images on the 3D world created by VTK by using the
tracking information from Aurora. VTK is a visualization library that was integrated with InterNAV3D for 3D mapping of the given information. It runs within InterNAV3D and gives visual representation of all the data. It takes care of all the mapping of the physical components in the virtual reality world. The inbuilt modules created in InterNAV3D run on VTK for visualization and rely on ITK for image processing. VTK and ITK go hand in hand in getting all the data to be processed and visualized as the system demands.

The needle tool and the US probe are mounted on the ZEUS and AESOP (Automated Endoscopic System for Optimal Positioning) robots which are attached to the computer through a controller device. The feedback from the magnetic tracker and the US machine helps in moving and orienting the robots so as to maneuver the needle tool and the US probe to be placed at the required location within the surgical site. There are two modes to maneuver the needle to the target: auto-mode and manual-mode. The auto mode inserts the needle automatically so that the needle tip hits the target whereas the manual mode lets the user control the needle maneuvering.

2.2 System initialization and working

The working of the system can be explained by studying the flowchart provided in Figure 2.2. We need to initialize the hardware and software components before the 3D environment is generated.

At system initialization, SAW (Surgical Assistant Workstation) commences its communication pipeline. It opens connections to hardware profiles (AESOP and ZEUS robots, Aurora magnetic tracker and electromagnetic sensors, Matrox frame grabber) so that they are ready to be used. Software libraries such as VTK and ITK are initialized. Required calibrations are performed and selective 3D components are displayed.
Figure 2.2: Flowchart for system initialization and working
The user needs to choose one of the sweep profiles (straight-flat sweep, round-rotation sweep, palpation sweep or ablation sweep) and provide the required parameters such as the number of images that need to be grabbed and the divergence (angle or time) between successive images. Accordingly, appropriate commands are passed to the US robotic arm which moves in the required fashion. The software then grabs images during the sweep motion. At the same time, the values from the electromagnetic tracker are recorded. Algorithm to convert the set of 2D images to a 3D image volume conforming to the shape of the sweep capture mode is initiated. As the 3D image is generated, it needs to be rendered at appropriate location in the virtual 3D space. For this, the electromagnetic sensor values recorded earlier are used and after applying appropriate calibration values from sensor to the US image location (discussed in Chapter 4); the volume is rendered in 3D space. Appropriate visualization parameters such as the opacity function and color-transfer function are applied. Simultaneously, surface reconstruction and region growing algorithms for locating the tumor are performed. The results are rendered on the 3D visualization window. If the user is satisfied, he/she can go to next step, else he/she can use the various built-in modules such as window thresholding, piece-wise opacity transfer function and many other to make the data more clearly presentable for understanding the nature of the surgical site, location of tumor, its structure and size. After this step, the user needs to select the target where he/she wants the needle tip to go. Once selected, the user can proceed manually or use the auto-move method built in the software to align and maneuver the needle to the selected target. There is another electromagnetic sensor present on the needle which helps to visualize the needle in the 3D visualization window. The tracker information is constantly queried and the visualization window is updated accordingly. It provides real-time feedback of the location and orientation of the tools connected to the robot and helps in determining appropriate commands that need to be sent to the robot to move it in a particular direction. The needle needs to be calibrated beforehand using the pivot calibration method (discussed in Chapter 4). The user can grab multiple volumes at several distinct locations during the procedure. These volumes are rendered and stitched together to form an enlarged 3D structure of the underlying tissue and provides better understanding of the surgical site. It helps in registering the tumors thus found with pre-operative imaging by
co-relating with the adjacent physical entities and other similar structures. The overall visualization of the surgical site is enhanced and helps user to understand the virtual world. It improves the visual perception of the user and helps him/her decide the next course of action.

Certain times needle gets deflected from its intended path within the tissue during an insertion procedure. It happens due to uneven tissue stiffness, the design of needle tip (such as bevel tip) or any similar reason. Grabbing multiple volumes during a needle insertion procedure provides with the useful information of the needle behavior within the tissue. It guides in determining the needle shape and location. Real-time US video feedback with enhanced image processing algorithms and visualization modules help to pin-point the location of the needle tip. Options for needle path prediction, needle path projection, etc. assist the user to predict and visualize the future path that the needle might take and in turn allow to update the needle orientation. The user determines the error with respect to the intended path and updates the needle maneuvering accordingly. The required course of action is revised and the needle is kept on the required track to the target. Once the user thinks he/she has reached the target, he/she performs a re-evaluation of the surgical site and applies the imaging and visualization modules needed to ensure that the target was reached successfully and accurately. Once the user is satisfied, appropriate treatment techniques such as deploying brachytherapy seed and/or thermally ablating the tumor are performed. If the user is not satisfied, he/she realigns the needle and repeats the complete maneuvering steps. After the method is performed, the needle is retracted using the same path as for insertion (using the needle path history visualization), to ensure that tissue damage is kept to a minimum and that the needle is retracted safely. Once the needle is out of the specified area, the user moves to the next target/tumor and performs the same steps or else stops the system if the procedure is deemed to be completed. This is essentially how the InterNAV3D system is expected to be used. More details about the hardware and software profiles are discussed in the next section.
2.3 System components

The system hardware and software components are described in detail below. Specific attention is given to the hardware that was used and the software that was integrated in the InterNAV3D system and the functions that they perform.

2.3.1 Hardware components

The following are the major hardware components.

2.3.1.1 US machine and imaging

As discussed in the previous chapter, US remains the most feasible source of real-time imaging due to the ease of use, cost-effectiveness and benefits over other imaging techniques (US being a non-ionizing radiation) [4].

Figure 2.3: Ultrosonix’s Sonixtouch US machine
The US machine “Sonixtouch”, shown in Figure 2.3, from Ultrasonix was used for the experiments described in this thesis. The Sonixtouch machine is a diagnostic US system which comes with an US Research Interface (URI) installed. The URI is a term referring to the US machines which allows for various diverse operational modes that purely clinical system does not have. It gives a wider range of parameter modifications for generating US images. In addition to the URI, the US machine used also allows transducer prototyping and development of commercial US applications. It has an elastography mode that can be helpful for better image analysis (to be integrated in later versions of InterNAV3D). It is of significance to mention here that InterNAV3D is very customizable to accommodate any other US imaging system as well as any other medical imaging technology such as CT, MRI etc. A comprehensive outline of the principles behind the technology can be found in the literature, e.g., [66]–[72]. The US probe used for InterNAV3D is a flexible laparoscopic probe LAP9-4/38 as shown in Figure 2.4.

![Laparoscopic probe used](image)

**Figure 2.4: Laparoscopic probe used**

The characteristic of this probe is its ability to move in 2 different degrees of freedom due to its flexible end. Figure 2.5 shows the transducer and its flexible end.
Figure 2.5: US probe bent from the flexible part

There are switches provided at the probe handle that help to maneuver the probe transducer. Currently this feature is not used in InterNAV3D since the robot used for the probe movement provides a higher dexterity and has better controlled movement and placement. For the experiments performed, the flexibility of the transducer end was restricted by attaching an external sleeve (manufactured in 3D printer) as shown in Figure 2.6.

Figure 2.6: US probe enclosed in a sleeve
2.3.1.2 Electromagnetic tracker

InterNAV3D is designed for use in minimally invasive interventions. One way to track the tools during surgery when they are inside the patient’s body is to use optical tracking (placing physical markers on the tools and using computer vision to deduce its position and orientation) by getting the video stream output from the endoscope. Though it is possible to get position and orientation in space using imaging techniques, it is difficult to determine these when the vision is blocked (for optical tracking to work, it is favorable to have a clear line of sight to the markers). For such cases, electromagnetic tracking can be helpful. The sensors can be installed on most of the surgical tools such as catheters, bronchoscopes, needles etc. [63], [73]–[77]. This tracking system determines the spatial parameters of embedded sensor coils when placed in an electromagnetic field. The concept behind the technology can be explained by looking at Figure 2.7.

![Electromagnetic Tracking System](image)

**Figure 2.7: Working of electromagnetic tracking system**

A varying magnetic field is generated using the field generator device. When the sensor coil is placed inside this magnetic field, voltages are induced in them. Using these induced voltages, a measurement system determines the position and orientation of the sensor coil [78], [79]. A typical field generator is shown in Figure 2.8.
The magnetic field generated is of low field strength and can pass safely in human tissue, thus allowing the required measurements even when the line of sight constraint is not satisfied. For InterNAV3D, NDI’s Aurora system was used as shown in Figure 2.9.

**Figure 2.8: Aurora field generator**

**Figure 2.9: NDI’s Aurora electromagnetic tracker system**
This system is designed to be functional in environments with medical grade metals. Aurora comes with the Aurora Application Program Interface (API) which can be customized and used for research and development applications. This system is compliant with the medical equipment safety standards. A drawback however is still present. The measurement accuracy of the system is reduced if any ferromagnetic material comes in the vicinity of the magnetic field [80], [81]. Hence, proper placement of the field generator and use of compatible tools is advised, so as to minimize any such interference distortion. The origin of the co-ordinate system of Aurora lies at the center of the front surface of the field generator as shown in Figure 2.10.

![Figure 2.10: Field generator and the Cartesian co-ordinate space](image)

Aurora supports two types of sensors based on the Degrees Of Freedom (DOF) needed for tracking: 5-DOF and 6-DOF.

They are manufactured in custom shapes (different lengths and radii) which make them more accessible for varied application requirements. A typical 5-DOF and 6-DOF sensor used for InterNAV3D are shown in Figure 2.11 and Figure 2.12 respectively.
Figure 2.11: 5-DOF sensor

Figure 2.12: 6-DOF sensor
The diameter of the 5-DOF sensor is 0.5 mm and its length is 8 mm; whereas for the 6-DOF sensor the diameter is 1.8 mm and its length is 9 mm. Depending on the application and the physical position where the sensor needs to be installed, other sensors with different diameters and lengths can be used. The sensors are good for use in *in-vivo* applications.

The following table shows the accuracy of the tracking system as per NDI website.

### Table 2.1: 5-DOF sensor accuracy

<table>
<thead>
<tr>
<th>5-DOF sensor</th>
<th>RMS (Root Mean Square)</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>0.7 mm</td>
<td>1.4 mm</td>
</tr>
<tr>
<td>Orientation</td>
<td>0.2 degrees</td>
<td>0.35 degrees</td>
</tr>
</tbody>
</table>

### Table 2.2: 6-DOF sensor accuracy

<table>
<thead>
<tr>
<th>6-DOF sensor</th>
<th>RMS (Root Mean Square)</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>0.48 mm</td>
<td>0.88 mm</td>
</tr>
<tr>
<td>Orientation</td>
<td>0.3 degrees</td>
<td>0.48 degrees</td>
</tr>
</tbody>
</table>

The 5-DOF sensor gives the location of the sensor coil in Cartesian co-ordinate space (x, y, and z) with pitch and yaw as the orientation parameters. It lacks the ability to determine roll which is possible in 6-DOF sensor. Pitch, roll and yaw are the rotation angles made by the object around the 3 orthogonal axes passing through its origin. Figure 2.13 shows the pitch, roll and yaw for a typical 6-DOF sensor.
Depending on the tool, an appropriate sensor was selected. For experiments with a brachytherapy needle, the sensor can be aligned to the axis of the needle which makes the roll information vestigial. Hence a 5-DOF sensor was used. The sensor was placed aligned to the axis of the needle as shown in Figure 2.14.

For thermal ablation needles, 6-DOF sensors were used since the information of roll was necessary to determine the location of the needle tip (by using the pivot calibration method). Specialized sleeves were manufactured for placing the sensor on the ablation needle and for attaching it to the robot. Figure 2.15 shows one such sleeve manufactured using a 3D printer.
Figures 2.15 and 2.17 shows the ablation tools with the sleeve placed over them and the sensor attached within the sleeve.

Figure 2.15: Sleeve for radiofrequency ablation probe with the channel for EM tracking sensor

Figure 2.16: Radiofrequency ablation probe with sensor attached to sleeve

Figure 2.17: Microwave ablation tool with sleeve and sensor attached
For the US probe, it was necessary to have the roll information so as to construct 3D volumes. Therefore, a 6-DOF sensor was placed on the surface of the probe as shown in Figure 2.18.

![Image 1](image1.png)

**Figure 2.18:** US probe with electromagnetic sensor attached using shrink wrap

![Image 2](image2.png)

**Figure 2.19:** US probe with the attached sleeve

It is always important to ensure that the physical placement of the sensor does not change with respect to the surface it is placed on. For the calibration to work, the relative motion needs to be zero. For US probe, a shrink wrap was used to affix the sensor to its surface such that there is no relative motion between them. Figures 2.18 and 2.19 show the US probe with an attached sensor. Precaution was taken that the shrink wrap doesn’t hamper the imaging by cutting out the part of shrink wrap which covers the transducer. After the installation of the sensor, a calibration was done to find the local transformation of the image with respect to the sensor location. The calibration method used is described in Chapter 4.
2.3.1.3 AESOP/ZEUS robot

The robotic setup used for the application in this project was the ZEUS robotic system. The conventional ZEUS robotic system consists of two ZEUS robotic arms, which are used to manipulate the surgical tools using a console workstation, and an AESOP robotic arm which is used to manipulate the laparoscopic camera with voice control. This robotic system was manufactured by Computer Motion Inc. These robots are no longer available commercially since Computer Motion merged with another company; Intuitive Surgical Inc. Figure 2.20 shows the AESOP robot.

![AESOP robot](image)

**Figure 2.20: AESOP robot**

The ZEUS robotic surgical system was developed for minimally invasive surgery. The surgical tools were mounted on the two ZEUS robotic arms. This system was based on a master-slave theme where the surgeon sits at a remote console workstation, from where he/she can operate the robotic arms as shown in Figure 2.21. This console enabled the surgeon to operate on the patient with joystick-like devices converting the surgeon’s hand movements into precise micro-movements of the tool inside the patient’s body [82].
The hand tremors could also thus be compensated by using the robots. AESOP was designed as a robotic device for holding and manipulating an endoscope. There is not much difference in the hardware architecture of the ZEUS and the AESOP. The AESOP was designed to react to voice commands from the surgeon. Proper placement and configuration of robot arms is necessary [83]. Figure 2.22 shows the ZEUS robotic setup for surgery.
Figure 2.23 and 2.24 show the kinematics of the robot. These robots are able to move in 4-DOF, rendered by controlled movements of 4 motors (highlighted in blue in Figure 2.24). It also has 2 passive degrees of freedom (highlighted as purple in Figure 2.24) which helps in providing appropriate orientation of the tool based on the pivot point location.

Figure 2.23: AESOP/ZEUS kinematic model

Figure 2.24: Kinematic model superimposed
During a surgery, the orientation of the tool depends on the trocar (pivot point), thus the orientation of the end effector to move in a specific direction can be set [84], [85]. It also has one manual joint which is fixed before the procedure (highlighted in red in Figure 2.24). “B” is the robot co-ordinate frame and “W” is the tracker (observer) co-ordinate frame. These robots were cleared by FDA for use in human surgery. InterNAV3D uses these robots for holding, positioning and maneuvering the tools. A custom control box (USB 2.0 compliant) was designed in CSTAR which helps to control the robot movements using the commands sent from interface designed for it. The software package that was developed in CSTAR has been customized with SAW so that these robots can be used as plug and play devices on any project based on SAW.

2.3.1.4 Frame grabber

The frame grabber is a hardware device that is used to capture still frames from analog or digital video stream. The frame grabbers can be external or internal (installed on the mother board). The frame grabber used for this system was an internal frame grabber MatroxVio-Duo which is compatible with PCI express and works on both 32/64 bit Windows and Linux operating systems [86] as shown in Figure 2.25.

Figure 2.25: Matrox frame grabber
The US analog output is passed on to the frame grabber using an RF cable. Matrox provides an API for this card known as MIL (Matrox Imaging Library), which can be customized and accommodated with other interfaces to get images from this frame grabber.

2.3.1.5 Computer system

The following are the specifications of the computer system used:

Processor: Intel(R) Core(TM) i7 CPU 930 @ 2.80GHz

Motherboard: DX58SO

RAM: 3GB DDR3

Graphics card: NVIDIA GeForce GTX 560 1GB

2.3.2 Software components

The software system was built on Windows XP 32 bit in the QT environment. The various major components for the software package and their functions are described below.

![Software architecture](image)

Figure 2.26: Software architecture
The block diagram in Figure 2.26 shows how the system is built in the software dimension.

2.3.2.1 SAW-CISST libraries

The Surgical Assistant Workstation (SAW) is a software framework that was developed by the research group CISST (Computer Integrated Surgical Systems and Technology) at John Hopkins University [87]. It is designed to integrate various hardware and software components used in the medical robotics field such as haptic interfaces, tracking systems, robots, open source libraries, imaging systems etc. under a single software umbrella where it is easy to connect and setup a data flow communication pipeline between them. Figure 2.27 shows a block diagram view of the working of SAW.

Figure 2.27: Overview of SAW
Here each and every block that is connected can be considered as an individual modular component. This package has a collection of interface modules to communicate with libraries (which represents different hardware profiles such as MIL, Aurora API, etc.) and common software interfaces (such as OpenIGTLink), which are used quite often in surgical workstations and development projects [88]. The implemented libraries thus created can be shared, reused and redeveloped under the open-source licensing agreement. After adding the SAW module, every device or software package that is integrated can behave as a plug and play interface.

The major benefit of SAW is that individual commonly used component libraries do not need to be re-coded for different projects; they can be reutilized every time a component needs to be connected in any other project where SAW is used. This saves the time and effort of re-coding the same interface code by different groups who need to use the same hardware and software profiles for their surgical system. SAW also helps in project collaboration when different research groups are working on similar setups at different locations [89]. Once the components are initialized the information flow occurs in the pipeline architecture of SAW.

2.3.2.2 Visualization tool kit

VTK is an open-source project library that helps to process the imaging data for 3D computer graphics, image processing and visualization. It is a C++ class library [90], [91] with interface layers for other languages such as Java, Python Tcl/Tk. It consists of an extensive source of tools that helps to deliver all the required 3D mapping functionalities such as advanced modeling techniques, texture visualization, surface reconstruction, scalar/vector data visualization, etc. It also provides a huge set of 3D data interaction widgets and integrates with the GUI implementation tools such as Qt and Tk. This cross-platform library works on Linux, Windows, Mac and other platforms. The data flow of VTK can be explained by the flowchart shown in Figure 2.28. The inputs to VTK are known as vtksources. It usually comprises of images, STL objects, 3D points, etc. It could also be the data that was passed from other libraries like ITK. These vtksources can then be forwarded to filters if needed, which could deliver various data manipulation
techniques such as interpolation, conversion, scaling etc. The output of the filter is passed to a mapper, which converts it to data objects.

**VTK Visualization Pipeline**

- **Sources**: Provide initial data input from files or generated
- **Filters (Optional)**: Modify the data in some way, conversion, reduction, interpolation, merging, ...
- **Mappers**: Convert data into tangible "objects"
- **Actors**: Adjusts the visible properties (transparency, color, level of detail, etc.)
- **Renderers & Windows**: The viewport on the screen, Interaction done here also
- **User Interface & Controls**: Not exactly part of the pipeline, but a very important part of the application

*Figure 2.28: VTK flow of control*
These data objects are raw physical entities that need to be placed in a 3D world. The mapper plays an important role to terminate the data processing pipeline and acts as a bridge to the rendering system. The outputs of mapper, as in “the objects”, are then transformed into \textit{vtkactors} which represents the visual information. Properties such as color, transparency, texture, etc. can be modified for the \textit{vtkactors}. For \textit{vtkactors} to be rendered we need a renderer and a render window (multiple render windows can be initiated). This render window acts as a viewport which is visualized on the screen (3D world space). Here the actors are passed on for rendering and can be interacted with interface tools such as mouse, keyboard, phantom devices, etc. The interaction can be customized as per user requirements. In between the pipeline, there are multiple optional controls and directives such as \textit{vtktransform}, \textit{vtkcamera}, etc. that can be used for customizing the visualization.

\subsection{Insight tool kit}

\textbf{ITK} is the Insight segmentation and registration Tool Kit. It is a huge C++ library developed for performing image analysis on the most common image formats especially for medical imaging and multi-dimensional imaging data \cite{92}–\cite{94}. The library contains an implementation of a huge number of image processing algorithms. It is an open-source project initiated to fulfill the constant need for a package that can help analyze the images of the \textit{visible human project} (described in the Appendix). Although it was developed on C++, it has wrappers for Python and Java and it is highly efficient for coding and software development. It works well with VTK for visualizing medical data and can be integrated with GUI development tools such as Qt and Tk.

\subsection{MIL library}

\textbf{MIL} is the library developed to integrate Matrox frame grabbers on a computer system. It helps to capture “image stills” from the frame grabber hardware in various compatible modes, and integrates a comprehensive collection of tools which help to implement computer vision techniques and software development.
In InterNAV3D, the MIL library is used to capture US images from the US machine video stream. MIL’s SAW module was developed in CSTAR to help integrate the hardware profile with the CISST library package under InterNAV3D.

2.3.2.5 Aurora library

This library helps to integrate the Aurora magnetic tracking system to any software package. This API is highly customizable and allows for easy application specific software development. The SAW module for Aurora was developed to integrate it with the CISST package under InterNAV3D.
Chapter 3

3  User Interface: Modules and Working

InterNAV3D has a front-end GUI interface to help control the process of robot-assisted minimally invasive lung cancer treatment. It implements the methods of brachytherapy, thermal ablation, tissue biopsy under 3D visualization with added functionalities of image processing. It has an online and offline system mode for performing tumor detection analysis based on virtual visualization and image processing techniques.

The motivation for development of such a system was to fulfill the constant need of a stand-alone system that implements currently available minimally invasive surgical techniques and their integration, as well as to assist the surgeon on gaining a better understanding of the surgical site while searching for and detecting the tumors by improving on the visualization and image processing. One of the major hardships faced by surgeons during a minimally invasive surgical task is the limited visibility of the surgical site. The conventional method of using a laparoscopic camera with 2D US image feedback could assist; but it is hard to determine if the needle has hit the specified target. Determining the needle location is easy when US image plane and the needle axis co-align (such that complete needle is visible in the US image), but this is not always the case. For instance, in a brachytherapy procedure targets are selected all over the tumor by a dosimetry plan (determined by an optimized target planning algorithm to adequately cover the complete tumor) [95]–[98]. In such cases, it is seldom possible for the US image plane to follow the needle axis or vice versa. This makes it very hard to hit the specified target as the needle gets visualized as a bright spot in the US image plane (the angular cross-section of the needle). In other words, the use of 2D US image is very unintuitive. It is hard to visualize the complete structure, the position and the orientation of the surgical tools present in the surgical site. In such cases having 3D image enhances the visualization of the surgical site. The user can perceive the objects in the surgical site more clearly. Hence, 3D visualization is very important.
Imaging lung under US is very tricky. The US modality has a major drawback that it cannot image the underlying tissue perfectly if any air artifacts are present within. The lung is an organ that contains many air pockets. Therefore, for surgical procedures involving use of US with lung, the lung needs to be collapsed before the surgery (while other lung is used for respiration). A well collapsed lung is the one with least possible air stuck within. Added motion (lung respiration and heart beat movements) increases the complexity of the procedure. To image the lung, the US transducer needs to be in a constant contact with the lung surface. The surface being imaged might not be completely flat and touching the US transducer. Thus, the air artifacts, the motion (respiratory and heart movements), and the uneven surface generates unclear US images and makes it hard to determine and select correct target locations. For this reason, image processing techniques needs to be implemented to enhance the images and to figure out as much information as possible in determining the tumor, the target locations, the tools used and corresponding artifacts.

InterNAV3D implements various treatment techniques and integrates 3D virtual visualization with image processing tools. It has the ability to compensate for the tissue motion programatically and enables its simulation and visualization. It also provides motion compensation for the selected target. It implements novel methods to predict the path that the needle is going to take along with a visualization history of the needle tip locations (during a needle insertion procedure). A needle retraction module that enables safe retraction of a needle along the path of a needle insertion is implemented. The GUI interface of the software is shown in Figure 3.1 and descriptions of all the integrated panels follow in subsequent sections.
Figure 3.1: User interface
3.1 User interface

The user interface can be divided into different dock areas as shown in the Figure 3.2 below with nomenclature. The right dock area consists of the 3D virtual visualization window and the left dock area consists of the real-time US image window with the control panel. The bottom dock consists of the software output for important messages and information. The top dock consist a toolbar with various options and settings.

3.1.1 Right dock

The right dock area consists of the VTK visualization window (3D virtual world). It renders real-time 2D image feed of the US image plane in a 3D Cartesian space with a virtual 3D US probe and the needle. These virtual objects represent the position and orientation of the surgical tools in the 3D space with the feedback provided by the Aurora tracker. Using the control panel, the images are captured in pre-defined fashion (different sweep methods) and processed to be displayed as 3D volumes in this 3D virtual world. It
can visualize multiple volumes simultaneously by accessing their respective positions (using Aurora tracker) in space as shown in the Figure 3.3.

![VTK window (3D virtual world)-multiple volumes](image)

**Figure 3.3: VTK window (3D virtual world)-multiple volumes**

It also performs the surface reconstruction of the artifacts present in the volume and renders it in real-time. The volumes can be manipulated by using the image processing modules and the volume control panel for better visualization.

Interaction with the 3D virtual world can be performed using the mouse controls such as zooming in and out, moving at different angles and orientations, etc. As the tool and the probe move in real world, the same is visualized and moved in the virtual world. During a volume grab procedure, a series of images is captured by moving the US probe in a specific fashion. The virtual US image plane and the US probe can be seen moving synchronously with the real world probe. This enables user to understand the changes occurring in the surgical site. The 3D virtual world renders the orientation of every element present in the real world exactly the same as in the virtual world. The motion simulation module captures the movements of the real world surgical tools using the
Aurora sensor and simulates in the virtual world. Figure 3.4 shows a typical VTK window with a volume, a surface reconstruction object, a needle and a US probe.

![Figure 3.4: Typical VTK window](image)

3.1.2 Left dock

The left dock area consists of 2 parts. The top part has real-time video feedback from the US machine, rendered in the video window as shown in Figure 3.5.

![Figure 3.5: US real-time video stream](image)
This window is an interactive tool that provides the conventional 2D US image view with additional interactive functionalities such as selecting target locations, selecting any specific regions for implementing the desired modular analysis and for assisting in calibration. Below the video window lies the control window in the bottom left dock area as shown in Figure 3.6. It consists of many panels and modules that are specific to the functionalities they deliver.

![Figure 3.6: Control panel](image)

### 3.1.2.1 System control

This consists of 3 push buttons as shown in the Figure 3.7 to initialize the system and control it during certain aspects of the procedure. The first button is Start/Stop system button that toggles the current state of the system from passive to active and vice versa (hardware, software profiles gets activated or deactivated). The second button is to calibrate the system for calculating the view vector at system initialization for the
visualization. It calculates the up vector that is required to place and orient the camera of the visualization window and performs other needed calibrations. The third button is used to start/stop the “automove” mechanism of the system that enables the tool to orient and align with the target.

![System Control](image)

**Figure 3.7: System control**

Automove helps in faster and more efficient way for the tool to be aligned with ease using automatic manipulation from the software. As soon as the needle is aligned, a pop-up message appears, asking if the needle needs to be driven to the specified target as shown in the Figure 3.8

![Pop-up menu](image)

**Figure 3.8: Pop-up menu**

### 3.1.2.2 Sweep control

This control panel houses different methods of image capturing sweeps for the construction of 3D volume (using the set or series of images obtained with a certain fixed relation depending on the sweep method). Figure 3.9 shows the panel view. In the first box, the user inputs the number of samples (images per volume) that need to be grabbed. In the second box, the user inputs the time/distance gap or the angle between successive images. The third option is a drop-down menu to select the mode of operation for the image capture.
InterNAV3D has 4 modes:

1. **Round sweep (rotational sweep):** In this mode the images are grabbed by rotating the US probe about its longitudinal axis. Figure 3.10 shows a sample volume grabbed using this mode.

Figure 3.10: Round sweep

Due to the way the images are grabbed, it is not always possible to capture the complete specified region of the surgical site in a single sweep (depending on the location and size of the tumor). Multiple volumes might need to be captured and stitched together for a complete clean visualization of the surgical site.
2. **Flat sweep (straight sweep):** In this mode the images are captured while the US probe is moved around the fixed point (trocar/pivot point) along the surface of the tissue. The axis of motion thus passes through the pivot point and remains perpendicular to the surface of interaction between the US transducer and the underlying tissue. Figure 3.11 shows a typical volume grabbed using flat sweep.

![Figure 3.11: Flat sweep (straight sweep) mode](image)

In this case since, it is very hard to predetermine the distance of the pivot point (needed for 3D image reconstruction) from the transducer which might change for every new sweep (henceforth termed as “pivot distance”). Also, continually checking the change in angle to grab a new image makes the sweep time-consuming. Considering this situation, a different approach was used. Here, a user inputs the time duration of the sweep and the number of frames that needs to be captured (resolution). The standard range for the time-distance values is provided. As soon as the sweep starts, the transducer moves along the surface of the tissue. The frame grabber captures the images at equal interval of time (total sweep duration divided by number of images). This method calculates the pivot distance and the total angle of the ablation volume in run-time by using the
Aurora values and performing vector manipulation. This information is forwarded to a volume reconstruction algorithm that uses the sweep model information and constructs the 3D volume.

3. **Palpation sweep**: The third method is the palpation method. The US probe is palpated throughout the required surface along a single direction. The mathematical model of volume reconstruction of palpation is similar to flat sweep method. However, this method is comparatively slower as more robotic movement is needed (multiple degrees of freedom of the robot are used) to grab the images. The probe is lifted from the tissue surface and moved to the next location for every new image grab. The probe needs to be moved gradually while it is inside the patient’s body so that the tissue damage can be kept to a minimum. The palpation method devised here has a fixed pivot point around which the US probe is moved with a fixed pivot distance.

   This method is implemented as a future prospect for implementing additional techniques to enhance the imaging and visualization, for instance use of elastography and/or force sensing for improved tumor localization. The virtual volume model of the palpation sweep is similar to the volume structure of the flat sweep (assuming that tissue deformation is compensated). The pivot point and pivot distance calculation resemble the flat sweep method calculations.

4. **Ablation sweep**: Ablation sweep is the final method that is included. The concept behind the design of this method is to detect the instantaneous changes that occur in the tumor while thermal ablation is being performed. A certain times, the ablation needle moves or gets misaligned causing healthy tissue to ablate while a part of tissue with tumors is left untreated. Determining the changes that occur in the tissue help formulate the new target location for placing the ablation needle tip so that the entire tumor is enclosed under the ablation zone. It also assists in determining the entirety of the ablation process. For such an application, a sweep method that is faster and repeatable was needed. It should be able to capture and process as many volumes as possible concurrently while they are being grabbed,
without affecting or changing the tissue physically. The round sweep method is the fastest and easiest way to get images (a single degree of freedom of robot movement is used) and also it does not change or relatively deform tissue for concurrent volumes. Hence, the continuous round sweep method with a fixed angle, fixed number of images and a fixed time period between successive volumes for concurrent sweeps is used for this method. The new image sweeps that are grabbed after a fixed interval of time are processed to form multiple volumes that are overlapped on top of each other in a virtual reality environment. This provides the ability to determine what region of tumor is getting ablated and if a change in the position of the needle and/or ablation parameters such as power, current or duration is needed (to make sure that the entire tumor is under the specified ablation region). A comparison of the changes that occur during the complete procedure can be visualized. This helps to predict the entirety of the ablation whilst it is being performed. Figure 3.12 below shows some of the sample volumes grabbed over time during an ablation procedure.

(a) Time: 0 seconds                                    (b) Time: 30 seconds

(c) Time: 60 seconds                                    (d) Time: 90 seconds
Each volume gets a unique volume ID that represents the stages of the ablation during the procedure in ascending order. The ablation sweep is not restricted for thermal ablation but can be used for any other procedure to visualize the changes occurring, for instance before and after a needle is inserted. The subtract volume module in the volume control panel helps in visualizing the features of the volume that change overtime between any 2 volumes among the set of volumes thus captured. A user can select any two volume IDs and then a new volume showing the difference between those stages is processed and visualized, highlighting the change that has occurred. Figure 3.13 shows one such sample experimental output.
(a) Image A

(b) Image B
3.1.2.3 Status panel

The status panel lies to the right of the sweep control. This panel does not have any interface control but is an output window to various hardware related controls. It provides the run-time state of the system and is a prominent display window for essential tasks and hardware outputs. The user gets the most up to date status and should refer to this panel first if he/she suspects any errors or issues with the system.
The status messages it provides currently include the run-time state of the tracking sensors, the brachytherapy tool seed capacity, status of the auto-move control mode, distance between the virtual target and the needle tip, etc. New output status message can be added if the need is felt in future. Figure 3.14 shows the panel view.

### 3.1.2.4 Movement control

This panel lies exactly below the system control panel. It consists of six push buttons for 6 directions the user wants the robot to move. The 6 directions represent the typical Cartesian system orthogonal axes. This control panel can be used to move any of the two robots by toggling the control from the toolbar menu (switching from US probe robot to the needle tool holding robot). Figure 3.15 shows the panel view.

![Movement Control Panel](image)

**Figure 3.15: Movement control panel**

### 3.1.2.5 Visualization control

This panel houses the generic controls for the visualization of the 3D virtual world objects. Here a user can enable or disable the visibility of the virtual needle and the needle path. Other options such as having a needle eye view (first person eye view), synchronizing the movements of the 3D volume/target (enabling real-time motion simulation of the heart beat and respiratory movements) are provided. The virtual needle is superimposed on the surgical needle (visualized in the real-time US image). Enabling or disabling the virtual needle helps in evaluating the position of the surgical needle. It compares the change in the position of the surgical needle (possibly as a result of needle bending), with respect to the position of the virtual needle. The surface/volume reconstruction renders on top of the virtual needle and provides a more clear view of the
needle deformations. New functionalities can be added if needed. Figure 3.16 shows the panel view.

![Visualization Control Panel](image)

**Figure 3.16: Visualization control**

### 3.1.2.6 Surface control

This panel has the control group for the surface and region reconstruction of the volume. These options enable control over the resolution, opacity, range of the threshold filter, etc. by using the sliders provided. It also has options to enable the sub-surface and targeted sub-surface reconstruction (where a user can select the part of the image that he/she would like to be given as input for these modules). This helps to focus only on the part that is deemed to be important, makes the computation more efficient and faster. The region growing segmentation helps in determining the tumor structure. Figure 3.17 shows the view of the panel and Figure 3.18 shows various outputs that are generated by changing the surface opacity values.

![Surface Control Panel](image)

**Figure 3.17: Surface control**
3.1.2.7 3D Volume control panel

This panel has the option to control the basic functionality for the multiple volumes that are rendered in the 3D virtual world. Here a user can make any volume (identified by its volume id), visible or invisible. He/she can control the opacity of different intensity values and make any manipulation such as applying the subtract volume filter on the volumes. In subtract volume, it asks for 2 volume IDs and then subtract one from the other to make the changes between them clearly visible. The user can delete the volumes that are no longer needed by selecting one or all of them using the GUI. Figure 3.19 below shows the panel view.

Figure 3.18: Surface opacity control

Figure 3.19: Volume control
3.1.3 Top dock (toolbar menu)

The top dock consists of the toolbar menu as shown in Figure 3.20. It consists of additional options for the InterNAV3D system. Various toggle switches are added to implement certain conditions for the system to work. The toolbar also include the help panel that provides basic overview of the software. The toolbar can be used to add additional options as needed during next iteration of software development.

<table>
<thead>
<tr>
<th>System</th>
<th>Help</th>
</tr>
</thead>
<tbody>
<tr>
<td>Show Ultrasound Image</td>
<td>F2</td>
</tr>
<tr>
<td>Follow Needles Tip</td>
<td>F3</td>
</tr>
<tr>
<td>Moving US with GUI</td>
<td>Ctrl+V</td>
</tr>
<tr>
<td>Load Seed</td>
<td>Ctrl+O</td>
</tr>
<tr>
<td>Drop Seed</td>
<td>Ctrl+D</td>
</tr>
<tr>
<td>Set Seed Capacity...</td>
<td>Ctrl+C</td>
</tr>
<tr>
<td>Move Plunger...</td>
<td>Ctrl+M</td>
</tr>
<tr>
<td>Next Target</td>
<td>F6</td>
</tr>
<tr>
<td>Previous Target</td>
<td>F7</td>
</tr>
<tr>
<td>Clear Target</td>
<td>F8</td>
</tr>
</tbody>
</table>

**Figure 3.20: Toolbar options**

3.1.4 Bottom dock (system log)

This forms the bottom dock of the system. Various important messages and outputs are shown in this window in run-time. It is a scroll window that keeps a log of all the actions performed by the user and the output messages returned from the system. It also helps in diagnosing the software (while it is in development mode) by appending the debug output to the system messages. Figure 3.21 shows a typical log window at system initialization.

![Figure 3.21: System log](image-url)
3.2 Modules and working

Various modules to aid visualization and to apply image analysis have been integrated with the InterNAV3D system. This section describes the functionalities rendered by those modules and the corresponding benefits.

3.2.1 Virtual needle and path projection

The 3D virtual world displays several objects that mimic the real world surgical tools (present in the surgical site). The needle tool (a biopsy needle, a brachytherapy needle or an ablation needle) can be rendered in the 3D virtual world by tracking them with an electromagnetic sensor. Using the pivot calibration (described in Chapter 4), these tools are calibrated for getting the position of the tip and the orientation of the needle.

![Projected path](image)

**Figure 3.22: Needle path projection**

The needle tool is continuously tracked and rendered in real-time in 3D world. Figure 3.22 shows a virtual radiofrequency ablation tool rendered in the 3D world with needle path projection. The virtual tip projection thus implemented, extends the needle tip, so as to show where the tip is going to hit if the needle is maneuvered straight along the axis of the needle tool. This acts as a generic pointer to align the needle tip before actually puncturing the tissue to move in by aligning itself with the target. Thus, it helps
to possibly hit the target in single puncture and avoids potential tissue damage that might arise due to pivoting of the needle tip while it is inside the tissue. The real insertion however can never be predicted to occur in a straight path as the needle might bend due to the forces exerted on its tip by the tissue. The flexibility of the needle, effects of friction (while insertion), tip geometry and the possible non-uniform stiffness of the tissue can cause this unwanted effect [99]–[101]. This module considers these consequences and adds the needle path that takes into account the most recent needle tip positions and displays an updated needle path projection of the needle bending. This updated path projection guides in determining the error caused due to the needle deflection and assists in re-orienting the needle so that it hits the target. Figure 3.23 shows the initial needle path projection and the updated needle path projection. The yellow spheres are the most recent needle tip positions. The initial path is represented by a yellow line and the updated one by a blue line. It can be observed from the image that the blue line represents the direction where the needle is heading (by visualizing the path created by yellow spheres).

Figure 3.23: Needle updated path projection
The virtual needle rendered is the STL object of the sleeve designed for the needle (brachytherapy or ablation tool). These sleeves were designed in Solidworks (3D CAD software) and act as an interface between the tool holder on robot and the tool. Most of the sleeves have a compartment for enclosing the electromagnetic sensor. STL objects for different needles have been integrated in the InterNAV3D library to render the virtual needle tool as close as possible to the surgical tool.

![Image](image-url)

(a) From the front

(b) From the back

(c) Needle STL made translucent to visualize the underlying needle (US image)

Figure 3.24: Needle STL superimposed on the US image
The length of the needle projection can be changed if needed in the software settings. The needle STL object and the virtual paths can be rendered invisible and/or their opacity can be changed if required. This functionality assists in investigating the trueness of the needle tip position by comparing them with the 3D volume and the real-time 2D US image overlay as shown in Figure 3.24.

3.2.2 Current needle path visualization

The path of the needle tip depends on several factors. It is not always possible to determine if it is going to move as anticipated. The reasons may be the needle deflection (caused due to irregular tissue stiffness or the design of the needle tip), error at the pivot point (movements at the trocar), or the irregular movements by the passive joints of the robot. The needle’s path can be a simple curve completely confined on a 2D image plane to a complex curve that requires multiple image planes (or a 3D structure to confine in).

Figure 3.25: Current needle path
Having a 3D visualization of the current needle path helps in determining the changes occurring over a specified duration of time and accordingly improves the visualization of the path the needle is going to take. The current needle path visualization module keeps a history of all the points the needle tip has taken and fits a spline as shown in Figure 3.25. Needle path also helps to retract the needle along the same path as that it was inserted in, so that tissue damage can be kept to a minimum.

### 3.2.3 Needle path prediction

As discussed in previous section, it is not always possible to make the needle move in a straight line. The robots, AESOP and ZEUS, used in the InterNAV3D system have 2 passive joints that helps to reduce the stress at the trocar point, but it affects the path that the needle tip is going to take. A calibration path prediction method was designed in the system that records the history of the needle tip points while it is moving straight inside the surgical site. Using this history, it estimates the path that the needle would take. The path is rendered on the 3D world using the white dots as shown in Figure 3.26.

![Figure 3.26: Needle path prediction](image)

With the change in orientation, the path updates itself to show the new path the needle would take. The user can use this information to orient the needle so that the path would lie as close as possible to the target. Once the needle is oriented, the needle can be moved straight in and the user can visualize the path the needle takes and the path this module predicted.
Figure 3.27: Needle path prediction with the current needle path

Figure 3.27 shows the closeness of the paths in one such test insertion using this module. The blue line indicates the path projection, the white squared dotted line is the path prediction and the yellow round dotted line is the run-time needle path.
3.2.4 Virtual US probe and the real-time 2D US image

As mentioned earlier, a 6-DOF electromagnetic sensor is attached on the US probe. The resulting information obtained from the sensor is used to render the virtual US probe (STL object of an enclosing sleeve) and the 2D US image plane in the 3D virtual world. These virtual objects update their position and orientation in real-time and mimics the motion of the real-world US probe. Figure 3.28 shows the virtual US probe along with the 2D image rendered below it. This image which is rendered in 3D space overlaps on the volumes that are captured and rendered in the same space. The US image can be moved all over the volume to understand the features that are lying in the image by visualizing on 3D reconstruct of the sweep. This provides essential information and helps to detect the various vital attributes such as the needle tip, the tumor shape and size etc. which are very hard to determine by querying just the 2D image plane.

Figure 3.28: US probe and the 2D US image rendered in 3D space
Figure 3.29 shows a 2D US image rendered on top of the virtual 3D volume. The volume and the image can be seen in sync with the physical attributes observed in the image.

![Image of US image superimposed on a volume]

**Figure 3.29: US image superimposed on a volume**

Having the 6-DOF sensor, the roll of the US probe can also be visualized as well. Figure 3.30 (a) shows the US images grabbed after being rotated about its axis for a round sweep. Figure 3.30 (b) shows the image capture mode for the flat sweep method.
(a) Round sweep model

(b) Flat sweep model

Figure 3.30: Image capture model
The visibility of the 2D US image can be toggled to compare the features in the underlying volume and to avoid the occlusion caused by the image hindering the visibility of other objects in the scene. This helps in detecting occluded objects in the virtual world without moving the real world US probe.

3.2.5 US video output window, target selection and visualization

The left dock top window has the real-time US video stream. This can be used to select the targets for the 3D virtual world. As the US probe sweeps a particular region, the user must identify appropriate points of interest using the physical artifacts such as a vein bifurcation, center of the tumor etc. Figure 3.31 displays a target selected in the US video output window and the corresponding target highlighted by blue sphere in the 3D virtual world.

![Figure 3.31: Target selection and visualization](image)

As soon as a target is selected, the distance of the target from the needle tool tip is calculated and displayed in the status panel. This value updates constantly when the needle navigation is in progress. When the motion of the surgical site is subjected to virtual objects, it is hard for the user to select a target on the moving objects; this is why the US video output window is used to select the target as it not subjected to any induced motion.
3.2.6 Volume rendering and opacity transfer

InterNAV3D has the capability to add multiple volumes and render a complete sweep of the surgical site. New volume can be grabbed using different sweep methods as described earlier. For every new volume grabbed and rendered, a unique volume ID is tagged to distinguish it from other volumes. For each volume a pre-specified or adaptive intensity and piecewise opacity transfer function is applied, to select and color the various gray scale levels and to change its opacity to the levels specified [91], [102], [103]. Many times a specific region of an image has some unique common quality; for instance, the intensity value can distinguish a specific entity such as the tumor, tumor edge, the needle etc. This module provides control over displaying only the part of the 3D volume that is considered appropriate for better feature recognition and visualization. By controlling opacity values, only certain intensity range voxels are displayed and visualized. Figure 3.32 shows a volume rendering and opacity control output. Each image represents the same volume. The different intensity values are represented by different hue values (colors). The images shown here use different opacity values to make certain aspects of the image looks opaque or invisible (transparent).

![Image (a)](image1.png)  ![Image (b)](image2.png)
Figure 3.32: Opacity transfer function
3.2.7 Surface rendering and sub-surface reconstruction

Surface rendering is one of the important modules developed to help figure out the shape of the tumor in 3D space. A surface is a bounding region in 3D space that can completely encompass physical artifacts such as a needle, a vein, a tumor etc. The module in InterNAV3D takes binary image files as input. These image files are obtained by passing the US image files through a series of image processing filters such as image thresholding, morphological operations, smoothing etc. The surface panel has options to select the range of intensities to be used in the process by the help of a dual slider interface. The morphological operations and other filters help to clean up the data for the next step where surface reconstruction takes place. The method used for extracting the iso-surface from the 3D image volume is the marching cubes method which is one of the most commonly used and efficient methods [104]–[106]. A built-in VTK function (for marching cubes) was utilized to get the results. A typical surface reconstruction example showing a segmented needle and part of the underlying test-bed is shown in Figure 3.33.

![Figure 3.33: Surface reconstruction](image)

The surfaces thus formed are always superimposed on the 3D volume so as to get better cognitive understanding of the surgical site as shown in Figure 3.34.
Figure 3.34: Surface reconstruction superimposed over volume

The opacity of the reconstructed surface can also be altered so that a 3D volume can be looked through the surface for hidden features. The surface visibility can be toggled so that either a complete volume or a complete surface reconstruction output is visible at any particular instant. Physical artifacts can be compared among the virtual objects by toggling their visibility or opacity. By default InterNAV3D performs surface
reconstructions of the complete 3D volume. However, a certain region (henceforth mentioned as “bounding box”) can be selected manually or determined automatically (using software), so that the focus is laid only on the area of interest as shown in Figure 3.35. The position of the bounding box is determined by the option provided by the user (either a selected target location or the software computed needle tip location).

![Figure 3.35: Sub-surface reconstruction](image)

This region is processed and searched to locate needle tip by visualizing the surface reconstruction (the bounding box can be imagined as the range of the space where the needle tip is most likely to be found). To achieve efficiency and to make the system
computationally faster, a method to reduce the resolution of the surface and to change the size of the bounding box of the surface is devised and implemented. These options help in the scenarios where the user does not know if the needle tip has reached the target, due to the needle deflection or a similar reason.

3.2.8 Region reconstruction

Region reconstruction is a region growing algorithm implemented as a module in InterNAV3D. It is an image processing based segmentation procedure. Depending on the images, it is possible to segment particular regions of interest by selecting certain points (termed as seeds) within the region. These seeds satisfy the properties of the segmented region. Using these seeds as the guidance/instantiation point, a region can be segmented where all the neighboring pixels/voxels of the region satisfy certain condition (such as grayscale value, hue value). Multiple iterations can be performed and each satisfying pixel/voxel is tagged as a point residing within the region or outside the region.

![Region to be segmented](image1)

![Region segmented](image2)

(a) Seed selection  
(b) Region growing reconstruction

Figure 3.36: Region reconstruction

Tagging is continued till specified iterations are completed or till all the points are classified. The tagged pixels/voxels form a region that shares a common culture of
aspects and is the desired segmented part of the image. This method can be used to segment any artifact such as a needle or a tumor by selecting the points within the suspected region using the interface. Figure 3.36 shows a typical region reconstruction output.

### 3.2.9 Motion simulation

In a real surgical scenario for a lung cancer treatment, most of the time there is a residual motion in the surgical site due to respiratory motion of contralateral lung and/or due to the heart beat. In such conditions it is very hard to hit a target using an interface that does not account for motion. A motion simulation option which enables 3D objects in the virtual reality world to mimic the motion of the surgical site has been implemented in InterNAV3D. This option computes the motion of the surgical site by getting the electromagnetic sensor values from the sensor attached to the US probe which moves in sync with the movements of the surface of the lung being imaged. This motion is then added to the 3D volume and other relevant objects in the virtual world. The target, if selected, can also be moved in sync with the virtual volume. This feature helps in the needle maneuvering while the surgical site is under the influence of external motion.

### 3.2.10 Needle navigation

This module is derived from the older version of InterNAV. Once the target is selected, the task is to maneuver the needle to the target and hit it. For this, proper orientation and alignment of the needle tool is necessary to travel to the target. Initially, a target is selected by the user. The distance of the needle tool tip to the target is calculated and displayed on the user interface status panel which provides an estimate to the user of how much the needle motion would be needed. The option of auto-move calculates the projection of the target on the plane perpendicular to the needle tool axis and passing through the needle tip so that an easy estimate of the orientation can be done. Once the tool is correctly oriented, the interface can be used to maneuver the tool inside the surgical site to reach the target automatically or manually using the robot movement control buttons from the interface panel. A needle tip eye view method from the previous InterNAV version was customized and implemented that assumes the camera of the 3D
virtual world to be set at the needle tip point. This provides a needle eye view as shown in Figure 3.37. This helps in improved feature recognition of the surgical site. Suggestive directions are rendered on the window while the needle is maneuvered manually which eases the target hitting process.

![Figure 3.37: Needle eye view](image)

### 3.2.11 Camera movements and additional windows

The camera is the view port through which the surgical site is viewed. The VTK library allows changing the location of camera by use of mouse movements. Various options such as zooming in or out, translating a scene, changing the orientation of the view etc. can be done with ease. Multiple viewports to visualize the image from the 3 orthogonal axis directions can be implemented. A 3D slicer that slices the 3D volume in 3 orthogonal directions has been implemented as shown in the Figure 3.38. At the same time an oblique re-slice module was implemented which allows the user to slice and visualize cross sections of the volume across any orientation as shown in Figure 3.39.
Figure 3.38: Three orthogonal views

Figure 3.39: Oblique re-slices
3.3 Remarks

The complete user interface of InterNAV3D has been described and individual functionalities of the implemented modules are explained in detail. The interface design was implemented using Qt software tool and can be modified with ease. The most important benefit of the interface design is in its framework. As all the important panels are divided in the dock windows, they can be undocked to form a separate entity window for better control. These windows can then be rendered separately on different screens of the system (if multiple screens are connected). It would thus provide with a better, enhanced view and easy control in the surgical room. The size of these screens can be modified in run-time as well.
Chapter 4

4 Experimental Overview

This chapter contains a detailed explanation of the experimental setup and the calibrations performed for the InterNav3D system. The initial section focuses on the design and construction of various components manufactured during the development of the system, the experimental test-bed used for evaluating the system and the calibrations needed (in order to get the system working). The latter section describes the logic behind the experiments and assesses the entire system based on the results obtained.

4.1 Experimental test-bed

The experimental setup consists of the robots ZEUS and AESOP used to hold and maneuver the US probe and the needle respectively. Electromagnetic trackers were attached to both the tools and calibrated to retrieve real-time information of their orientation and position in the surgical workspace. These robots have two passive joints (DOFs) at the end effector (discussed in Chapter 2). The surgical tools thus mounted on these robots required a fixed pivot point for proper placement and alignment in the workspace (to orient in a specified direction). For the in-vivo experiments, the pivot point lies within its respective trocar; however for the ex-vivo experiments, a physical setup was needed (to imitate the trocar/pivot point).

\[\text{Figure 4.1: Ball and socket joint (semi-spheres)}\]
Figure 4.2: Ball and socket joint (attached)

Figure 4.3: Linear stage
Solidworks was used to design a pivot point that could work for numerous surgical scenarios. It consists of a ball and socket joint as shown in Figure 4.1 and Figure 4.2. It is able to move freely and is suspended on a vertical linear stage as shown in Figure 4.3.

A wooden board was used as the test-bed to attach the linear stages (both for the US probe and the needle). It had a pre-specified set of locations that allowed for the vertical stage to be connected and moved in the horizontal direction. Most of the parts were designed in Solidworks and manufactured in a 3D printer. Figure 4.4 provides the view of the test-bed with the needle and the US probe attached to the robots and passing through their respective pivot points.

![Figure 4.4: Entire test-bed](image)

Physical sleeves to attach the electromagnetic tracker and to connect the tools with the respective end effectors were designed and implemented. Chapter 2 discussed some of the designed sleeves. Appendix-A provides the Solidworks design of the manufactured sleeves, the test-bed and in effect represents their evolution history.
The electromagnetic field generator for position tracking was placed below the surgical workspace, both in *in-vivo* and *ex-vivo* scenarios. The rest of the system as described in Chapter 2 was implemented for the experiments.

### 4.1.1 Motion induction

To imitate cardiac and/or respiratory motion for the *ex-vivo* test-bed, a motion induction system consisting of an inflatable structure/balloon (an elastic glove in this case) with an air pump mechanism was integrated. Figure 4.5 illustrates the apparatus that pumps the compressed air in the balloon to inflate it.

![Figure 4.5: Air pump mechanism](image)

A solenoid mechanism controls the duty cycle and frequency of the compressed air that can be changed by a graphical user interface. A valve is used to control the amount and rate of air that needs to be released through the balloon for deflating it. This system was developed in CSTAR for another project and was customized to be used as a
phantom test machine to imitate heart/lung movements. This architecture helps to represent the motion that happens in real surgical scenarios due to respiration of the contralateral lung and cardiac motion. The exact motion that occurs in a real surgical scenario might be highly variable and different from the motion generated by the setup (depending on the location of the target, extent of lung deflation and the change in frequency of motion). However, this setup was used to demonstrate that several types and/or frequencies of motion can be visualized in the InterNav3D software system. Needle maneuvering and target hitting becomes intuitive when such motion is being visualized as it represents the behavior of the surgical site. Figure 4.6 shows the motion inducing system. The top part shows two images when the phantom is deflated and inflated and the bottom image shows the components used.

Figure 4.6: Motion inducing system
It is important to understand how the volumes are formed and what errors, if any, are present. For applying any type of volume information to the system, it is essential to know the location of individual 2D images within the 3D volume. Due to the high dexterity of motion, achievable by using the robotic arm, different methods of image capturing modes such as rotational sweep, palpation sweep are possible. The robotic arms used (AESOP & ZEUS) and their kinematic model, were described in Chapter 2. In this section, an algorithm to convert the set of 2D images to 3D volume for a particular image capturing mode is described. Figure 4.7 shows a typical rotational sweep volume capture mode. An ideal case where the various mechanical drawbacks such as backlash and resolution limits are null or negligible is considered for the simplicity of explanation. The following method was used for a rotational sweep volume reconstruction. Here we have real-time information of the location of the image slices in space by the use of a calibration method (the method is discussed in a later section).

Figure 4.7: Rotational sweep capture model
The user needs to select the number of image samples that he/she wishes to capture and the difference of angle between successive images. Multiplying those provides the total angle that the transducer is going to move around its longitudinal axis (for rotational sweep). The image resolution is pre-decided and the ratio of pixels to physical distance (pixels/mm) is calculated (by the calibration process discussed later).

The problem statement now is to convert the group of images captured during a sweep procedure into a series of parallel images (for construction of a 3D volume). The model for constructing the 3D volume out of the 2D image sequence for a rotational sweep method is explained below.

The following are the known values:

\( \alpha \) = the step-angle (angular gap between successive 2D images) in degrees,

\( \beta \) = number of images captured,

\( M \) = image height in pixels,

\( N \) = image width in pixels,

\( R \) = ratio of pixels to physical unit (pixels/mm); the value of \( R \) is calculated by a calibration process described later in this chapter,

\( \epsilon \) = distance of transducer from the longitudinal axis of the US probe in mm.

Now, the total angle of rotation = \( \alpha \ast (\beta - 1) \)

Distance of the transducer from the longitudinal axis of the US probe in pixels = \( R \ast \epsilon \)

Size of the 3D image buffer \( V_{old} \) (to store the grabbed images)

\[ V_{old} = [M, N, \beta] \]
Total number of parallel images $\Omega$ in the new volume

$$\Omega = 2 \times (M + (R \times \epsilon)) \times \sin \left(\frac{\alpha(\beta - 1)}{2}\right) + 1$$

New image height $\sigma$ for $V_{new}$

$$\sigma = \left( R \times \epsilon \times \left(1 - \cos \left(\frac{\alpha(\beta - 1)}{2}\right)\right) + M \right)$$

Size of the new 3D volume $V_{new}$ is $[\sigma, N, \Omega]$

$$V_{new} = \left[\left( R \times \epsilon \times \left(1 - \cos \left(\frac{\alpha(\beta - 1)}{2}\right)\right) + M \right), N, \left(2 \times (M + (R \times \epsilon)) \times \sin \left(\frac{\alpha(\beta - 1)}{2}\right) + 1\right)\right]$$

A correlation is needed to transfer the 2D images to the 3D volume. Solving for the following values provide a one-to-one relationship between the angle and the slice number of the image

$$X_1 = -\theta, \ X_2 = \theta; \ Y_1 = 1, \ Y_2 = \beta$$

The slope $m$ can be calculated as

$$m = \frac{(Y_2 - Y_1)}{(X_2 - X_1)}$$

The constant $b$ in the linear equation is

$$b = 1 + \left(m \times \left(\frac{\alpha(\beta - 1)}{2}\right)\right)$$

Once the relationship is obtained, a one-to-one correspondence to transfer the pixel values from $V_{old}$ to $V_{new}$ is performed.

*For radius $\tau$ from $(\phi + 1)$ to $\omega$ and angle $\delta$ from $-\theta$ to $\theta$ with step values $\nu$

$$= 1.075 - \sin\left(\sqrt[3]{\tau} \times 12\right) \ (calculated \ from \ experiments)$$
For the conversion of the 2D images to 3D images, a nearest-neighbor interpolation was used. Figure 4.8 shows a scatter plot visualization of the interpolation method. It can be observed that as the radius and angle increase, the information needed to fill in the gaps between successive images increases. The higher the resolution of the sweep method (lower the step-angle), the better is the quality of the reconstructed 3D volume. However, a higher memory is needed to store the large data-set of images which in turn increases the computational time for processing the images. Thus, a trade-off exists and inherently depends on the need of the application. The option that allows the user to choose the resolution of the sweep method is implemented. Appropriate programming code was generated which takes care of mapping all the pixels from one coordinate space to the other coordinate space. The sweep model for the straight flat sweep method was also implemented.

It is important to mention here that for the rotational sweep method, the step-angle can be controlled easily and the radius of the sweep is constant (original image height). However, in case of the straight flat sweep, the radius of rotation (the length of the transducer from the pivot point) can change before any sweep and due to this uncertainty, computing the resolution of the image capturing mode becomes unintuitive. To overcome this drawback, a method to use the electromagnetic sensor feedback to calculate the degree of rotation and the radius of the sweep method was devised and implemented.

\[
x = \left( (M + (R \ast \varepsilon)) \ast \sin \left( \frac{\alpha(\beta - 1)}{2} \right) \right) + 1 + \tau \sin(\delta);
\]

\[
y = \tau \cos(\delta) - R \ast \varepsilon \ast \cos \left( \frac{\alpha(\beta - 1)}{2} \right);
\]

\[
\varepsilon = 1 + m \left( \delta + \left( \frac{\alpha(\beta - 1)}{2} \right) \right);
\]

\[
\Psi = \tau - (R \ast \varepsilon);
\]

\[
V_{new}(y, N, x) = V_{old}(\Psi, N, \varepsilon)
\]
For proper working of the entire system, various calibrations were needed. These calibrations help to get the accurate information from the surgical system in real-time and assist in improving the accuracy of the results of the experiments performed.

4.2 Needle tool tip calibration

An electromagnetic tracker is required to retrieve the information of the position and the orientation of the needle in the experimental workspace. A needle sleeve to enclose the needle and attach it to the robot end-effector was designed. This sleeve incorporates an empty notch that was used to affix the electromagnetic sensor. The notch was designed such that the electromagnetic sensor is oriented in the best way possible parallel to the needle axis; however, it cannot be guaranteed that the needle axis and the electromagnetic
sensor’s axis align perfectly as required. Hence, a calibration method was devised to evaluate this difference and compensate for the error. Once the calibration is applied, the location of every point of the needle in the workspace can be computed.

**Figure 4.9: Pivot tool-tip calibration**

The calibration method described here comes as an interface application tool with the software package of NDI’s Aurora electromagnetic tracking system. Before the calibration is applied, it is very important to ensure that the sensor is attached to the tool body as a rigid extension (such that the relative motion between them is zero). Once it is taken care of, the interface application tool can be used for calibration. The application tool asks for the pivot instrument (in this case, the needle) to be pivoted by its end point on a rigid platform. The complete body is then moved to and fro around the tip in different orientations with the fixed pivot point so that enough sample data is captured for the required calculations as shown in Figure 4.9. This data is then processed to estimate a local transformation matrix that transforms the position and orientation of the sensor to the tip of the needle. The accuracy of the calibration can be evaluated by using the interface designed for InterNav3D.
In this interface, a calibrated needle tool is moved along its longitudinal axis. At every step of the motion, a point (sphere) is rendered at the needle tip. If an error exits, the group of points forms a ring like structure as shown on the left in Figure 4.10 which means the needle is not calibrated properly. Different color represents different spheres (needle tip points) at different time interval. The radius of the ring thus formed represents the extent of the error. In this case, a re-calibration is performed by the pivot calibration method or a manual calibration using the visualization toolkit. A typical successful calibration process output is shown on the right in Figure 4.10 and the values of the same in Figure 4.11.
4.2.2 US image calibration

Knowing the location of the US image plane in the workspace is crucial to derive the 3D volumes (by grabbing a series of images). For instance, in the rotational sweep method the US probe is rotated around its longitudinal axis. The information about the roll is important in order to know the angular gap between successive images. Hence, a 6-DOF electromagnetic sensor is placed on the US probe for retrieving the roll information.

A calibration is required to map the US image plane with the electromagnetic sensor. As described in Chapter 2, a 6-DOF sensor is placed on the surface of the US probe and affixed by shrink wrap. To reduce the calibration errors, it is very important to ensure that the sensor axis stays parallel to the US probe’s longitudinal axis. The sensor needs to be installed such that the relative motion between the US image plane and the sensor is zero. Thus, a rigid transformation can be applied to calculate the location of the pixels lying on the image plane in a 3D virtual space. A calibration system to get this information is developed as a software tool within InterNav3D.

For formulating an equation of any plane lying in 3D space, we need at least 3 non-collinear points. The objective is to calculate a transformation matrix that would take care of rotation, translation and scaling for transforming one plane to the other plane in space. For the sake of explanation, let us consider an example. The plane A is an image plane initialized at the origin and lies completely within the x-y plane. The electromagnetic sensor orients its local longitudinal axis with the z axis of the workspace. Plane B is the US image rendered in space with respect to the electromagnetic sensor. The transformation from plane A to plane B is the solution required. It is important to note that scaling is an essential parameter in this scenario since the image rendered in virtual space of Aurora electromagnetic tracker converts the pixels into the physical world unit (mm). In short, a pixel to physical space ratio needs to be estimated. In the process of calibration a specific tool such as a needle, which was calibrated by the pivot calibration method, is used as an input device. The information obtained from the sensor provides the location of the needle tip in 3D space of the Aurora electromagnetic tracker.
An agar cube is used as the medium for the US imaging. The US probe that needs to be calibrated with the attached electromagnetic sensor is used to image the agar cube. The needle is inserted into the agar cube as shown in Figure 4.12 and visualized on the 2D US image plane. As soon as the needle tip is visualized in the image, the position value at the location of the needle tip is recorded (from the Aurora electromagnetic tracker). The corresponding pixel location on the 2D US image plane is stored as well. This step is repeated for at least 3 different non-collinear points on the image plane (the process can be repeated for multiple locations to gain a better accuracy in calibration). The group of points thus obtained is used to form a plane that is the best fit for the points. Three random non-collinear points completely lying in the image plane are selected to fill a matrix $A$ whereas the corresponding pixel locations on the 2D image plane are used to fill a matrix $B$. Now both the matrices consist of three different points related by an unknown local transformation as shown in Figure 4.13.
This information is then run through an algorithm that calculates the transformation matrix \( M \). This matrix concatenates the rotation matrix information \( R \) and scaling information \( S \). The equation can thus be simplified as shown below:

\[
B = R \times S \times A + T
\]

where \( B \) and \( A \) are the two 3x3 matrices containing the information of the three selected points. Matrices \( R \), \( S \) and \( T \) consist of the rotation, scaling and translation information respectively. Before further calculations, we need to calculate the scaling information \( S \).

The resolution of the 3D image is kept proportional along the three orthogonal axes; thus the scaling information \( S \) is the same for all the directions and hence is a scalar value for this scenario. The scaling information is computed by evaluating the ratio of the distances among the 3 points in dataset A with respect to dataset B. Once the scaling information is obtained, two matrices \( R \) and \( T \) remain to be computed.

\[
B = R \times S \times A + T \quad \text{can be written as} \quad B = R \times C + T
\]

where \( C \) is the multiplication output of scalar \( S \) and matrix \( A \). The overall equation can be simplified by removing the translation parameter. For this, the centroid for both the point sets is computed and then the complete image frame is shifted so that the centroid becomes the origin. The new matrices thus formed are \( B' \) and \( C' \) respectively. Thus, both

**Figure 4.13: Calculating dataset transformation**

[Diagram showing dataset transformation with points A and B, rotations and scalings indicated.]
the images now share a common origin and the only unknown that remains is the matrix $R$.

$$B' = R \cdot C'$$

The equation for the matrices can be solved as follows:

Post multiplying by $C^{-1}$ on both sides gives

$$B' \cdot C^{-1} = R \cdot C' \cdot C^{-1}$$

$$B' \cdot C^{-1} = R \cdot I = R$$

Thus the matrix $R$ is computed. There is however an issue of singularity where the matrix $A^{-1}$ cannot be computed. In such a scenario, the singular value decomposition (SVD) [ref: Matrix Computations, Golub and Van Loan] is used.

SVD decomposes a given matrix $E$ of size $(m \times n)$ with $m \geq n$ into a product of 3 matrices such that

$$E = U \cdot W \cdot V^T$$

where $U^T \cdot U = V^T \cdot V = V \cdot V^T = I_n$ and $W = diag(\sigma_1, ..., \sigma_n)$.

The matrix $U$ consists of $n$ eigenvectors associated with the $n$ largest eigenvalues of $E \cdot E^T$, and the matrix $V$ consists of the orthonormalized eigenvectors of $E^T \cdot E$. The diagonal elements of $W$ are the non-negative square roots of the eigenvalues of $E^T \cdot E$ called singular values in descending order [107].

$$[U, W, V] = SVD(E)$$

The matrix $E$ here is the covariance matrix computed as

$$E = B' \cdot C^T$$
After decomposing the matrix $E$ into $U$, $W$, and $V$, the rotation matrix $R$ can be computed as

$$ R = V \ast U^T $$

*Vtkmath*, an inbuilt library of VTK was used to compute the SVD. Using the decomposition matrix, the rotation matrix $R$ is calculated and the only unknown that needs to be calculated is the translation matrix $T$ which is computed as

$$ T = -R \ast centroid C + centroid B $$

Thus, the calibration of the US image plane is obtained. The calibration method developed is very easy to use and can be implemented any time when InterNav3D is running (in case rigidity is lost due to any reason.)

Table 4.1 shows a typical calibration value obtained during the calibration procedure.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rotation</th>
<th>Translation</th>
<th>Scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>25.70</td>
<td>2.39</td>
<td>0.132</td>
</tr>
<tr>
<td>Y</td>
<td>93.60</td>
<td>-1.04</td>
<td>0.132</td>
</tr>
<tr>
<td>Z</td>
<td>-11.20</td>
<td>18.45</td>
<td>0.132</td>
</tr>
</tbody>
</table>

4.2.3 Robotic calibration

The AESOP and ZEUS robotic arms were used for the experiments performed in evaluating the InterNav3D system. The control system of the robot was implemented in the previous version of InterNav. While performing several experiments, it was found out that the needle tip does not always moves in a straight line. This could be a combination of the effect of the passive joints at the end effector of the robot, the uneven tissue or the
non-uniform needle tip. Thus, errors were introduced in the needle insertion procedure. The InterNav3D was developed on the premise to utilize as much information as possible from the behavior of the system components to its advantage so that the complete procedure could be performed intuitively by reducing the operational time and maximizing the efficiency. From the use and analysis of the previous system, it was realized that a significant amount of time was taken by the user in orienting the needle (several times an entire procedure). This also caused trauma to the tissue. One way to compensate for this was to use the kinematics of the robot arm for improving the needle maneuvering but this depends on the location of the pivot point and the robot base. Usually in a clinical procedure, it is hard to determine those points prior to the procedure, due to the unpredictability of the patient’s orientation and location of the lung once it is collapsed. Hence, a calibration process was developed that takes into account the behavior of the needle during an insertion procedure and then uses that information for subsequent insertions to predict the path the needle tip will take. This method assists in efficiently moving the needle towards the target. The user is able to visualize the path that the needle is taking and determine if any manual intervention is needed (if and when the needle tip deviates from the predicted path and determine the extent of the deviation). This calibration process is described as a module in Chapter 3.

To test the calibrations and compensations thus applied, phantoms were used and imaged to visualize their 3D volumes. The corresponding artifacts in the physical and virtual world were detected and tested with the distance and orientation to evaluate the accuracy of the system. Figure 4.14 shows the different phantoms used.
Figure 4.14: Phantoms used to evaluate calibrations

On the right of the figure is a linear mesh of strings with a fixed distance and angle between successive strings. On the left is a prostate phantom that was imaged to get the virtual physical target. Figure 4.15 shows the physical setup for conducting phantom tests. Figure 4.16 shows the reconstructed version of a phantom whose artifacts were detected and measured in the software to coordinate them to their real physical world distances. Table 4.2 shows the result. For the linear string cage, the measurements of the determined joint locations (string crossover) and the corresponding angle between the successive layers of strings were found to be very close to the real-world values. For the other phantom, the shape was determined and the location of the target that was selected in physical space was matched to the one in the virtual space and the results obtained proved that the rendering and the calibration system were working accurately as needed.
Figure 4.15: Evaluating the calibration using a phantom

Figure 4.16: Phantom volume and surface reconstruction
Table 4.2: Evaluating the calibration

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>String crossover distance</td>
<td>9.95</td>
<td>9.9</td>
<td>9.9</td>
<td>0.216</td>
</tr>
<tr>
<td>(10mm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angular distance (14.03)</td>
<td>13.955</td>
<td>14.015</td>
<td>14.2</td>
<td>0.2678</td>
</tr>
</tbody>
</table>

4.3 Experiments and validations

The experiments were designed to demonstrate the enhancements of InterNAV3D made on top of its predecessor (InterNAV), the ability of the interface to tackle the problems that could arise in a surgical procedure and to showcase the benefits of the implemented modules. Experiments were also performed, both ex vivo and in vivo, to demonstrate the potential of the system to be applied for minimally invasive interventions.

All the experiments, except for the volume estimation experiment in section 4.3.3 and the in vivo experiments in section 4.3.6, were performed by 10 different test subjects. This group consisted of people who had previously used the InterNAV system and those who were completely new to the InterNAV/InterNAV3D environment. The test subjects were allowed to have 2 trial runs prior to conducting the experiments to get them acquainted with the system. Every test subject performed the experiment 3 times. For section 4.3.3, the InterNAV3D software was used to perform 30 iterations for evaluating the system. On the other hand for section 4.3.6, the in vivo experiments were performed

---

1 The values are computed by InterNAV3D software by detecting the intersection points of the string. It showcases the functionality of InterNAV3D to represent the 3D volume and surface reconstruction accurately.
by an expert clinician who had previous experience using the InterNAV and InterNAV3D systems.

Following are some of the difficulties that were encountered when using InterNAV:

- InterNAV visualized the surgical site with the help of a 2D image plane rendered in a 3D workspace. This helped to visualize the location of target in space but was not able to perceive the structure of the tumor.

- The visualization window provided the needle eye view (as if the camera is set at the needle tip). Although this improved certain aspects of the procedure, it was restrictive as far as user interaction is concerned.

- The knowledge of the orientation of the needle with respect to the surgical space was not possible due to the limited visibility (visualized only 2D image plane). Also, the tools to visualize the needle bending and to localize the needle tip during an insertion procedure were lacking.

- The image of the US was rendered directly in the virtual world. No provision for enhancing the images was present.

- The targets were rendered in the virtual world depending on the location selected by the user. In the case that the real physical target moves, the virtual target was not able to follow it.

The development of InterNAV3D started by overcoming the above drawbacks and with time, it also implemented additional modules for enhancing the overall architecture of the system. Some of the difficulties discussed below were also addressed in the development of the system.

- Simulating the motion of the surgical space in the 3D virtual world elements.

- Detecting and determining needle bending and the needle tip (-ability to detect deflection in 3D).
• Advanced needle insertion with the help of the developed modules and needle retraction.

Different image processing techniques such as image thresholding, histogram equalization, morphological operations, edge detection etc. were used to determine the physical artifacts present in the images. Noise removal and image softening/sharpening techniques were also employed to enhance the images. Different experiments that were performed to evaluate the system are described below.

4.3.1 Needle bending

This experiment was designed to showcase the capability of the system to accurately represent possible needle flexing during a needle insertion procedure and to determine the capability to approximate the needle tip location.

4.3.1.1 Design

![Figure 4.17: Needle with two 5-DOF sensors attached](image)

A 22 gauge brachytherapy needle was used for this experiment as shown in Figure 4.17. A 5-DOF electromagnetic sensor was placed at the tip of the needle which provided the real-time position and orientation information of the needle tip in the real surgical space. Another 5-DOF sensor was placed at the base of the needle to represent the un-flexed axis of the needle (original axis of needle). The needle was inserted in phantoms (agar cubes and liver tissue). The US probe, with a 6-DOF sensor attached, was used for imaging. The aim of the experiment was to image the phantom, construct 3D volumes
and then identify the needle to determine and verify possible needle deflection and position of the needle tip. The 5-DOF sensor positioned at the needle tip is used for evaluating the results.

4.3.1.2 Evaluation

Multiple needle insertions were performed in the phantom and approximate needle tip locations were estimated. Figure 4.18 shows a needle insertion procedure. Figure 4.19 shows the 3D view of one of the experimental trials. Table 4.3 provides the results obtained.

The location of the needle tip was calculated and recorded using the shape detected in the 3D visualization world by the assistance of the built-in modules and the position of the tracker attached to the base of the needle. Simultaneously, the electromagnetic tracker at the needle tip is queried for the position. The difference between the two locations is the error in measurement.

![Figure 4.18: Experimental setup for evaluating needle bending](image)

---

2 The electromagnetic tracker at the base of the needle gives a projected path where the needle should have been heading
The InterNAV3D system was able to reproduce the bending structure of the needle in the virtual world. It represented the shape correctly and the user was able to determine the needle tip easily and accurately with a mean error less than a millimeter.

Table 4.3: Error analysis (needle tip detection)

<table>
<thead>
<tr>
<th>Error (mm)</th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.97</td>
<td>0.9</td>
<td>0.9</td>
<td>0.19</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.19: Needle bending visualization and tip detection in the 3D virtual world

3 Distance between the estimated needle tip and the electromagnetic tracker location
4.3.2 Needle maneuvering

This experiment was performed to demonstrate the advantages of InterNAV3D over its predecessor as compared to the time, number of attempts to re-maneuver/reorienting and the distance travelled by the needle tip towards the target in needle insertion procedures. The results help to evaluate the benefit of the needle path projection and prediction module for needle maneuvering. The aim is to demonstrate that by using the path history of the needle and by applying the prediction model of the needle’s behavior, it can be maneuvered easily and intuitively towards the target.

4.3.2.1 Design

In this experiment, the users were allowed to familiarize themselves with the software interface and to run trials before the experiment. The aim is to orient the needle and maneuver it to the random target locations selected by the software. Time, distance and numbers of attempts to reorient the needle and the needle tip locations (at every 1 mm of travel interval) during the insertion procedure were recorded. Once the user feels that he/she has reached the target, the timer is stopped and all the collected information is saved through the software interface.

![Figure 4.20: Needle insertion with and without the assistance of the developed modules](image)

Figure 4.20: Needle insertion with and without the assistance of the developed modules
The experiments were performed in the needle-eye view mode of the predecessor software and the 3D-visualization mode of InterNAV3D with the assistance of needle path prediction and current needle path visualization. Figure 4.20 compares a typical insertion procedure with (new method) and without (old method) the assistance of the developed modules. The points where the needle had to re-maneuver are highlighted by the green boxes. The needle path that was predicted was formed by utilizing the path history of the needle (from prior insertions). It is important to mention here that if a needle bending model is developed, the software is able to implement it in the 3D visualization window and helps to achieve accurate needle insertions and target hitting.

4.3.2.2 Evaluation

It was observed that with the help of the modules, the number of attempts to re-align/reorient the needle during the needle insertion procedure reduced as compared to the method without any assistance. The needle paths were observed to be smooth and directed towards the target during the use of the needle maneuvering modules which were implemented in InterNAV3D.

Figure 4.21 shows the needle paths rendered in 3D space for multiple insertions performed by a user. Each unique colored line represents a different track of insertion performed by a user. The lines are the actual path of the needle tip during an insertion procedure. The needle paths obtained without the assistance from the built-in modules have often the movements to re-align the needle which showcases the damage caused to tissue. The new method on the other hand, provides a better and intuitive way to maneuver the needle as it tries to make re-aligning and re-maneuvering minimum by using the path projection and path prediction widget. Figure 4.22 shows the needle path for the insertion procedure which had assistance of the built-in needle maneuvering modules. The amount of needle reorientations can be clearly seen to be lowered. Table 4.4 shows the experimental analysis. It can be observed that though the duration of procedure increased with the help of the modules, the number of maneuvering attempts required and the total distance traversed for a fixed target distance were reduced. This helps to reduce the trauma caused to the tissue.
Figure 4.21: Re-orientation during an insertion procedure without the assistance of the built-in modules (displayed within the boxes)

Figure 4.22: Re-orientation during an insertion procedure with the assistance of the built-in modules (displayed within the boxes)
Table 4.4: Needle maneuvering experimental analysis

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Std. deviation</th>
<th>Worst reading</th>
<th>Best reading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Old method (no. of re-</td>
<td>4.4</td>
<td>4.5</td>
<td>5</td>
<td>0.699206</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>maneuvering attempts)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New method (no. of re-</td>
<td>1.9</td>
<td>2</td>
<td>2</td>
<td>0.567646</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>maneuvering attempts)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Old method (procedural</td>
<td>97.9</td>
<td>98.5</td>
<td>NA</td>
<td>13.06777</td>
<td>120</td>
<td>75</td>
</tr>
<tr>
<td>duration) seconds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New method (procedural</td>
<td>117.6</td>
<td>117.5</td>
<td>115</td>
<td>17.25753</td>
<td>145</td>
<td>88</td>
</tr>
<tr>
<td>duration) seconds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Old method (distance</td>
<td>75.9</td>
<td>75.5</td>
<td>73</td>
<td>2.282786</td>
<td>79</td>
<td>73</td>
</tr>
<tr>
<td>traversed) 70 mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New method (distance</td>
<td>72.5</td>
<td>72.5</td>
<td>72</td>
<td>1.080123</td>
<td>74</td>
<td>71</td>
</tr>
<tr>
<td>traversed) 70 mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.3.3 Tumor detection and reconstruction

This experiment was performed to evaluate the 3D reconstruction feature of the InterNAV3D and to showcase the benefits in perceiving the tumors and the targets in 3D space.

4.3.3.1 Design

Here, agar cubes were used as the phantom to mimic tissue. Spherical balls made of agar and barium powder were used as phantom tumors. Figure 4.24 shows the experimental setup.

Figure 4.23: Agar sphere being imaged
Figure 4.24: Experimental setup for 3D volume reconstruction

InterNAV3D was used to construct 3D volumes by capturing a sufficient number of images. Then the number of voxels (volume capacity) of the tumor was computed. The results were then compared with the volume capacity of the tumors. Figure 4.25 shows the volume reconstruction from one of the experiment.

Figure 4.25: 3D volume and surface reconstruction
4.3.3.2 Evaluation

The average diameter was measured along the 3 orthogonal axes. The volume capacity was then computed using the mathematical formula (for instance volume of a sphere with radius $r$ equals $\frac{4\pi}{3}r^3$). At the same time, the number of voxels that occupy the 3D sphere structure was calculated using the software interface. The accuracy of the system to identify the correct shape and size of the tumor was estimated. Table 4.5 shows the results obtained by performing experiments on tumors of different shapes and sizes such as cones, cubes and bars.

<table>
<thead>
<tr>
<th>Error (in percentage)</th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5.759594</td>
<td>5.258314</td>
<td>NA</td>
<td>3.164669</td>
</tr>
</tbody>
</table>

Table 4.5: Error analysis (3D volume reconstruction)

4.3.4 Ex-vivo experiments: target selection and hitting

This experiment was designed to focus on the benefits provided by the 3D visualization and image processing modules implemented in InterNAV3D. The 3D virtual world provides a greater sense of understanding of the objects and tools present in the surgical space. The implemented image processing modules and widgets assist in enhancing the visibility of the artifacts present in the surgical space. There could be multiple tumors present in a lung. The pre-operative images provide the structure and location of the tumors in the lung. The location of the tumor, however, changes when the lung is collapsed.

For a minimally invasive intervention, it is hard for the clinician to detect the tumor based on only 2D US imaging as it generates images of a lower quality when the lung is imaged. Even if the tumor is identified, it is not easy to determine and visualize its shape. The current software helps to overcome this issue and provides a better approach
in reaching the target for brachytherapy and thermal ablation procedures with greater accuracy. Two sets of experiments were performed. One without motion and the other with induced motion on the surgical test bed. This experiment was performed to show the benefit of the system under such conditions.

4.3.4.1 Design

Figure 4.26 shows a liver being imaged. The experimental setup is similar to Figure 4.24.

![Liver being imaged](image)

**Figure 4.26: Ex-vivo experiment**

Small incisions of sufficient size were made on the tissue\(^4\) to place multiple phantom tumors such as agar spheres and duck gizzard (various sizes) as shown in Figure 4.27. The incision was sutured to ensure that the tumor stays within the tissue as shown in Figure 4.28.

\(^4\) Both lung and liver were used on different occasions for the experiments.
Figure 4.27: Phantom tumors

Figure 4.28: Tissue sutured after implanting tumors and being imaged by US
It was assumed that pre-operative imaging was performed which provided the required information of the number of tumors, their sizes and shape (spherical). The location of the tumors within the tissue was not provided to the user.

Figure 4.29: Seed missed the target using InterNAV

Previous experiments performed at CSTAR by using the InterNAV showcased the drawback of using only the 2D US imaging for determining the tumor position and shape. It was very unintuitive for a user to determine the shape and the center of the tumor (target) in 2D view. Figure 4.29 shows the output of one such experiment where the injected seed missed the target location. The user was not able to correctly determine the center of the tumor as only single perspective (one angle view) to visualize the shape of the tumor was possible.
For the current experiment, the user needs to use the functionalities provided by the software interface to determine the location of the tumor and its structure. An electromagnetic tracker was installed at the center of every tumor prior to its suturing inside the tissue as shown in Figure 4.30. The procedure allowed the use of the auto-manual mode and the various built-in modalities for target selection and visualization. The user is now supposed to image the tissue using the different sweep methods and try to detect the center of the tumor which he/she can now select as the target location. Test trials were performed to let the user familiarize with the functionalities provided in the system. Now, the user maneuvers the needle to the target and when he/she thinks that they have reached the target, the sensor readings are saved and the error is estimated. Users were asked to repeat the insertion if the needle tip was considered well off the target location (after an initial attempt) such that the needle maneuvering within the tissue was deemed dangerous. The number of attempts required to maneuver the needle per target location was recorded. Experiments were performed for both with and without induced motion (moving the surgical test bed using the motion induction system).

![Electromagnetic tracker attached to the phantom tumor](image-url)

**Figure 4.30: Electromagnetic tracker attached to the phantom tumor**
4.3.4.2 Evaluation

This section evaluates the experiments performed. Figure 4.31 represents a sample volume reconstruction during one of the experiments. Determination of the shape was performed for agar tumors but it was not possible to do the same for the unknown shape of the duck gizzard. Participants were however told the total number of tumors and they were able to detect the duck gizzard. How a participant perceives such a shape is very subjective, hence they were asked to use the system to detect its structure and find out its center. 3D visualization provided an estimation of the shape and the participant was able to select his/her perceived center as the target and was able to maneuver the needle and reach it. Accuracy of the insertion (target hitting) and the number of attempts required were used to evaluate the system.

Figure 4.31: Volume reconstruction of duck gizzard
### Table 4.6: Error analysis for needle target hitting

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Std. deviation</th>
<th>Worst reading</th>
<th>Best reading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without motion (mm)</td>
<td>0.93</td>
<td>0.9</td>
<td>1.1</td>
<td>0.245176</td>
<td>1.3</td>
<td>0.5</td>
</tr>
<tr>
<td>With motion (mm)</td>
<td>1.36</td>
<td>1.35</td>
<td>1.2</td>
<td>0.313404</td>
<td>2.0</td>
<td>0.8</td>
</tr>
</tbody>
</table>

### Table 4.7: Number of insertion attempts to reach the target

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Std. deviation</th>
<th>Worst reading</th>
<th>Best reading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without motion (attempts)</td>
<td>1.1</td>
<td>1</td>
<td>1</td>
<td>0.316228</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>With motion (attempts)</td>
<td>1.2</td>
<td>1</td>
<td>1</td>
<td>0.421637</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

The experimental results show that the added motion did not greatly affect the system performance even with the induced motion. This proves that the system is capable of working in real surgical scenarios where there is usually some movement at the surgical site. The number of attempts to correctly hit the target is however slightly greater in the experiments with the induced motion.
4.3.5 Needle retraction

In InterNAV3D, a module to visualize the real-time location of the path of the needle tip during an insertion procedure is implemented. This module provides a realistic view of the behavior of the needle during its maneuvering towards the target location. While being inserted, the needle often gets deflected from the intended path due to the dynamics at the needle tip (uneven tissue stiffness, geometry of the tip, friction effects, etc.). This causes the user to take an action to realigning the needle, or retracting and reinserting (depending on the amount of flexing). This module represents the needle flexing and the reorientation, if any, done during the insertion procedure as a 3D spline rendered in the 3D virtual window. Once the target is pierced, the needle needs to be retracted. It is helpful to retract the needle along the same path as it was inserted so that tissue damage is kept to a minimum. This experiment evaluates the module by performing needle retraction for varied scenarios and presents the accuracy with which the system is capable of completing the procedure.

4.3.5.1 Design

Agar cubes were used as phantoms to visualize the tissue under US. The users were provided with a target and allowed to use the system for inserting the needle to pierce the target. Once they determined that the target had been reached, they were asked to retract the needle as close as possible along the same path as they inserted the needle using the needle path history as a guide. The needle tip locations were recorded during the procedure by the software.

4.3.5.2 Evaluation

Figure 4.32 shows an example during one of the needle retraction procedures where the needle insertion path was used as a guideline to retract the needle. It represents the needle insertion path (shown by yellow spheres) and the needle retraction path (shown by red spheres). Table 4.8 provides the statistical analysis of the results.
Table 4.8: Needle retraction analysis

<table>
<thead>
<tr>
<th>Error (mm)</th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.51</td>
<td>0.5</td>
<td>0.8</td>
<td>0.292309</td>
</tr>
</tbody>
</table>

Figure 4.32: Needle insertion and retraction path

The error in Table 4.8 represents the distance between the needle retraction path and the needle insertion path.

4.3.6 In-vivo experiments

To evaluate the system for a realistic surgical scenario, in-vivo experiments were performed by a clinician at CSTAR, Dr. R. Malthaner. During a surgical experiment performed by Dr. Malthaner on a porcine lung under his ethics protocol, InterNAV3D was used. Prior to the use of the system, one of the lungs was collapsed.

4.3.6.1 Reaching a Target

This experiment was used to evaluate the benefits of the system in determining and reaching a specified target. An electromagnetic tracker was placed inside a spherical phantom tumor made of agar of radius 5 mm such that the tracker lies as close as possible to the center of the sphere. The tumor was placed inside the lung by making a small incision and sutured as shown in Figure 4.33.
Small incisions were made on the body of the animal at appropriate locations determined by the clinician to insert the laparoscopic US probe and the ablation needle for accessing the surgical site. The clinician then used the InterNAV3D system to detect the tumor and visualized the surgical site in 3D as shown in Figure 4.34. One of the unaltered 2D US image from a series of captured images is shown in Figure 4.35.

The electromagnetic tracker is visible in the image. It is important to mention here that during this procedure the lung was moving due to cardiac motion and respiratory motion of the contralateral lung. The software interface was able to simulate the motion in the 3D virtual window and the 3D volume that was created was subjected to move with the estimated motion, replicating the behavior of the surgical site. The clinician was then asked to determine the center of the tumor and select it as the target location. The target was also subjected to motion in the virtual world following the movements of the real physical world target. The ablation needle was used to pierce the tumor and reach the target.
Once the clinician thought that he had reached the specified target, the difference between the location of the needle tip and the electromagnetic tracker placed within the tumor were recorded and the error was estimated. The InterNAV3D system was able to assist the clinician in determining the shape of the tumor and select the specified target.
The target was reached with an accuracy of 1.3mm determined by the calculation of the software in *in-vivo* experiment under the influence of residual motion of the heart and the contralateral lung.

**Figure 4.36: *In-vivo* lung experiment (needle hitting the target)**

Figure 4.36 shows the tumor divided into two halves to visualize the longitudinal groove made due to the needle insertion. The experiment was repeated with a new tumor and the clinician was able to hit the target with an accuracy of 1.4 mm.

### 4.3.6.2 Microwave ablation

This experiment was designed to evaluate the InterNAV3D setup to perform *in-vivo* thermal ablation. Visual feedback by continually rendering new 3D volumes at specified equal intervals was provided. The clinician was asked to select a target of his choice and maneuver the needle to it. The objective was to visualize the changes happening in the lung due to the creation of an ablation zone and to present the user with an intuitive way to determine the extent of ablation. It assists the user to modify the location of the needle in case he/she determines that a healthy part of the lung is getting ablated while insufficient ablation is performed on the cancerous region due to inaccurate probe placement or due to the effect of the motion induced on the lung (cardiac and contralateral lung motions).
Figure 4.37: *In-vivo* thermal ablation (power 30W, microwave energy)

Figure 4.38: Ablation volume
Figure 4.37 shows the 2D US image of the surgical site during the procedure while Figure 4.38 shows the 3D volume generated by the round rotational sweep.

Figure 4.39: Lung (post ablation)

Figure 4.40: Ablation zone cut in half
The clinician was impressed with the developed tool and was able to perform ablation at the selected target location. Figure 4.39 shows the post ablation view of the lung. The lung was then cut along the ablated zone to evaluate the entirety of the procedure as shown in Figure 4.40. By evaluating the size and structure of the ablation zone, the clinician confirmed that the procedure was completed successfully.

4.4 Review

InterNAV3D provides a comprehensive system for performing minimally invasive lung cancer treatment. For the working of the system, different calibrations were performed. The system has proved to be a significant enhancement on its predecessor and also implements novel tools that help the clinician to achieve more accurate and reliable performance. The next chapter provides concludes the thesis and discusses possible additional features for InterNAV3D.
Chapter 5

5 Summary, Conclusion and Future Work

This chapter contains a brief discussion of the main aspects of the work described in the thesis, its main conclusions and suggestions for possible future work.

5.1 Summary

InterNav3D was initiated to fulfill the important need of a comprehensive system that combines new approaches in the minimally invasive intervention techniques with the developments in medical robotics. The goal of the project was to significantly enhance the capabilities of the earlier version of InterNAV by integrating a novel visualization approach for the surgical site using advanced image processing techniques, and to improve the current scenario of lung cancer treatment (the minimally invasive approach). The new framework has been designed to deliver greater accuracy in feature recognition (characterization of the surgical site), better control of the surgical tools (by the use of the robots), and improved needle maneuvering. It helps to reduce targeting errors while achieving significantly better surgical performance (speed, time, precision of target hitting) during the procedure.

InterNav was conceived specifically for a lung cancer treatment system to implement a minimally invasive technique for brachytherapy by the use of surgical robots with assistive feedback from 2D visualization of the surgical site. InterNav3D builds on this foundation and implements a collaborative framework which capable of addressing applications such as robot-assisted tissue biopsy, radiofrequency and microwave ablation as well as low- and high-dose rate brachytherapy. It provides 3D virtual visualization of the surgical site with image processing both in online and offline modes. The system can also be applied to follow the same treatment procedures on other types of cancers such as in the liver and the prostate.

US imaging was used as the primary imaging modality for InterNav3D primarily because of its easy availability and safety, but InterNav3D is capable of using other
imaging modalities such as CT and MRI so long as an appropriate setup mechanism has been put in place to transfer real-time images to the computer for “real-time” analysis. Currently, it has been tested to work in an offline mode for CT and MRI modalities to deliver offline visualization and processing.

The use of US has its drawbacks while imaging organs such as the lung due to the presence of air in the lung. Our experience has indicated that appropriate lung deflation can significantly reduce the number of artifacts in US images and enable them to be used effectively with InterNav3D where the availability of advanced image processing capabilities helps to further enhance the images for retrieving additional information.

The introduction of 3D volumes and 3D objects provides further clarity to the visualization. The incorporated modules assist in sorting out the features that are needed to detect a tumor, a needle, veins etc. A motion simulation environment that behaves in the same way as the real physical world provides an intuitive and logical approach to relate to the actual clinical intervention.

InterNav3D involves several calibrations and modules for its successful working. An intra-procedure (run-time) calibration for determining the transformation matrix of the US image plane with respect to the electromagnetic tracking sensor attached to the US probe was developed and implemented. It allows to select different locations of the needle tip on the 2D US image plane (for different insertions), and then to correlate them with the respective electromagnetic tracking sensor values. The calibration is calculated and applied in run-time. Thus, it helps to overcome the errors that might occur due to incorrect image resolution (caused by a change in a US transducer or machine) and/or due to the relative motion between the electromagnetic tracking sensor and the US transducer. The calibration can be performed, if needed, prior to the surgical procedure. A manual registration mechanism for the 3D image volume and other imaging elements has been added, so that if at some time the physical tumor moves for any reason, the virtual tumor can be registered with it manually using the real-time US feedback.

Capturing multiple volumes and rendering them in the same 3D virtual world facilitate in developing a complete, comprehensive 3D structure of the relevant surgical
site. Image capturing modes such as a round (rotational) sweep and a flat (straight) sweep assists to gather volume information and aids in filling the vacant volume space, if any, formed during the construction of a 3D sweep. This helps in acquiring detailed information of the tissue structure and enhances its visibility (as perceived by the user) in associating the tumors found in the intraoperative 3D US images with the corresponding tumors found in pre-operative images (before the lung is collapsed). The opacity control parameters added to the volume help to control the aspects of the 3D structure that a user wants to be visible or invisible. The overlay of the surface reconstruction on the underlying 3D volume further helps in localizing the tumor within the 3D volume sweep as it segments out the surface of the tumor. This facilitates improved target selection as the complete approximate structure of the tumor is identified before the procedure is initiated. The opacity control of the reconstructed surface helps to determine the target location (when the target lies within the tumor). Different modules to help maneuver the needle towards the target are implemented. They provide the required information of the tool orientation and the target it is going to hit, thus helping to pivot the tool appropriately before insertion. As a result, any maneuvering of the needle tip inside the tissue is avoided.

A local focused image processing tool is implemented. The feedback from the electromagnetic tracker provides the most probable location of the needle tip. This information is used to focus on a very small region of an entire image (which might contain the required information), and is processed. An algorithm to auto adjust the size of the focused control structure (sub-volume) is employed. It automatically takes care of choosing the part of the volume that qualifies for processing by removing the part that does not contain any relevant information. The location of the focused control structure can also be selected manually by the user, if needed. This method of focused image processing helps to speed up the image analysis, and thus speeds up the complete procedure.

A region growing algorithm to segment out the physical structures present in the volume based on its connectivity (or inherent property) has been implemented. By default, it utilizes the information of the approximate needle tip location to segment out
the needle tool. If for any reason, the needle diverges from the proposed projected path, a manual method to select a location in the 3D volume that acts as the seed location for the algorithm is implemented. Selecting even a small portion of the said region, segments out the complete structure based on the region growing algorithm. Thus, a wider range of control is given to the user when needed, so that unexpected problems, if any, occurring during the procedure can be overcome. This module can also be used to segment out the tumor or any other physical entity in the image if required.

Different widgets to enhance the procedure of needle maneuvering by providing up-to-date information of the needle’s shape and its tip location are implemented. Needle path prediction widget predicts the needle’s path and guides the user to make minimum orientation changes while the needle maneuvers within the tissue. It also helps to reduce the path length and effectively the trauma to the tissue. A visualization history of the needle tip locations during an insertion procedure is provided which helps in retracting the needle along the same path (needle insertion path) to reduce trauma to the tissue. The real-time needle path projection widget uses the most recent needle tip locations to estimate the orientation of the needle tip at that particular instance. This is very helpful as the needle tip may deflect sometimes due to irregularities in the tissue stiffness and/or the irregular (e.g. bevel) shape of the needle tip. Path projection widget assists the user to update the needle orientation appropriately for ensuring accurate target hitting.

A collision detection module that provides visual information (by changing the color of the virtual objects) has been implemented. This assists the user to know the instance the needle comes in contact with the 3D volume/objects. The change in the color also helps in knowing the range of the needle tip from the target and provides a cleaner, enhanced visual approach for the user. The user can concentrate entirely on maneuvering rather than constantly checking distance values when he/she is very near the target and/or during the time when the target is reached. The collision detection tool also helps in needle retraction as it provides a visual cue when the needle tip is entirely out of the sweep volume and/or it reaches a pre-specified location.
A motion estimation and simulation module has been integrated in InterNav3D. It calculates the motion of the underlying tissue (due to respiratory motion of the contralateral lung and cardiac motion) and induces its simulation on the virtual elements present in the 3D virtual visualization. This provides a realistic “feel” of the surgical site and the user can perceive the changes occurring in the surgical site more clearly. The selected target can also be rendered with the induced motion of the surgical site and appropriate actions of the robot movement for the needle insertion can be applied.

5.2 Conclusion

From Chapters 3 and 4, it can be concluded that InterNav3D improves the visualization and perception of the physical attributes of the surgical site by presenting an intuitive and interactive virtual-reality environment. The added capability of image processing makes it more insightful in detecting the required features in the surgical site and in determining the size and shape of tumors. The motion estimation and its implementation on the virtual elements as well as the target elements make it much easier for the user to get acquainted with the real surgical site and improve the capability for reaching the targets. The needle path prediction and projection module provides useful guidance for achieving faster and accurate needle maneuvering. They assist the user to maneuver the needle to reach the target in significantly fewer attempts, thus helping to reduce tissue damage which might occur if multiple incisions are made. This serves the purpose of avoiding needle pivoting while the needle is inside the patient’s body. However, sometimes the needle needs to be pivoted to avoid certain physical entities and/or to compensate for needle bending. For this reason, the needle path history can be helpful. The visualization of the needle path history helps to retract the needle along the same path as that during insertion so that tissue damage could be kept to a minimum. The various other modules such as surface rendering, needle detection, region-growing algorithms etc. help to enhance visualization and feature recognition. These modules guides the user to correctly and intuitively understand the various attributes present in the system and assists in completing the overall procedure with ease and greater accuracy in a shorter time.

The different clinical treatment techniques such as radiofrequency and microwave ablation have been implemented. This system can also be used for biopsy of tissue under
image guidance. Modules associated with the above-mentioned techniques are integrated in the system such as ablation sweep and volume subtraction, which helps to visualize the changes happening in the tumor over time during the procedure and provide guidance through the ablation process to ensure that cancerous tissue is being ablated and damage to healthy tissue is minimized. These modules assist clinician in estimating the entirety of the ablation procedure. The volume subtraction feature helps to determine the changes between two sets of images.

The *ex-vivo* experiments performed on tissue with and without added external motion (induced heart and respiratory motion) shows that InterNav3D improves upon its predecessor for greater accuracy and repeatability. The *in-vivo* experimental results demonstrate that this system can be applied in real clinical scenarios. InterNAV3D enhances the visualization of the surgical site and helps in faster and more accurate target selection and achievement. Experiments to determine needle deflection and subsequently establishing the tip location with the assistance of 3D visualization shows the effectiveness of the system for providing enhanced and accurate analysis of needle structure during the clinical procedure. This system demonstrates benefits such as prediction of the approximate needle tip location using certain points on the needle body. The various experimental results demonstrate the advantages of the system such as determining the tissue edges and its structure, determining the changes occurring in a volume over a duration of time (for ablation), comparing multiple volumes, enhancement of the visualization and perception of the surgical site, determining needle deflection and its deformed shape etc.

The software front end developed for InterNav3D can also work in an offline mode. It can retrieve and process offline images obtained from an imaging modality such as US, CT, MRI and display them in the 3D visualization window. It can perform all the visualization and image processing tasks to enhance the visibility of specific physical entities within the images. This system, developed on open-source application tools such as VTK, ITK, Qt provides an added advantage of having a wide variety of integrating options. VTK and ITK are huge resource libraries of visualization and medical image processing based algorithms and widgets. These libraries are updated frequently and
improved by the research community. This means that InterNav3D will always be able to take advantage of implementing new application tools for enhancing the overall architecture in the future. The current system, developed on the SAW framework, provides an added impetus to future expansion by integrating new hardware and software profiles.

5.3 Drawbacks and future work

As with any research project, there is always an intention to make the system better, faster and more reliable. The current drawbacks, their possible solutions and the future developments that can enhance the usability of the InterNav3D are summarized below:

- A prominent feature that the current system lacks is accounting for tissue deformation. In the virtual world scenario though the virtual elements move in synchronous motion with the real physical elements, they lack the feature to represent the deformations happening in real-time. Depending on the type of tissue (such as the lung which is very elastic), deformations can occur and could be a consequence of the force exerted by the US transducer probe and the needle tip on the tissue while clinical procedure is being performed. These deformations need to be accounted for to get more accurate visualization. Currently, though the target motion is simulated in the visualization world, errors can occur as deformation is not accounted for. The presence of real-time 2D US image feedback helps to realize the real-time location of the target (as the tissue deformation is visualized in the 2D US image plane).

- Another important feature that can be integrated in the system could be to improve the speed of the procedure. Currently a major portion of the rendering time is consumed by the underlying image enhancing algorithm. The complete system could be made more efficient by speeding up the image processing modules. Addition of one or more GPUs could provide the processing power needed to significantly speed up the processing for 3D images.
• Motion compensation: Currently, the system estimates the tissue motion and visualizes it in the virtual world. The same information could be used by the robot to reduce errors as a result of the motion by compensating for them by its motion. The surgical tool can be synchronized with the estimated motion. Therefore, as the tool moves with the motion of the tissue, the relative motion between the target and the tool tip would effectively be close to zero. This would help the user to gain better control while hitting the target as he/she would not have to worry about moving the surgical tool synchronously with the target.

• Advanced image processing: This could include more advanced image processing tools to the system module to guide surgeon in determining boundaries of tumors more accurately. A rigorous tumor localization mechanism for lung cancer treatment is needed which would make the entire procedure much faster and easier to be performed under US imaging. Certain techniques such as elastography and minimally invasive palpation could provide approaches to achieve this [108], [109].

• Integration of ROS: ROS (Robot Operating System) is an application layer that was developed to incorporate the control of all robot-based systems, devices and application tools under one software framework. ROS helps in communicating with other similar systems more intuitively. Integrating SAW with ROS will add an extra layer of the latest tools that will enhance the development of the entire system (due to the huge resource library provided by ROS).

• Quite often clinicians find it difficult to determine the locations of tumors in a minimally invasive procedure. The tissue deformation which occurs due to collapsing of lung makes it harder to correlate tumor information from the pre-operative image to that in the intra-operative image since the position of the tumors can change. A probabilistic model which correlates tissue deformation in the lung during its respiratory motion with the deformation occurring when it is collapsed in a clinical setting can help narrow down the tumor locations. Implementing such a model in the current system will speed up the procedure
time. The same information can also be used to enhance the visualization showing the concurrent tissue deformation that is occurring in the surgical site due to respiratory motion of the contralateral lung and the heart motion.

- Simulation environment: Addition of a simulation environment that could train the clinician for the procedure would be helpful. By developing a model to simulate an intra-operative surgical scenario using the pre-operative imaging would help the surgeon to get acquainted with the surgical site and practice before the real procedure. This will improve his/her surgical skills and help reduce errors when he/she performs the real surgery.
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Appendix A: Manufactured parts

In the design phase of InterNAV3D, several parts were manufactured to help build the test bed. Different parts were designed in Solidworks and printed in a rapid prototyping machine (3D printer). This appendix provides an overview of the parts that were used in InterNAV3D.

Initial work started with a design prototype to make a holder sleeve for the laparoscopic US probe to restrict the unwanted motion at the flexible part. It was required to have an encapsulation groove to affix the electromagnetic tracking sensor. Two designs were created one which completely restricted the movement of the flexible part and the other which allowed adjustment of the flexibility. Figure A.1 shows the initial design prototypes with and without the adjustable sleeve (the adjustable sleeve allows for control of the range of flexibility).

![US probe holder](image)

**Figure A.1: US probe holder**

The next step was to design a test-bed that allows conducting the necessary experiments and assists in grabbing the images using the US probe in the specified sweep format (round or flat sweep) by using the available robot arm dexterity. Figure A.2 shows the initial design of a test-bed assembly. This test-bed provides the following benefits:

- Easy access to the phantoms and tissue being imaged.
- Provides insertion points for minimally invasive interventions
- Test-bed can be moved in horizontal and vertical directions. This enables the user to change the size of the surgical workspace.
The sleeves designed for the ablation probes (radiofrequency and microwave) are shown in Figure A.4. While running the experiments, it was found out that the sleeves had a disoriented axis. As the designed sleeves had a high aspect ratio of length versus width, while manufacturing the product tends to bend. Figure A.5 shows the modified design of the radiofrequency ablation probe holder where the sleeve is manufactured in two parts that are attached post production. The sleeve also has the tracking sensor groove.
Figure A.4: Microwave ablation probe holder

Figure A.5: Radiofrequency ablation probe holder

Sleeve designed in two parts to overcome the drawback of bending when manufactured

Figure A.6: Radiofrequency ablation probe holder designed in two parts
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