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Abstract

The amount of data that we use in everyday life (social media, stock analysis, satellite communication, etc.) is increasing day by day. As a result, the amount of data that needs to traverse through electronic media as well as to store are rapidly growing and there exist several environmental effects that can damage these important data during travelling or while in storage devices. To recover correct information from noisy data, we use error correcting codes. The most challenging work in this area is to have a decoding algorithm that can decode the code quite fast and that can tolerate highest amount of noise, so that we can use it in practice.

List decoding has been an active research area for last two decades. This research popularise in coding theory after the breakthrough work by Madhu Sudan where he used list decoding technique to correct errors that exceed half the minimum distance of Reed Solomon codes. Towards the direction of code development that can reach theoretical limits of error correction, Guruswami-Rudra introduced folded Reed Solomon codes that reached at $1 - R - \epsilon$ for $\epsilon > 0$. To decode these codes, one has to first interpolate a multivariate polynomial and then to factor out all possible roots. The difficulties that lie here are efficient interpolation, dealing with multiplicities smartly, and efficient factoring. This thesis deals with all these cases in order to have practical folded Reed Solomon codes.
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Chapter 1

Introduction

In everyday life, large amounts of data travel through various electronic communication channels. The amount of data is increasing and no communication channel or storage device is error prone: errors can be introduced to these data while they are traversing wired or wireless media and corrupt them; these data can also be damaged while we store them in electronic media like hard disks or CDs / DVDs due to the presence of bad sectors or scratches. The solution to this problem is to apply a coding scheme, so that we can recover correct information even in the presence of errors in the data. Coding theory deals with this question.

A simple communication system is depicted in Figure 1.1; the main source of error is the noisy channel. To recover the correct information that passed through the noisy channel, coding schemes add some redundancy to the original data: if we want to transfer \( k \) symbols through the noisy channel, our coding scheme will encode these symbols into \( n \) (for \( n > k \)) symbols, by adding \( n - k \) redundant symbols. These \( n \) symbols will then traverse the noisy channel, and we expect that the receiver will be able to recover the original symbols correctly, as long as the number of errors falls within some error limits. Both the decoder and encoder use error correcting codes to perform these operations.

![Figure 1.1: A simple communication system.](image-url)
1.1 Error correcting codes

Error correcting codes tell us about how to add redundant symbols to the original data so that the receiver can recover the original message even if they received corrupted symbols. The following definitions taken from [4] are essentials for error correcting codes.

- **Encoding**: An injective function $E : \delta^k \rightarrow \delta^n$ having parameters $k, n \in \mathbb{N}$ that maps a message $m$ consisting of $k$ symbols over some alphabet $\delta$ (for example the binary alphabet $\delta = \{0, 1\}$) into a string $E(m)$ of length $n$ over $\delta$, where $n > k$, is known as an encoding. The word that is encoded by this function, i.e. $E(m)$, is referred as a codeword. If $|\delta|$ is finite then the alphabet size is often written $q = |\delta|$.

- **Decoding**: The sender sends the encoded codeword $E(m)$ through the noisy channel. The receiver may receive a distorted copy of the transmitted codeword, so she needs to figure out the original message. This role is done by a decoding function, $D : \delta^n \rightarrow \delta^k \cup \{1\}$, which maps the codeword of length $n$, which is possibly corrupted, to a string of length $k$.

- **Error-Correcting code**: It is the set of all codewords $C \subset \delta^n$ that are obtained by encoding messages, i.e. the image of the encoding function $E$. Each codeword in $C$ has the same length $n$, so we say that $C$ is a block code of length $n$. If $C \subseteq \delta^n$ is a block code of length $n$ with $q = |\delta|$ finite, we say that $C$ is a $q$-ary (error-correcting) code and the dimension of this code $C$ is $k = \log_q |C|$.

- **Rate**: The ratio $R = \frac{k}{n}$ of the number of symbols in a message to the length of the encoding map in the above definitions is called the rate of the code. This measures the amount of redundancy that is added by the encoding.

- **Distance**: Given two vectors $x$ and $y$ of length $n$, with entries in $\delta$, the distance between these two vectors is the number of coordinates that differ from each other, i.e. $\{i | x_i \neq y_i\}$. The minimum distance (or simply, distance) of a code is defined to be the smallest distance between two distinct codewords; according to the Singleton bound, the minimum distance $d$ of a code $C$ cannot be greater than $n - k + 1$ and maximum distance separable (or MDS) codes are codes that remain within this bound.

The alphabets of our codes are usually taken to be finite fields $\mathbb{F}$ having $q$ elements where $q$ is a prime power, and we often make the assumption that $C \subseteq \mathbb{F}^n$ is a linear
subspace of an $n$-dimensional vector space over $\mathbb{F}$; such codes are known as a linear $q$-array codes. Here the dimension of the code $k = \log_q |C|$ matches the vector space dimension as an $\mathbb{F}$-subspace of $\mathbb{F}^n$. A linear code having length $n$ dimension $k$ and minimum distance $d$ is also known as an $[n, k, d]_q$ code.

Depending on the number of errors, decoding strategies are available: typically, one can consider unique decoding or list decoding. In the former, the decoder outputs a single candidate for the message; this may be feasible only when few errors occurred. List decoding is an alternative approach, due to Elias [3], which returns a list of candidates, one of which is the correct message. In this thesis, we will focus on list decoding algorithms for a particular family of codes, Reed-Solomon codes, which we introduce now.

### 1.2 Reed-Solomon codes

There exist many linear codes; Reed-Solomon codes are one of the most famous ones in coding theory, and will be the main focus of this thesis.

**Definition 1. (Reed-Solomon Codes)** Let $\mathbb{F}$ be a field with at least $n$ elements, and consider $n$ pairwise distinct values $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{F}^n$. Given a polynomial $f(x) = \sum_{i=0}^{i=k-1} \delta_i x^i$ in $\mathbb{F}[x]$, where $\delta_i \in \mathbb{F}$ are the message symbols, the Reed-Solomon codeword $(y_1, \ldots, y_n)$ associated to $f$ is obtained by evaluating $f(x)$ at $\alpha$, so that $y_i = f(\alpha_i)$. This code is denoted

$$RS_q(n, k, \alpha) = \{(f(\alpha_1), \ldots, f(\alpha_n)) \mid f \in \mathbb{F}[x]_k\},$$

where $\mathbb{F}[x]_k$ is the set of polynomials having coefficients in the base field $\mathbb{F}$ and degree less than $k$.

Although not strictly necessary, it will be convenient to take $\alpha$ of the form $1, \gamma, \ldots, \gamma^{n-1}$, for some $\gamma$ in $\mathbb{F} \setminus \{0\}$ of multiplicative order at least $n$ (often, by a slight abuse of expression, we may refer to $\gamma$ as a primitive element, although strictly speaking this would be the case only if $|\mathbb{F}| = n + 1$). Since a nonzero polynomial of degree less than $k$ can have at most $k-1$ zeros, every nonzero codeword will have at least $n - k + 1$ nonzero components. The minimum distance of $RS_q(n, k, \alpha)$ is equal to $n - k + 1$, which is the singleton bound, so Reed-Solomon codes are maximum distance separable.

One of main design goals of error correcting codes is to make them highly tolerant to errors: the decoder should be able to correct as many errors as possible. In theory,
the number of errors that can be corrected by a decoder should be as close to \(n - k\) as possible; that is, error correction should be possible as long as \(k\) symbols are correct. The fraction of errors \(\rho\) is defined as the ratio of the number of errors to the length; the information theoretic limit states that this number is at most \((n - k)/n = 1 - R\) [5].

Standard unique decoding techniques, using for instance the Berlekamp-Massey algorithm, recover the correct message from the codeword and can decode the correct message as long as the number of errors is less than \((n - k)/2\). Folded Reed-Solomon codes, invented by Guruswami and Rudra [5] following previous work by Parvaresh and Vardy [9], are derived from Reed-Solomon codes and can tolerate an error ratio of \(1 - R - \varepsilon\) for any \(\varepsilon > 0\) (using list decoding techniques).

These codes rely on a folding process, characterized by a folding parameter \(s \geq 1\). For the folded case, we will make from the outset the assumption that the evaluation points \((\alpha_1, \ldots, \alpha_n)\) are of the form \((1, \gamma, \ldots, \gamma^{n-1})\).

**Definition 2. (Folded Reed-Solomon codes)** Let \(s, n\) be integers such that \(s\) divides \(n\); let \(\mathbb{F}\) be a field with at least \(n\) elements, and consider \(n\) pairwise distinct values \(\alpha = (1, \gamma, \ldots, \gamma^{n-1}) \in \mathbb{F}^n\). Given a polynomial \(f(x) = \sum_{i=0}^{k-1} \delta_i x^i\) in \(\mathbb{F}[x]\), where \(\delta_i \in \mathbb{F}\) are the message symbols, the folded Reed-Solomon codeword associated to \(f\) consists in the \(n/s\) elements \(Y_1, \ldots, Y_{n/s}\), with \(y_i \in \mathbb{F}^s\) given by

\[
Y_i = (y_{(i-1)s+1}, \ldots, y_{(i-1)s+s}), \quad y_i = f(\alpha_i).
\]

In other words, the symbols in the codeword are now \(s\)-uples of values in \(\mathbb{F}\), obtained by juxtaposing \(s\) consecutive “elementary symbols” \(f(\gamma^i)\). When \(s = 1\), we recover Reed-Solomon codes; Figure 1.2 gives an example of folded Reed-Solomon code taken from [5], where the folded parameter \(s\) is equal to 4.

![Figure 1.2: Folded Reed-Solomon code for \(s = 4\).](image-url)

The importance of these codes comes from the result (due to Guruswami and...
that for any $\varepsilon > 0$ and rate $R < 1$, there exists a family of folded Reed-Solomon codes that have rate at least $R$ and which can be list decoded up to a fraction $1 - R - \varepsilon$ of errors in an efficient manner. We recall below some of the landmark results in this direction.

Recall first that unique decoding for Reed-Solomon codes can accommodate up to $(n - k)/2$ errors, or equivalently a ratio of $(1 - R)/2 = 1 - (R + 1)/2$.

The first crucial step toward incorporating a larger error ratio was solved by Madhu Sudan [10], using list decoding techniques. In a nutshell, Sudan’s algorithm recovers a (small) list of polynomials that contains the message, provided the error ratio is at most $1 - \sqrt{2R}$. The following shows the main step in Sudan’s list decoding algorithm; they form the blueprint of all algorithms that follow.

- Interpolate a bivariate polynomial $Q(x, y)$ such that $Q(\alpha_i, y_i) = 0$ (under suitable degree bounds [10]).
- Find all polynomials $f(x)$ such that $y - f(x)$ is a factor of $Q$.
- Keep those where $f(\alpha_i) = y_i$ for at least $n - e$ values of $i$, where $e$ is a bound on the number of errors and the degree of $f$ is less than $k$.

Correctness of this algorithm follows from imposing suitable degree bounds on $Q$; we will not need to state these bounds below.

This work was further developed by Guruswami and Sudan in [6] by introducing multiplicities: $Q$ must vanish at high enough order at the points $(\alpha_i, y_i)$. For suitable choices of the degree bounds on $Q$ and the multiplicity parameter, Guruswami and Sudan’s algorithm allows error ratios up to $1 - \sqrt{R}$ [6].

Following the work of Guruswami and Sudan, Parvaresh and Vardy developed codes that can tolerate errors, and can be seen as precursors of the folded codes we defined above. Again, the algorithm proceeds through two main steps, evaluation and root-finding.

Finally, in 2008, Guruswami and Rudra introduced in [5] the folded Reed-Solomon codes defined above, by formulating a relation between Reed Solomon codes and Parvaresh and Vadry codes; their list-decoding algorithm works as follows:

- Compute a multivariate polynomial $Q(x, z_1, \ldots, z_s)$ such that, for $i = 0, \ldots, n - 1$,
  $$Q(\alpha_{si+1}, y_{si+1}, \ldots, y_{si+s}) = 0 \quad (1.1)$$
at order $m$ (that is, all derivatives of $Q$ of order up to $m$ vanish as well at this point). Here, $\alpha_1, \ldots, \alpha_n$ are the evaluation points and $y_1, \ldots, y_n$ are the values as in Definition 2.

- Find all polynomials $f(x)$ such that $Q(x, f(x), f(\gamma x), \ldots, f(\gamma^{s-1} x)) = 0$.
- Keep all polynomials $f$ such that $f(\alpha_i) = y_i$ for at least $(n - e)$ consecutive values of $i \in n$.

As for Sudan’s algorithm, $Q$ is subject to some degree constraints: upper bounds are given for its total degree, as well as for its weighted degree, for a weight where every variable $z_i$ has degree $k - 1$. It will not be necessary for us to make these constraints explicit; Guruswami and Rudra’s article gives all details. To conclude, remark that when $s = 1$, no folding occurs and we recover Sudan’s algorithm.

### 1.3 Problem statement and overview of our results

In this work, we consider the two main steps highlighted in the above description of the Sudan / Guruswami-Sudan / Guruswami-Rudra list decoding algorithms: interpolation and root-finding. Although we saw that they are rooted in coding theory, these problems can be stated independently of the framework of error correction; this is the point of view we adopt, considering these questions as interesting by themselves.

**Interpolation.** The first question is to recover a polynomial $Q$ that satisfies constraints (1.1), under additional requirements on its total degree and its weighted degree, for a well-chosen weight.

This is a linear algebra problem; as such, most early references on the subject (such as Sudan’s and Guruswami-Sudan’s papers) point out that this problem can be solved using essentially Gaussian elimination. Much work has been devoted to improve on naive linear algebra techniques: standard techniques now employ either fast linear algorithms, or polynomial lattice reduction techniques.

Chapter 3 gives a review of the existing literature and presents a new algorithm, inspired by previous work by Zeh, Gentner and Augot [11], which is the fastest to date (to the best of our knowledge).

The algorithm of Chapter 4 uses as a black box an algorithm for solving structured linear systems based in particular on recent techniques presented in [2]. In Chapter 4, we present these techniques in detail, and give the first report on the experimental behavior of this algorithm.
Root-finding. The second main question is to find all polynomials \( f \) that satisfy an equation of the type

\[
Q(x, f(x), f(\gamma x), \ldots, f(\gamma^{s-1} x)) = 0, \tag{1.2}
\]

for some \( Q \) in \( \mathbb{F}[x, z_1, \ldots, z_s] \). When \( s = 1 \), this means that \( f \) satisfies \( Q(x, f(x)) = 0 \), so we are left with a bivariate factorization problem, for which standard solutions exist. For higher values of \( s \), the solution proposed by Guruswami and Rudra (following previous work by Parvaresh-Vardy) is the following.

Assume that \( \gamma \) has multiplicative order precisely \( q - 1 \), with \( q = |\mathbb{F}| \), let \( P \) be the irreducible polynomial \( P(x) = x^{q-1} - 1 \), and let \( \mathbb{F}' = \mathbb{F}[x]/P \). Then, Guruswami and Rudra prove that \( f \) can be recovered as a root of

\[
T = Q(x, z, z^q, \ldots, z^{q(s-1)}),
\]

seen as a univariate polynomial in \( \mathbb{F}'[z] \). However, the large degree of this polynomial in \( z \) makes this approach very expensive in practice.

Following previous work by Pecquet and Augot for the Guruswami-Sudan case \([1]\), we investigate how lifting techniques can be used to compute power series (and thus polynomial) solutions of (1.2).

Equations such as (1.2) are often called \( q \)-difference equations, although in our context we should call them \( \gamma \)-difference equations (traditionally, the scaling factor is written as \( q \) rather than as \( \gamma \); this goes back to at least \([8]\)). It turns out that such equations are very similar to differential equations; the analogy can be seen by noting that, if we were in a context were we could let \( \gamma \) approach 1,

\[
\lim_{\gamma \to 1} \frac{f(\gamma x) - f(x)}{(\gamma - 1)x} = f'(x)
\]

for any polynomial \( f \). As

\[
\frac{f(\gamma x) - f(x)}{(\gamma - 1)x} = \sum_i f_i (\gamma^i - 1) x^i \frac{1}{(\gamma - 1)x}
\]

that becomes \( f'(x) \) when \( \gamma \to 1 \).

In Chapter 5, we give algorithms that handle simultaneously differential and \( q \)-difference cases, using either Newton iteration or divide-and-conquer techniques, in the simplest case where \( Q \) is linear in \( z_1, \ldots, z_s \). Previous algorithms existed to handle the differential case, under some regularity assumptions; our algorithms extends these
results to (some) singular cases and to the $q$-difference case (which is needed in our applications to list-decoding).

In Chapter 6, we describe the case of arbitrary $Q$. When $s = 1$, well-known techniques involve a combination of Newton iteration (when the solutions have no multiplicity) and of a desingularization process called the Newton-Puiseux algorithm in general. We show how these techniques extend to the folded case, and using recent work by Cano and Fortuny Ayuso [7] we propose a heuristic that drastically simplifies the resolution process.
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Chapter 2

Mathematical preliminaries

This chapter discusses about various mathematical basics that was used throughout the thesis.

2.1 Introduction

This chapter begins with the description of field, ring, group. Then we describe about several structured matrix that act as basic for solving our linear system. The presentation of this part follows [1].

2.1.1 Group

A group is a set of elements with a binary operation $\diamond$ that have following properties. Usually the group is denoted by $\{G, \diamond\}$.

1. Closer: $a \diamond b \in G \iff a, b \in G$.

2. Associativity: $a \diamond (b \diamond c) = (a \diamond b) \diamond c \quad \forall a, b, c \in G$.

3. Commutativity: $a \diamond b = b \diamond a \forall a, b \in G$.

4. Identity element: The group $G$ has an element $e$ for which we have $a \diamond e = e \diamond a = a \forall a \in G$. The element $e$ is known as identity element of that group.

5. Inverse element: there exist an element $a' \in G$ for each $a \in G$ such that $a \diamond a' = a' \diamond a = e$ i.e. identity element.

A group $G$ is called finite when it has finite number of elements which is also known as the order of that group $G$. When the number of elements are not finite, its known as infinite group.
A group $G$ is said to be cyclic when each element of that group can be represented as a power of an element of that group. Let $a$ be an element of a group $G$, then by means of powering of an element of that group, we refer that number of group operations, e.g. $a^3 = a \circ a \circ a$. The element of a group $G$ which can be used to represent all element of $G$ by this powering operation is known as a primitive element of that group $G$. It is also called generator of the group $G$.

### 2.1.2 Ring

A ring is a set of elements with two binary operations addition and multiplication that have following properties. We represent a ring by $\{R, +, \times\}$,

1. A ring $R$ have all the properties of a group. If $R$ is an additive group then 0 is it’s identity element and $-a$ is the inverse of an element $a \in R$.
2. Closure under multiplication: $a, b \in R \Rightarrow a \times b \in R$.
3. Commutativity under multiplication: $a \times b = b \times a \ \forall a, b \in R$.
4. Associativity under multiplication: $\forall a, b, c \in R$; we have $a \times (b \times c) = (a \times b) \times c$.
5. Distributivity: $\forall a, b, c \in R$; we have

   (a) $a \times (b + c) = (a \times b) + (a \times c)$

   (b) $(a + b) \times c = (a \times c) + (b \times c)$

An integral domain is a commutative ring that have following properties in addition to the properties of a ring $R$.

- Multiplicative identity: $\forall a \in R$, we have $1 \in R$ such that $a \times 1 = 1 \times a = a$.
- No zero divisor: $a \times b = 0 \ \forall a, b \in R \Rightarrow$ either $a = 0$ or $b = 0$.

### 2.1.3 Field

A field $F$ is a set of elements with two operations addition and multiplication that have following properties.

- Integral domain: $F$ have all the properties defined above.
• Multiplicative inverse: For each element $a \in \mathcal{F} \setminus 0$, we have $a^{-1} \in \mathcal{F}$ such that $aa^{-1} = a^{-1}a = 1$.

We can do all arithmetic operation, i.e. addition, subtraction, multiplication and division, on a a field $\mathcal{F}$ and the result of the operation will be in that field $\mathcal{F}$. Here the division operations is performed as follows

$$\frac{a}{b} = ab^{-1} \; \forall a, b \in \mathcal{F}.$$ 

Polynomial Ring

A polynomial ring over a field $\mathcal{F}$, represented by $\mathcal{F}[x]$, is a set of polynomials $P$ of the form

$$P = p_0 + p_1X + p_2X^2 + \cdots + P_{m-1}X^{m-1} + P_mX^m.$$ 

where the coefficients of $P$, $p_0, \ldots, p_m$, are elements of underlying field $\mathcal{F}$ and $X$ is indeterminate. The degree of $P$ is the highest power in $X$ that has nonzero coefficient.

2.1.4 Notion of Finite field

Let $p$ be a prime and $n$ is a positive integer, then the number of elements of (also known as order of finite field) a finite field is $p^n$. Here $p$ is said to be the characteristic of the field. Generally we use $GF(p^n)$ or $\mathbb{F}_{p^n}$ to denote a finite field having order $p^n$. $GF$ stands for Galois Field. The structure of the finite field when $n > 1$ is different than the structure of the finite field when $n = 1$.

For a prime $p$ and $n = 1$, the finite field $\mathbb{F}_p (GF(P))$ is the set $\mathbb{Z}_p$ of integers with arithmetic operation modulo prime $p$. Here

$$\mathbb{Z}_p = \{0, 1, \ldots, p - 1\}.$$ 

Let $\mathbb{F}$ be a field, then a polynomial $f \in \mathbb{F}[x]$, that have coefficients over the field $\mathbb{F}$, is said to be irreducible over the field $\mathbb{F}$ if and only if $f(x)$ is irreducible as an element over the polynomial ring $\mathbb{F}[x]$.

For a prime $p$ and $n > 1$, the finite field $\mathbb{F}_{p^n} (GF(P^n))$ is defined by using an irreducible polynomial $f$ over finite field $\mathbb{F}_p$, having degree $n$. In this field, we perform all arithmetic operations modulo the irreducible polynomial $f(x)$. 


Example of finite field of the form $\mathbb{F}_{p^n}$

Let $\xi$ be the set of all polynomials having degree less than $n$ over a field $\mathbb{F}_p$. Each polynomial in this set can be represented by

$$f(x) = p_0 + p_1 x + \cdots + p_{n-1} x^{n-1}$$

where $p_i \in \mathbb{F}_p$, for $0 \leq i \leq n - 1$. It is easily verifiable that the set $\xi$ has $p^n$ number of polynomials. The set having this property is a finite field with following arithmetic operations.

- All basic arithmetic operations is executed modulo $p$ for coefficients.
- When the degree of product of two elements from $\xi$ is greater than $n$, it gets reduced modulo an irreducible polynomial $f(x)$ having degree $n$;

We gave a simple example of a finite field $\mathbb{F}_{p^n}$ which is taken from [1]. Here we choose $p = 2$ and $n = 3$.

Example of operations on a finite field $\mathbb{F}_2^3$

An irreducible polynomial having degree 3 over $\mathbb{F}_2$ is $x^3 + x + 1$ and let the set $\xi$ has polynomials of degree less than 3 over $\mathbb{F}_2$. Here

$$\xi = \{0, 1, x, 1 + x, x^2, 1 + x^2, x + x^2, 1 + x + x^2\}.$$ 

The arithmetic operation on this elements modulo $x^3 + x + 1$ are shown in following tables 2.1 and table 2.2.

<table>
<thead>
<tr>
<th>+</th>
<th>0</th>
<th>1</th>
<th>x</th>
<th>1 + x</th>
<th>x^2</th>
<th>1 + x^2</th>
<th>x + x^2</th>
<th>1 + x + x^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>x</td>
<td>1 + x</td>
<td>x^2</td>
<td>1 + x^2</td>
<td>x + x^2</td>
<td>1 + x + x^2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1 + x</td>
<td>x</td>
<td>1 + x^2</td>
<td>x^2</td>
<td>1 + x + x^2</td>
<td>x + x^2</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>1 + x</td>
<td>0</td>
<td>1</td>
<td>x + x^2</td>
<td>1 + x + x^2</td>
<td>x^2</td>
<td>1 + x^2</td>
</tr>
<tr>
<td>1 + x</td>
<td>1 + x</td>
<td>x</td>
<td>1</td>
<td>0</td>
<td>1 + x + x^2</td>
<td>x + x^2</td>
<td>1 + x^2</td>
<td>x^2</td>
</tr>
<tr>
<td>x^2</td>
<td>x^2</td>
<td>1 + x^2</td>
<td>x + x^2</td>
<td>1 + x + x^2</td>
<td>0</td>
<td>1</td>
<td>x</td>
<td>1 + x</td>
</tr>
<tr>
<td>1 + x^2</td>
<td>1 + x^2</td>
<td>x^2</td>
<td>1 + x + x^2</td>
<td>x + x^2</td>
<td>1</td>
<td>0</td>
<td>1 + x</td>
<td>x</td>
</tr>
<tr>
<td>x + x^2</td>
<td>x + x^2</td>
<td>1 + x + x^2</td>
<td>x^2</td>
<td>1 + x</td>
<td>x</td>
<td>1 + x</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1 + x + x^2</td>
<td>1 + x + x^2</td>
<td>x + x^2</td>
<td>1 + x^2</td>
<td>x^2</td>
<td>1 + x</td>
<td>x</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2.1: Addition modulo $1 + x + x^3$
Table 2.2: Multiplication modulo $1 + x + x^3$

<table>
<thead>
<tr>
<th>$\times$</th>
<th>0</th>
<th>1</th>
<th>$x$</th>
<th>$1+x$</th>
<th>$x^2$</th>
<th>$1+x^2$</th>
<th>$x+x^2$</th>
<th>$1+x+x^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$x$</td>
<td>$1+x$</td>
<td>$x^2$</td>
<td>$1+x^2$</td>
<td>$x+x^2$</td>
<td>$1+x+x^2$</td>
</tr>
<tr>
<td>$x$</td>
<td>0</td>
<td>$x$</td>
<td>$x^2$</td>
<td>$x+x^2$</td>
<td>$1+x$</td>
<td>$1$</td>
<td>$1+x+x^2$</td>
<td>$1+x^2$</td>
</tr>
<tr>
<td>$1+x$</td>
<td>0</td>
<td>$1+x$</td>
<td>$x+x^2$</td>
<td>$1+x^2$</td>
<td>$1+x+x^2$</td>
<td>$x^2$</td>
<td>$1$</td>
<td>$x$</td>
</tr>
<tr>
<td>$x^2$</td>
<td>0</td>
<td>$x^2$</td>
<td>$1+x$</td>
<td>$1+x+x^2$</td>
<td>$x+x^2$</td>
<td>$x$</td>
<td>$1+x^2$</td>
<td>$1$</td>
</tr>
<tr>
<td>$1+x^2$</td>
<td>0</td>
<td>$1+x^2$</td>
<td>$1$</td>
<td>$x^2$</td>
<td>$x$</td>
<td>$1+x+x^2$</td>
<td>$1+x$</td>
<td>$x+x^2$</td>
</tr>
<tr>
<td>$x+x^2$</td>
<td>0</td>
<td>$x+x^2$</td>
<td>$1+x+x^2$</td>
<td>$1$</td>
<td>$1+x^2$</td>
<td>$1+x$</td>
<td>$x$</td>
<td>$x^2$</td>
</tr>
<tr>
<td>$1+x+x^2$</td>
<td>0</td>
<td>$1+x+x^2$</td>
<td>$1+x^2$</td>
<td>$x$</td>
<td>$1$</td>
<td>$x+x^2$</td>
<td>$x^2$</td>
<td>$1+x$</td>
</tr>
</tbody>
</table>

2.1.5 Polynomial multiplication

Polynomial consists of variable and coefficients. A polynomial is known as univariate when it has only one variable. When a polynomial has multiple variable, we called it as multivariate polynomial. We write univariate polynomial as

$$P = a_0 + a_1 x^1 + \cdots + a_n x^n$$

where all coefficients $a_i$’s are in a ring $\mathcal{R}$ or in a field $\mathcal{F}$ and $x$ is a variable. The degree of a univariate polynomial is the highest power in $x$ that has nonzero coefficient. A monomial is a polynomial that has only one term.

Let $a \in \mathbb{F}[x]$ and $b \in \mathbb{F}[x]$ are two polynomials having degree less than $n$. Then by $\text{M}(n)$, we denote the number of operations required to multiply the polynomials $a$ and $b$.

The total degree of a monomial $x_1^{i_1} x_2^{i_2} \cdots x_n^{i_n}$ is $i_1 + i_2 + \cdots + i_n$, where $x_i$’s are variables and $j_i$’s are integers for $1 \leq i \leq n$. The degree of a multivariate polynomial is the highest total degree among all its monomials that has nonzero coefficient. The $(\mu_1, \ldots, \mu_n)$ weighted degree of the previous monomial is equal to $\sum_{k=1}^{n} \mu_k j_k$ where all $\mu_i$’s are integers for $1 \leq i \leq n$. The weighted degree of a multivariate polynomial is the highest weighted degree among all its monomials that have nonzero coefficient.

2.1.6 Matrix structure

In chapter 3 we explored structured property of our linear problem. In this section we gave example of two structured matrices.
A matrix whose form is
\[
\begin{bmatrix}
    l_{1,1} & 0 \\
    l_{2,1} & l_{2,2} \\
    t_{3,1} & l_{3,2} & \ddots \\
    \vdots & \vdots & \ddots & \ddots \\
    l_{n,1} & l_{n,2} & \ldots & l_{n,n-1} & l_{n,n}
\end{bmatrix}
\in \mathbb{F}^{n \times n}
\]
is known as lower triangular whereas a matrix having the form
\[
\begin{bmatrix}
    u_{1,1} & u_{1,2} & u_{1,3} & \ldots & u_{1,n} \\
    u_{2,2} & u_{2,3} & \ldots & \ldots & \vdots \\
    \ddots & \ddots & \ddots & \ddots & \vdots \\
    \vdots & \vdots & \ddots & \ddots & \ddots \\
    0 & & & \ldots & u_{n-1,n} \\
    & & & \ldots & u_{n,n}
\end{bmatrix}
\in \mathbb{F}^{n \times n}
\]
is known as upper triangular matrix.

A matrix is known as Toeplitz matrix when the elements on diagonals of a matrix are same. It looks like following
\[
\begin{bmatrix}
    t_0 & t_{-1} & t_{-2} & \ldots & \ldots & t_{-n+1} \\
    t_1 & t_0 & t_{-1} & \ddots & \vdots & \vdots \\
    t_2 & t_1 & \ddots & \ddots & \ddots & \vdots \\
    \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
    t_{n-1} & \ldots & \ldots & t_2 & t_1 & t_0
\end{bmatrix}
\in \mathbb{F}^{n \times n}.
\]

A matrix is known as Hankel matrix when the elements on antidiagonals of a matrix are same and looks like following
\[
\begin{bmatrix}
    h_0 & h_1 & h_2 & \ldots & \ldots & h_{n-1} \\
    h_1 & h_2 & h_3 & \ddots & \vdots & \vdots \\
    h_2 & h_3 & \ddots & \ddots & \ddots & \vdots \\
    \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
    \vdots & \ddots & h_{-(n-2)} & h_{-(n-1)} & h_{-(n-2)} & h_{-(n-1)} \\
    h_{n-1} & \ldots & \ldots & h_{-(n-1)} & h_{-n} & h_{-(n+1)}
\end{bmatrix}
\in \mathbb{F}^{n \times n}.
\]
These matrices can be represented in a compact form. Let $A$ is a Toeplitz matrix, and $Z$ is a matrix of the form

$$Z = \begin{bmatrix} 1 & 0 \\ 1 & 1 \\ \ddots \\ 0 & 1 \end{bmatrix} \in \mathbb{F}^{n \times n},$$

then we have

$$A = L[G_1]U[H_1^t] + L[G_2]U[H_2^t]$$

where

- $L[G_j]$ is a lower triangular Toeplitz matrix;
- $U[H_j^t]$ is a upper triangular Toeplitz matrix;

and

$$G_1 = \begin{bmatrix} t_0 \\ t_1 \\ \vdots \\ t_{n-1} \end{bmatrix}, \quad G_2 = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix}, \quad H_1 = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix}, \quad H_2 = \begin{bmatrix} 0 \\ t_{-1} \\ \vdots \\ t_{-n+1} \end{bmatrix}.$$

So we have

$$A - ZAZ^t = GH^t$$

where $Z - ZAZ^t$ is known as stain operator. Here the matrices $G$ and $H$ are known as generator matrices of $A$ and the rank of $G$ and $H$ are 2. A matrix is known as structured when the rank of its generator matrix is lower than the rank of that matrix. The rank of $A - ZAZ^t$ is known as displacement rank of $A$.
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Chapter 3

On the Complexity of Multivariate Interpolation with Multiplicities and of Simultaneous Polynomial Approximations

This chapter is published in the homonym paper with Claude-Pierre Jeannerod, Vincent Neiger, Éric Schost and Gilles Villard in the proceedings of ASCM12.

The interpolation step in the Guruswami-Sudan algorithm has attracted a lot of interest and it is now solved by many algorithms in the literature. This problem of interpolation with multiplicities has been generalized to multivariate polynomials, with links to the list-decoding of folded Reed-Solomon codes. Here, we present two approaches to address this multivariate interpolation which both boil down to solving a structured homogeneous linear system. The first approach has similarities with the derivation of Extended Key Equations presented in [39] while the second one corresponds to solving simultaneous polynomial approximations. In the special case of Reed-Solomon list-decoding, both our approaches have complexity $\tilde{O}(\ell^{\omega-1}m^2n)$, where $\ell, m, n$ are the list size and $\tilde{O}$ hide the logarithmic factor from traditional $O$ notation, the multiplicity and the number of sample points and $\omega$ is the exponent of matrix multiplication.
3.1 Introduction

In this paper, we consider a multivariate interpolation problem which originates from coding theory. In what follows, \( K \) is our base field and, in the coding theory context, \( s, \ell, m, n, k, b \) are respectively known as the number of variables, list size, multiplicity, code length, message length and as an agreement parameter (which is such that \( n - b/m \) is an upper bound on the number of errors that are allowed on a received word).

We stress here that we do not address the problem of choosing the parameters \( s, \ell, m \) with respect to \( n, k, b \), as is often done: in our context, these are all input parameters. Similarly, although we will mention them, we do not make some usual assumptions on these parameters; in particular, we do not make any assumption that ensures that our problem admits a solution: the algorithm will detect whether no solution exists.

Here and hereafter, bold face letters are used for vector objects; \( \deg_Y \) denotes the total degree (summation of exponents of all variables) with respect to variables \( Y = Y_1, \ldots, Y_s \) and \( \deg_X \) denotes the degree in a single variable \( X \).

**Problem 1. MultivariateInterpolation**

*Input:* positive integers \( s, \ell, m, n, k, b \); points \( \{(x_i, y_{i,1}, \ldots, y_{i,s})\}_{1 \leq i \leq n} \) in \( K^{s+1} \) with the \( x_i \)'s pairwise distinct.

*Output:* a polynomial \( Q \) in \( K[X,Y_1,\ldots,Y_s] \) satisfying the following conditions:

(i) \( Q \) is nonzero

(ii) \( \deg_Y(Q) \leq \ell \)

(iii) \( \deg_X(Q(X,X^kY_1,\ldots,X^kY_s)) < b \)

(iv) for \( 1 \leq i \leq n \), \( Q(x_i,y_{i,1},\ldots,y_{i,s}) = 0 \) with order at least \( m \).

We call conditions (ii), (iii) and (iv) the list-size condition, the weighted-degree condition and the vanishing condition, respectively. Here, we say that a point \( (x_i, y_{i,1}, \ldots, y_{i,s}) \) is a zero of \( Q \) of order at least \( m \) if the shifted polynomial \( Q(X + x_i, Y_1 + y_{i,1}, \ldots, Y_s + y_{i,s}) \) has no monomial of total degree less than \( m \). In characteristic zero, or larger than \( m \), this means that all derivatives of \( Q \) of order up to \( m - 1 \) vanish at \( (x_i, y_{i,1}, \ldots, y_{i,s}) \).

For \( j \) in \( \mathbb{N}^s \), with \( j = (j_1, \ldots, j_s) \), write \( |j| = j_1 + \cdots + j_s \). Let further \( \Gamma \subset \mathbb{N}^s \) be the set of all \( j \) in \( \mathbb{N}^s \) such that \( |j| \leq \ell \) and \( k|j| < b \). Then, defining

\[
N_j = b - k|j| > 0,
\]
we see that conditions (ii) and (iii) are equivalent to \( Q \) being written as

\[
Q(X, Y) = \sum_{j \in \Gamma} Q_j(X)Y^j, \quad \text{with } \deg(Q_j) < N_j \text{ for all } j,
\]

where we write \( Y^j \) to denote the \( s \)-variate monomial \( Y^j = Y_1^{j_1} \cdots Y_s^{j_s} \). For \( i \) in \( \mathbb{N}^s \) such that \(|i| < m\), let further

\[
M_i = n(m - |i|)
\]

and define finally

\[
M = \sum_{|i| < m} M_i = \left(\frac{s + m}{s + 1}\right)n \quad \text{and} \quad N = \sum_{|j| \in \Gamma} N_j.
\]

Then, under conditions (ii) and (iii), finding \( Q \) amounts to finding a non-trivial solution to a homogeneous linear system with \( N \) unknowns and \( M \) equations. It is customary to assume that \( N > M \), in order to guarantee the existence of a non-trivial solution; however, as said above, we do not make this assumption, since our algorithms do not require it.

This problem is a generalization to \( s \) variables \( Y_1, \ldots, Y_s \) of the interpolation step of list-decoding algorithms based on Sudan’s idea and its generalization by Guruswami and Sudan [36, 18]: Sudan’s algorithm corresponds to \( m = s = 1 \) and Guruswami-Sudan’s algorithm to \( s = 1 \). Multivariate interpolation problems, with \( s > 1 \), correspond for instance to Parvaresh-Vardy codes [29] or folded Reed-Solomon codes [17].

Our solution to Problem 1 relies on a reduction to a simultaneous approximation problem defined below, which generalizes Padé and Hermite-Padé approximation.

**Problem 2. Simultaneous Polynomial Approximations**

*Input:* positive integers \( \mu, \nu, (M'_0, \ldots, M'_{\mu-1}) \) and \( (N'_0, \ldots, N'_{\nu-1}) \) and polynomials \( (P_i, F_i)_{0 \leq i < \mu} \) in \( \mathbb{K}[X] \), such that for all \( i \), \( F_i = (F_{i,0}, \ldots, F_{i,\nu-1}) \), \( P_i \) is monic of degree \( M'_i \) and \( \deg(F_{i,j}) < M'_i \).

*Output:* polynomials \( Q = (Q_0, \ldots, Q_{\nu-1}) \) in \( \mathbb{K}[X] \) satisfying the following conditions:

(a) the \( Q_j \)'s are not all zero

(b) for \( 0 \leq j < \nu \), \( \deg(Q_j) < N'_j \),

(c) for \( 0 \leq i < \mu \), \( \sum_{0 \leq j < \nu} Q_j F_{i,j} = 0 \bmod P_i \).
We present two algorithms to solve the latter problem. Both involve a linearization of the univariate equations \((\text{c})\) into a homogeneous linear system over \(\mathbb{K}\); if we define

\[
M' = \sum_{0 \leq i < \mu} M'_i \quad \text{and} \quad N' = \sum_{0 \leq j < \nu} N'_j;
\]

then this system has \(M'\) equations in \(N'\) unknowns (remark that as above, we do not assume that \(N' > M'\)).

Our two algorithms amount to reformulating this set of equations as structured linear systems, which we solve using the algorithm given by Bostan, Jeanne~rod and Schost in [7]. The first approach, given in Section 3.5, follows the derivation of Extended Key Equations presented in the case \(s = 1, m = 1\) by Roth and Ruckenstein [32] and generalized to \(s = 1, m \geq 1\) by Zeh, Gentner and Augot [39]; the matrix of the system is mosaic-Hankel. In our second approach, presented in Section 3.6, the structured linear system is directly obtained from condition \((\text{c})\), without using key equations described in [39].

Both points of view lead to the same result, which says that Problem 2 can be solved in time quasi-linear in \(M'\), multiplied by a subquadratic term in \(\rho = \max(\mu, \nu)\). In the following theorems, and the rest of this paper, the soft-O notation \(O(\ )\) indicates that we omit polylogarithmic terms. The exponent \(\omega\) is so that we can multiply \(n \times n\) matrices using \(O(n^\omega)\) ring operations on any ring; the best known bound on \(\omega\) is \(\omega \leq 2.3727\) [12, 35, 38]. Finally, the function \(M\) is a multiplication time function for \(\mathbb{K}[X]\): \(M\) is such that polynomials of degree at most \(d\) in \(\mathbb{K}[X]\) can be multiplied in \(M(d)\) operations in \(\mathbb{K}\), and such that \(M\) satisfies the super-linearity properties of [14, Ch. 8]. It is known that \(M(d)\) can be taken in \(O(d \log(d) \log \log(d))\) [10].

**Theorem 3.** There exists a probabilistic algorithm that either computes a solution to Problem 2, or determines that none exists, using \(O(\rho^{\omega-1} M(M') \log(M')^2) \subset O^{*}(\rho^{\omega-1} M')\) operations in \(\mathbb{K}\), where \(\rho = \max(\mu, \nu)\).

The algorithm chooses \(O(M')\) elements in \(\mathbb{K}\); if these elements are chosen uniformly at random in a set \(S \subset \mathbb{K}\) of cardinality at least \(6(M' + 1)^2\), the probability of success is at least \(1/2\).

The probability analysis is a standard consequence of the Zippel-Schwartz lemma; as usual, the probability of success can be made arbitrarily close to one by increasing the size of \(S\) (this remark holds for all probabilistic algorithms mentioned below).

We will use Theorem 3 to solve Problem 1, which leads to the following result.
Theorem 4. There exists a probabilistic algorithm that either computes a solution to Problem 1, or determines that none exists, using $O(r^{\omega-1}M(M)\log(M)^2) \subset O^*(r^{\omega-1}M)$ operations in $\mathbb{K}$, where $r = \max(|\Gamma|, (s^m+1))$.

The algorithm chooses $O(M)$ elements in $\mathbb{K}$; if these elements are chosen uniformly at random in a set $S \subset \mathbb{K}$ of cardinality at least $6(M+1)^2$, the probability of success is at least $1/2$.

In order to understand this cost estimate, let us briefly discuss it under some usual assumptions on the input parameters:

$H_1 : m \leq \ell$,

$H_2 : \ell k < b$.

With regards to the first assumption, we mention that the case $m \geq \ell$ can easily be reduced to the case $m = \ell$ (see Lemma 6). The second assumption means that we do not take $\ell$ uselessly large: if $\ell k \geq b$, then the weighted-degree constraint implies that some of the coefficients $Q_j$ are identically zero.

Under these assumptions, $|\Gamma| = \binom{s+\ell}{s}$, so $r = \binom{s+\ell}{s}$, whereas $M = \binom{s+m}{s+1}n$. Assume for simplicity that $s$ is constant; then, $r$ and $M$ grow respectively like $\ell^s$ and $m^{s+1}n$. As a particular case, we obtain the following result, which discusses the Guruswami-Sudan algorithm with $s = 1$.

Corollary 5. Taking $s = 1$, if the parameters $\ell, m, n, k, b$ satisfy $H_1$ and $H_2$, there exists a probabilistic algorithm that computes a solution to Problem 1 using $O(\ell^{\omega-1}M(m^2n)\log(mn)^2)$ operations in $\mathbb{K}$, which is $O^*(\ell^{\omega-1}m^2n)$.

The algorithm chooses $O(m^2n)$ elements in $\mathbb{K}$; if these elements are chosen uniformly at random in a set $S \subset \mathbb{K}$ of cardinality at least $24m^4n^2$, the probability of success is at least $1/2$.

Notation. Regarding Problem 1, several univariate polynomials will be used repeatedly. The polynomial

$$G(X) = \prod_{i=1}^{n}(X - x_i),$$

is called the master polynomial associated to the $x_i$’s; we will also use the $s$-tuple $R = (R_1, \ldots, R_s)$ of Lagrange interpolation polynomials, defined by the conditions

$$\deg(R_j) < n \quad \text{and} \quad R_j(x_i) = y_{i,j}$$

for $1 \leq i \leq n$ and $1 \leq j \leq s$. 
Previous work. We are not aware of previous results specific to Problem 2, but several particular cases of it are well known. When all \( P_i \)’s are of the form \( X^{M_i} \), this problem becomes known as a simultaneous Hermite-Padé approximation problem or vector Hermite-Padé approximation problem \([3, 34]\). The case \( \mu = 1 \), with \( P_1 \) being given through its roots (and their multiplicities) is known as the M-Padé problem \([2]\).

Regarding Problem 1, previous results focus on the Guruswami-Sudan case \( s = 1 \); we summarize them in Table 3.1, in which we make assumptions \( H_1 \) and \( H_2 \). In some cases \([30, 1, 5, 11]\), the complexity was not stated quite exactly in our terms but the translation is straightforward.

For this case, the most significant factor in the running time is its dependency with respect to \( n \), with results either being cubic, quadratic, or quasi-linear. Then, under the assumption \( H_1 : m \leq \ell \), the second most important parameter is \( \ell \), followed by \( m \). In particular, our result in Corollary 5 compares favorably to the cost \( \mathcal{O}(\ell^\omega m n) \) from \([11]\), which was, to our knowledge, the best previous bound for this problem.

In the general case \( s \geq 1 \), the result in Theorem 4 improves as well on the best previously known bounds; we discuss those below.

<table>
<thead>
<tr>
<th>Sudan case (( m = 1 ))</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sudan ([36])</td>
<td>( \mathcal{O}(n^3) )</td>
</tr>
<tr>
<td>Roth-Ruckenstein ([32])</td>
<td>( \mathcal{O}(\ell n^2) )</td>
</tr>
<tr>
<td>Olshevsky-Shokrollahi ([27])</td>
<td>( \mathcal{O}(\ell n^2) )</td>
</tr>
<tr>
<td>This paper (probabilistic)</td>
<td>( \mathcal{O}(\ell^{\omega-1}M(n)\log(n)^2) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Guruswami-Sudan case (( m \geq 1 ))</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Guruswami-Sudan ([18])</td>
<td>( \mathcal{O}(m^6 n^3) )</td>
</tr>
<tr>
<td>Olshevsky-Shokrollahi ([27])</td>
<td>( \mathcal{O}(\ell m^4 n^2) )</td>
</tr>
<tr>
<td>Augot-Gentner-Zeh ([39])</td>
<td>( \mathcal{O}(\ell^4 m^4 n^2) )</td>
</tr>
<tr>
<td>Kötter / McEliece ([21, 23])</td>
<td>( \mathcal{O}(\ell^4 m^4 n^2) )</td>
</tr>
<tr>
<td>Reinhard ([30])</td>
<td>( \mathcal{O}(\ell^3 m^4 n^2) )</td>
</tr>
<tr>
<td>Lee-O’Sullivan ([22])</td>
<td>( \mathcal{O}(\ell^4 mn^2) )</td>
</tr>
<tr>
<td>Trifonov ([37]) (heuristic)</td>
<td>( \mathcal{O}(m^3 n^2) )</td>
</tr>
<tr>
<td>Alekhnovich ([1])</td>
<td>( \mathcal{O}(\ell^4 m^4 M(n) \log(n)) )</td>
</tr>
<tr>
<td>Beelen-Brander ([4])</td>
<td>( \mathcal{O}(\ell^3 M(\ell mn) \log(\ell mn)) )</td>
</tr>
<tr>
<td>Bernstein ([5])</td>
<td>( \mathcal{O}(\ell^2 M(\ell n) \log(\ell n)) )</td>
</tr>
<tr>
<td>Cohn-Heninger ([11])</td>
<td>( \mathcal{O}(\ell^2 M(mn) \log(\ell n)) )</td>
</tr>
<tr>
<td>This paper (probabilistic)</td>
<td>( \mathcal{O}(\ell^{\omega-1}M(m^2 n) \log(mn)^2) )</td>
</tr>
</tbody>
</table>

Table 3.1: Overview of previous results, \( s = 1 \).

Most previous algorithms rely on linear algebra, either over \( \mathbb{K} \) or over \( \mathbb{K}[X] \). Working over \( \mathbb{K} \), a natural idea is to rely on cubic-time general linear system solvers, as in Sudan’s and Guruswami-Sudan’s original papers. Several papers also cast the
problem in terms of Gröbner basis computation in $\mathbb{K}[X,Y]$, implicitly or explicitly: the incremental algorithms of $[21, 26, 23]$ are particular cases of the Buchberger-Möller algorithm $[24]$, while Alekhnovich’s algorithm $[1]$ is a divide-and-conquer change-of-order for bivariate ideals.

Yet another line of work $[32, 39]$ uses Feng-Tzeng’s linear system solver $[13]$, combined with a reformulation in terms of syndromes and key equations. We will use (and generalize to the case $s > 1$) some of these results in Section 3.5, but we will rely on the structured linear system solver of $[7]$ in order to prove our main results. Prior to our work, Olshevsky and Shokrollahi also used structured linear algebra techniques $[27]$, but it is unclear to us whether their encoding of the problem could lead to similar results as ours.

As said above, another approach rephrases the problem of computing $Q$ in terms of polynomial matrix computations, that is, as linear algebra over $\mathbb{K}[X]$; this was in particular the basis of the extensions to the multivariate cases $s > 1$ in $[9, 8]$. Starting from generators of an ad-hoc $\mathbb{K}[X]$-module (or polynomial lattice) that is known to contain a non-trivial $Q$, the algorithms in $[22, 9, 4, 8, 5, 11]$ compute a Gröbner basis of that lattice, or simply a short vector therein. To achieve quasi-linear time in $n$ (almost linear up to logarithmic factor), the algorithms in $[4, 8]$ use a short vector subroutine due to Alekhnovich $[1]$, while those in $[5, 11]$ rely on a (faster, but probabilistic) algorithm due to Giorgi, Jeannerod and Villard $[15]$. For a lattice of dimension $L$, with generators of degree at most $d$, that algorithm in $[4, 8]$ runs in time $O(L^2 M(d) \log(Ld))$. Note that a recent deterministic algorithm from $[16]$ achieves the same cost; this is the best result known to date.

Two main lattice constructions exist in the literature (Bernstein $[5]$ gives more refined constructions, better adapted to some choices of the parameters). Following $[9]$, we present them directly in the case $s \geq 1$; we give the cost bounds that can be obtained using the (fast) algorithms of $[15, 16]$ for lattice reduction. The first construction may be called *banded* (due to the shape of the generators it involves when $s = 1$); its generators derive from the polynomials $G$ and $R$ introduced before:

$$
\left\{ \left. G^i \prod_{r=1}^{s} (Y_r - R_r)^{j_r} \right| i > 0, \ b, j_1, \ldots, j_s \geq 0, \ i + |j| = m \right\}
\cup
\left\{ \left. \prod_{r=1}^{s} (Y_r - R_r)^{j_r} Y_r^{J_r} \right| j_1, \ldots, j_s \geq 0, \ J_1, \ldots, J_s \geq 0, \ |j| = m, \ |J| \leq \ell - m \right\},
$$

The second construction may be called *triangular*; its generators derive from the
polynomials

\[ \left\{ G_i \prod_{r=1}^{s}(Y_r - R_r)^{j_r} \right\} \begin{array}{l} i > 0, \ j_1, \ldots, j_s \geq 0, \ i + |j| = m \\ \bigcup \left\{ \prod_{r=1}^{s}(Y_r - R_r)^{j_r} \right\} \begin{array}{l} j_1, \ldots, j_s \geq 0, \ m \leq |j| \leq \ell \end{array} \right\} . \]

When \( s = 1 \), the first construction is used in [4, Remark 16] and [22, 11] and the second is used in [4, 5]; the latter also appears in [8] for \( s \geq 1 \). In both cases, the actual lattice bases are the coefficient vectors (in \( Y \)) of the polynomials \( h(X, X^k Y_1, \ldots, X^k Y_s) \), for \( h \) in either of the sets above.

For the banded basis, we have the following dimension and degree bounds, from [9]:

\[ L_b = \binom{s + m - 1}{s} + \binom{s + m - 1}{s - 1} \binom{s + \ell - m}{s} \quad \text{and} \quad d_b = O(mn); \]

in the triangular case, we have

\[ L_t = \binom{s + \ell}{s} \quad \text{and} \quad d_t = O(\ell n). \]

Under our assumption \( m \leq \ell \), we always have \( L_b \geq L_t \) and \( d_b \leq d_t \); when \( s = 1 \), we get \( L_b = L_t = \ell + 1 \). In both cases, we readily deduce the cost of finding a polynomial \( Q \) from [15, 16], respectively to \( O(L_b^{\omega} M(d_b) \log(L_b d_b)) \) and \( O(L_t^{\omega} M(d_t) \log(L_t d_t)) \).

For \( s = 1 \), these are the costs reported in [5, 11]. For \( s > 1 \), the costs reported in [9, 8] are worse, because the short vector algorithms used in those references are inferior to the ones we refer to. Under \( H_1 \) and \( H_2 \), and possibly neglecting logarithmic factors from \( O \) notation, the result in Theorem 4 is an improvement over those of both [9] and [8]. To see this, remark that the cost in our theorem is quasi-linear in \( \binom{s + \ell}{s} \omega^{-1} \binom{s + m}{s + 1} n \), whereas the costs in [9, 8] are at least \( \binom{s + \ell}{s} \omega mn \); a quick simplification proves our claim.

It is interesting to notice that the two main approaches discussed here — solving a linear system over \( \mathbb{K} \) or finding a short vector in a polynomial lattice \( \mathcal{L} \) — ultimately rely on the same assumptions to ensure success. We have already mentioned that under the linear algebra point of view, the assumption \( M < N \) ensures that Problem 1 admits a solution. For lattice-based methods, the list-size and vanishing conditions are consequences of belonging to the lattice; in order to guarantee that the shortest vector in the lattice \( \mathcal{L} \) will correspond to a polynomial \( Q \in \mathbb{K}[X, Y] \) that satisfies the
weighted-degree condition, the following condition must hold:
\[
\frac{\deg(\det(L))}{\dim L} < b.
\]
For both lattices described above, assuming as before \(m \leq \ell\), one can verify that this inequality can be rewritten
\[
\frac{1}{s+\ell} \left( \sum_{0 \leq |i| < m} n(m - |i|) + \sum_{0 \leq |j| \leq \ell} |j|^k \right) < b.
\]
This is precisely the assumption \(M < N\) seen before.

Outline of the paper. The next section briefly discusses the relevance of assumption \(H_1\). Then, after a reminder on algorithms for structured linear systems, we show how to reduce Problem 1 to Problem 2 in Section 3.4, then give two algorithms that both prove Theorem 3, in Sections 3.5 and 3.6.

3.2 Preliminaries: assumption \(H_1\)

In this very brief section, we discuss assumption \(H_1\) that was introduced previously for Problem 1. In Theorem 4, we do not make any assumption on \(m\) and \(\ell\), but we mentioned that assumption \(H_1\), that is, \(m \leq \ell\) is mostly harmless. The following lemma substantiates this claim, by showing that the case \(m \geq \ell\) can be reduced to the case \(m = \ell\). As mentioned in the introduction, we denote by \(G\) the master polynomial \(\prod_{1 \leq i \leq n}(X - x_i)\).

Lemma 6. Suppose that \(m \geq \ell\). Then, if \(b < n(m - \ell)\), Problem 1 with parameters \((s, \ell, m, n, k, b)\) has no solution. Else, the solutions to that problem are exactly the polynomials of the form \(Q = Q^* G^{m-\ell}\), where \(Q^*\) is a solution to Problem 1 with parameters \((s, \ell, \ell, n, k, b - n(m - \ell))\).

Proof. Let \(Q\) be a solution to Problem 1 with parameters \((s, \ell, m, n, k, b)\). We claim that \(b \geq n(m - \ell)\), that \(G^{m-\ell}\) divides \(Q\), and that \(Q^* = Q/G^{m-\ell}\) is a solution to Problem 1 with parameters \((s, \ell, \ell, n, k, b - (m - \ell))\).

Let \(i\) be in \(\{1, \ldots, n\}\). By condition (iv), \(Q_i = Q(X + x_i, Y_1 + y_{i,1}, \ldots, Y_s + y_{i,s})\) has no monomial of total degree less than \(m\). By condition (ii), every monomial in \(Q_i\) has degree at most \(\ell\) in \(Y\), so each such monomial is a multiple of \(X^{m-\ell}\). Shifting back the coordinates, and considering all \(i\)'s in \(\{1, \ldots, n\}\) proves the first claim.
Let then $Q^* = Q/G^{m-\ell}$. This polynomial is nonzero, has degree at most $\ell$ in $Y$, and

$$Q^*(X, X^kY_1, \ldots, X^kY_s) = Q(X, X^kY_1, \ldots, X^kY_s)/G^{m-\ell}.$$  

Since the numerator on the right-hand side has degree less than $b$, and $Q^*$ is nonzero we must in particular have $b \geq n(m - \ell)$, as claimed. Besides, for $1 \leq i \leq n$, the remarks above show that $Q^*(x_i, y_{i,1}, \ldots, y_{i,s}) = 0$ with multiplicity $\ell$. Thus, $Q^*$ is a solution to Problem 1 with parameters $(s, \ell, \ell, n, k, b - n(m - \ell))$.

Conversely, let $Q'$ be any solution to Problem 1 with parameters $(s, \ell, \ell, n, k, b - n(m - \ell))$. Proceeding as in the previous paragraphs, one easily verifies that $Q' G^{m-\ell}$ is a solution to the problem with parameters $(s, \ell, m, n, k, b)$, so the proof is complete.

\[\square\]

### 3.3 Solving structured linear systems

Our main algorithms rely on solving linear systems over $\mathbb{K}$. In this section, we briefly review useful concepts and results related to displacement rank techniques. While these techniques can handle systems with several kinds of structure, we will only need (and discuss) those related to Toeplitz-like and Hankel-like systems (explained in chapter 2); for a more comprehensive treatment, the reader may consult [28].

Let $M$ be a positive integer and let $Z_M \in \mathbb{K}^{M \times M}$ be the square matrix with ones on the subdiagonal and zeros elsewhere:

$$Z_M = \begin{bmatrix} 0 & 0 & \cdots & 0 & 0 \\ 1 & 0 & \cdots & 0 & 0 \\ 0 & 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 & 0 \end{bmatrix} \in \mathbb{K}^{M \times M}.$$  

Given two integers $M, N$, consider the following operators:

$$\Delta_{M,N} : \mathbb{K}^{M \times N} \to \mathbb{K}^{M \times N}$$

$$A \mapsto A - Z_M A Z_N^T$$

and

$$\Delta'_{M,N} : \mathbb{K}^{M \times N} \to \mathbb{K}^{M \times N}$$

$$A \mapsto A - Z_M A Z_N.$$
which subtract from $A$ its translate one place along the diagonal, resp. along the anti-diagonal.

Let us discuss $\Delta_{M,N}$ first. If $A$ is a Toeplitz matrix, that is, invariant along diagonals, $\Delta_{M,N}(A)$ has rank at most two. As it turns out, Toeplitz systems can be solved much faster than general linear systems, in quasi-linear time in $M$. The main idea behind algorithms for structured matrices is to extend these algorithmic properties to those matrices $A$ for which the rank of $\Delta_{M,N}(A)$ is small, in which case we call $A$ Toeplitz-like. Below, this rank will be called the displacement rank of $A$ (with respect to $\Delta_{M,N}$).

Two matrices $(V, W)$ in $K^{M\times\alpha} \times K^{\alpha\times N}$ will be called a generator of length $\alpha$ for $A$ with respect to $\Delta_{M,N}$ if $\Delta_{M,N}(A) = VW$. For the structure we are considering, one can recover $A$ from its generators; in particular, one can use a generator of length $\alpha$ as a way to represent $A$ using $\alpha(M + N)$ field elements. One of the main aspects of structured linear algebra algorithms is to use generators as a compact data structure throughout the whole process.

Up to now, we only discussed the Toeplitz structure. Hankel-like matrices are those which have a small displacement rank with respect to $\Delta'_{M,N}$, that is, those matrices $A$ for which the rank of $\Delta'_{M,N}(A)$ is small. As far as solving the system $Au = 0$ is concerned, this case can be easily reduced to the Toeplitz-like case. Define $B = AJ_N$, where $J_N$ is the reversal matrix of size $N$, all entries of which are zero, except the anti-diagonal which is set to one. Then, one easily checks that the displacement rank of $A$ with respect to $\Delta'_{M,N}$ is the same as the displacement rank of $B$ with respect to $\Delta_{M,N}$, and that if $(V, W)$ is a generator for $A$ with respect to $\Delta'_{M,N}$, $(V, WJ_N)$ is a generator for $B$ with respect to $\Delta_{M,N}$. Using the algorithm for Toeplitz-like matrices gives us a solution $v$ to $Bv = 0$, from which we deduce that $u = J_Nv$ is a solution to $Au = 0$.

In this paper, we will not enter the details of algorithms for solving such structured systems. The main result we will rely on is the following proposition, a minor extension of a result by Bostan, Jeannerod and Schost [7], which features the best known complexity for this kind of task, to the best of our knowledge. This algorithm is based on previous work of Bitmead-Anderson [6], Morf [25], Kaltofen [20] and Pan [28], and is probabilistic (it depends on the choice of some parameters in the base field, and success is ensured provided these parameters avoid a strict hypersurface of the parameter space).

The proof of the following proposition occupies the rest of this section. Remark that some aspects of this statement could be improved (for instance, we could re-
duce the cost so that it only depends on $M$, not $\max(M, N)$, but that would be inconsequential for the applications we make of it.

**Proposition 7.** Given a generator $(V, W)$ of length $\alpha$ for a matrix $A \in \mathbb{K}^{M \times N}$, with respect to either $\Delta_{M,N}$ or $\Delta'_{M,N}$, one can find a non-zero element in the nullspace of $A$, or determine that none exists, by a probabilistic algorithm that uses $O(\alpha^{\omega - 1} M(P) \log(P)^2)$ operations in $\mathbb{K}$, with $P = \max(M, N)$.

The algorithm chooses $O(P)$ elements in $\mathbb{K}$; if these elements are chosen uniformly at random from a set $S \subset \mathbb{K}$ of cardinality at least $6P^2$, the probability of success is at least $1/2$.

**Square matrices.** In all that follows, we consider only the operator $\Delta_{M,N}$, since we already pointed out that the case of $\Delta'_{M,N}$ can be reduced to it at no extra cost.

When $M = N$, we use directly [7, Theorem 1], which gives the running time reported above. That result does not explicitly state which solution we obtain, as it is written for general non-homogeneous systems. Here, we want to make sure we obtain a nonzero nullspace element (if one exists), so slightly more details are needed.

The algorithm in that theorem chooses $3M - 2$ elements in $\mathbb{K}$, the first $2M - 2$ of which are used to precondition $A$ by giving it generic rank profile; this is the case when these parameters avoid a hypersurface of $\mathbb{K}^{2M - 2}$ of degree at most $M^2 + M$.

Assume this is the case. Then, the output vector $u$ is obtained in a parametric form as $u = \ell(u')$, where $u'$ consists of another set of $M$ parameters chosen in $\mathbb{K}$ and $\ell$ is a surjective linear mapping with image the nullspace $\ker(A)$ of $A$. If $\ker(A)$ is trivial, the algorithm returns the zero vector in any case, which is correct. Otherwise, the set of vectors $u'$ such that $\ell(u') = 0$ is contained in a hyperplane of $\mathbb{K}^{M}$, so it is enough to choose $u'$ outside of that hyperplane to ensure success.

Using the Zippel-Schwartz lemma and the obvious upper bound $M^2 + M + 1 \leq 3M^2$, we conclude that if we choose all parameters uniformly at random in a subset $S$ of $\mathbb{K}$ of cardinality at least $6M^2$, the algorithm succeeds with probability at least $1/2$.

**Wide matrices.** Suppose now that $M < N$, so that the system is underdetermined. We add $N - M$ zero rows on top of $A$, obtaining an $N \times N$ matrix $A'$. Applying the algorithm for the square case to $A'$, we will obtain a nullspace element $u$ for $A'$ and thus $A$, since these nullspaces are the same. In order to do so, we need to construct a generator for $A'$ from the generator $(V, W)$ we have for $A$: one simply takes $(V', W)$, where $V'$ is the matrix in $\mathbb{K}^{N \times \alpha}$ obtained by adding $N - M$ zero rows on top of $V$. 
**Tall matrices.** Suppose finally that $M > N$. This time, we build the matrix $A' \in \mathbb{K}^{M \times M}$ by adjoining $M - N$ zero columns to $A$ on the left. The generator $(V, W)$ of $A$ can be turned into a generator of $A'$ by simply adjoining $M - N$ zero columns to $W$ on the left. We then solve the system $A's = 0$, and return the vector $u$ obtained by discarding the first $M - N$ entries of $s$.

The cost of this algorithm fits into the requested bound; all that remains to see is that we obtain a nonzero vector in the nullspace $\ker(A)$ of $A$ with nonzero probability. Indeed, the nullspaces of $A$ and $A'$ are now related by the equality $\ker(A') = \mathbb{K}^{M-N} \times \ker(A)$. We mentioned earlier that in the algorithm for the square case, the solution $s$ to $A's = 0$ is obtained in parametric form, as $s = \ell(s')$ for $s' \in \mathbb{K}^M$, with $\ell$ a surjective mapping $\mathbb{K}^M \to \ker(A')$. Composing with the projection $\pi : \ker(A') \to \ker(A)$, we obtain a parametrization of $\ker(A)$ as $u = (\pi \circ \ell)(s')$. The error probability analysis is then the same as in the square case.

### 3.4 Reducing Problem 1 to Problem 2

In this section, we show how instances of Problem 1 can be reduced to instances of Problem 2. The main technical ingredient, stated in Lemma 8 below, generalizes to any $s \geq 1$ the one given for $s = 1$ by Zeh, Gentner, and Augot in [39, Proposition 3]. To prove it, we use the same steps as in [39]; we rely on the notion of Hasse derivatives, which allow us to write Taylor expansions in positive characteristic (see for instance Hasse [19] or Roth [31, pp. 87, 276]).

In what follows, comparison and addition of $s$-tuples of integers are defined componentwise. For example, writing $i \leq j$ is equivalent to $i_k \leq j_k$ for $k = 1, \ldots, s$, and $i - j$ denotes $(i_1 - j_1, \ldots, i_s - j_s)$). Similarly, if $y = (y_1, \ldots, y_s)$ is in $\mathbb{K}[X]^s$ then $Y - y = Y_1 - y_1, \ldots, Y_s - y_s$. Finally, for products of binomial coefficients, we shall write

$$\binom{j}{i} = \binom{j_1}{i_1} \cdots \binom{j_s}{i_s}.$$  

Note that this coefficient is zero when $i \nleq j$; note also that the monomial $Y^i$ has total degree $\deg_Y(Y^i) = |i| = i_1 + \cdots + i_s$.

If $A$ is any commutative ring with unity and $A[Y]$ denotes the ring of polynomials in $Y_1, \ldots, Y_s$ over $A$, then for a polynomial $P(Y) = \sum_j P_j Y^j$ in $A[Y]$ and a multi-index $i$ in $\mathbb{N}^s$, the order-$i$ Hasse derivative of $P$ is the polynomial $P^{[i]}$ in $A[Y]$ defined
by
\[ P^{[i]} = \sum_{j \geq i} \binom{j}{i} P_j Y^{j-i}. \]
The Hasse derivative satisfies the following property (Taylor expansion): for all \( a \) in \( \mathbb{A}^s \),
\[ P(Y) = \sum_i P^{[i]}(a)(Y-a)^i. \]
The following lemma shows how Hasse derivatives can help rephrase the vanishing condition (iv) of Problem 1. Below, the polynomials \( G \) and \( R \) are as defined in the introduction.

**Lemma 8.** For any polynomial \( Q \) in \( \mathbb{K}[X,Y] \), \( Q \) satisfies the vanishing condition (iv) of Problem 1 if and only if for all \( i \) in \( \mathbb{N}^s \) such that \( |i| < m \),
\[ Q^{[i]}(X,R) = 0 \text{ mod } G^{m-|i|}. \]

**Proof.** Since the \( x_r \)'s defining \( G = \prod_{r=1}^n (X-x_r) \) are pairwise distinct, it suffices to prove, for \( 1 \leq r \leq n \), the following equivalence for the point \( (x_r, y_r) \): \( Q(x_r, y_r) = 0 \) with order at least \( m \) if and only if for all \( i \) in \( \mathbb{N}^s \) such that \( |i| < m \), \( Q^{[i]}(X,R) = 0 \text{ mod } (X-x_r)^{m-|i|} \). Now, up to a shift one can assume that this point is \( 0 \in \mathbb{K}^{s+1} \); in other words, it suffices to show that for \( R(0) = 0 \in \mathbb{K}^s \), we have \( Q(0,0) = 0 \) with order at least \( m \) if and only if, for all \( i \) in \( \mathbb{N}^s \) such that \( |i| < m \), \( X^{m-|i|} \) divides \( Q^{[i]}(X,R) \).

Assume first that \( 0 \in \mathbb{K}^{s+1} \) is a root of \( Q \) of order at least \( m \). Then, \( Q(X,Y) = \sum_j Q_j Y^j \) has only monomials of total degree at least \( m \), so that for \( j \geq i \), each nonzero \( Q_j Y^{j-i} \) has only monomials of total degree at least \( m - |i| \). Now, \( R(0) = 0 \in \mathbb{K}^s \) implies that \( X \) divides each component of \( R \). Consequently, \( X^{m-|i|} \) divides \( Q_j Y^{j-i} \) for each \( j \geq i \), and thus \( Q^{[i]}(X,R) \) as well.

Conversely, let us assume that for all \( i \) in \( \mathbb{N}^s \) such that \( |i| < m \), \( X^{m-|i|} \) divides \( Q^{[i]}(X,R) \), and show that \( Q \) has no monomial of total degree less than \( m \). Writing the Taylor expansion of \( Q \) with \( \mathbb{A} = \mathbb{K}[X] \) and \( a = R \), we obtain
\[ Q(X,Y) = \sum_i Q^{[i]}(X,R)(Y-R)^i. \]

Each component of \( R \) being a multiple of \( X \), we deduce that for the multi-indices \( i \) such that \( |i| \geq m \) every nonzero monomial in \( Q^{[i]}(X,R)(Y-R)^i \) has total degree
at least $m$. Using our assumption, the same conclusion follows for the multi-indices such that $|\mathbf{i}| < m$.

For $\mathbf{i}$ in $\mathbb{N}^s$, with $|\mathbf{i}| < m$, define the polynomials

$$P_{\mathbf{i}} = G^{m-|\mathbf{i}|}$$

as well as $F_{\mathbf{i}} = (F_{\mathbf{i},j})_{j \in \Gamma}$, with

$$F_{\mathbf{i},j} = \left(\binom{j_1}{i_1} R^{j_1-i_1} \mod P_{\mathbf{i}} = \left(\binom{j_1}{i_1} R^{j_1-i_1} \right) \mod P_{\mathbf{i}}. $$

Then, the previous lemma implies that $Q$ satisfies properties (ii)-(iv) if and only if it can be written as $Q = \sum_{j \in \Gamma} Q_j Y^j$, with $\deg(Q_j) < N$ for all $j$ and, for all $\mathbf{i}$ in $\mathbb{N}^s$ such that $|\mathbf{i}| < m$,

$$\sum_{j \in \Gamma} Q_j F_{\mathbf{i},j} = 0 \mod P_{\mathbf{i}}.$$

The latter conditions express the problem of finding such a $Q$ as an instance of Problem 2. In order to make the reduction completely explicit, define further

$$\mu = \binom{s + m - 1}{s}, \quad \nu = |\Gamma|,$$

and choose arbitrary orders on the set of indices $\{ \mathbf{i} \in \mathbb{N}^s \mid |\mathbf{i}| < m \}$ and $\Gamma$, that is, bijections

$$\phi : \{0, \ldots, \mu - 1\} \to \{ \mathbf{i} \in \mathbb{N}^s \mid |\mathbf{i}| < m \} \quad \text{and} \quad \psi : \{0, \ldots, \nu - 1\} \to \Gamma.$$

To $i$ in $\{0, \ldots, \mu - 1\}$, we can then associate $M'_i = M_{\phi(i)}$, and similarly to $j$ in $\{0, \ldots, \nu - 1\}$ we associate $N'_j = N_{\psi(j)}$; we also set $P'_{\mathbf{i}} = P_{\phi(i)}$ and $F'_{\mathbf{i},j} = F_{\phi(i),\psi(j)}$.

**Proposition 9.** Let $(s, \ell, m, n, k, b)$ be parameters for Problem 1, and let the parameters $\mu, \nu, M' = (M'_0, \ldots, M'_{\mu-1}), N' = (N'_0, \ldots, N'_{\nu-1})$ be as above.

Then, one can reduce an instance of Problem 1 with parameters $(s, \ell, m, n, k, b)$ to an instance of Problem 2 with parameters $(\mu, \nu, M', N')$ and input polynomials $(P'_{\mathbf{i}}, F'_{\mathbf{i}})$ using $O(r M(M) \log(M))$ operations in $\mathbb{K}$, where we write $r = \max(\binom{s + m - 1}{s}, |\Gamma|) = \max(\mu, \nu)$.

**Proof.** The only thing left to do is the complexity analysis. First, we need to compute $P_{\mathbf{i}} = G^{m-|\mathbf{i}|}$ for every $\mathbf{i}$ such that $|\mathbf{i}| < m$. This involves only $m$ different polynomials,
namely $G,\ldots,G^m$, so it can be done using $O(mM(mn))$ operations; this will be dominated by the cost of the third step below.

Then, we have to compute the interpolation polynomials $R = (R_1,\ldots,R_s)$ (using Lagrange Interpolation). Each of them can be computed in $O(M(n)\log(n))$ operations in $\mathbb{K}$, for a total of $O(sM(n)\log(n))$, which is $O(sM(M)\log(M))$. We have $|\Gamma| \geq s$, so that this cost is $O(rM(M)\log(M))$, except in the extreme case when $\Gamma = \{(0, \ldots, 0)\}$, so that $|\Gamma| = 1$; in that case, however, we need not compute $R$ and we can omit the cost of interpolation.

Finally, we compute $F_{i,j} \mod P_i$ for every $i,j$. This is done by fixing $i$ and computing all products $F_{i,j} \mod P_i$ incrementally, starting from $R_1,\ldots,R_s$. Each product takes $O(M(M_i))$ operations in $\mathbb{K}$. Summing over all $j$ leads to a cost of $O(|\Gamma|\log(M_i))$ per index $i$. Summing over all $i$ and using the super-linearity of $M$ leads to a total cost of $O(|\Gamma|M(M))$, which is $O(rM(M))$. \hfill \Box

Thus, in order to prove Theorem 4, it is enough to prove Theorem 3: in view of the cost reported in Theorem 3 for solving the linear system, the cost of reduction given above will always be negligible.

### 3.5 Solving Problem 2 through a mosaic-Hankel linear system

In this section, we give our first solution to Problem 2, thereby proving Theorem 3.

This approach extends to arbitrary $s$ the derivation of Extended Key Equations presented in \cite{32,39} for $s = 1$; contrary to those references, however, we apply the algorithm of Section 3.3 to solve the resulting mosaic-Hankel linear system, since it features the best cost we are aware of for this task.

We consider input polynomials $(P_i, F_i)_{0 \leq i < \mu}$ with, for all $i$, $P_i$ monic of degree $M_i'$ and $F_i$ a vector of $\nu$ polynomials $(F_{i,0},\ldots,F_{i,\nu-1})$, all of degree less than $M_i'$. Given degree bounds $N_0',\ldots,N_{\nu-1}'$, we look for polynomials $Q = (Q_0,\ldots,Q_{\nu-1})$ in $\mathbb{K}[X]$ such that the following holds:

(a) the $Q_j$’s are not all zero

(b) for $0 \leq j < \nu$, $\deg(Q_j) < N_j'$

(c) for $0 \leq i < \mu$, $\sum_{0 \leq j < \nu} Q_j F_{i,j} = 0 \mod P_i$. 


Our goal here is to linearize the problem into a linear system involving $M'$ linear equations with $N'$ unknowns. Let us start by making a few simplifying assumptions.

- We can assume without loss of generality that for all $i$ in $\{0, \ldots, \mu - 1\}$, the vector of polynomials $F_i$ is not identically zero: if that were the case, the corresponding equation would become $0 = 0$, and could be discarded.

- Without loss of generality, we may as well assume that $N' \leq M' + 1$. Indeed, if $N' \geq M' + 1$, the instance of Problem 2 we are considering has more unknowns than equations. We may set the last $N' - (M' + 1)$ unknowns to zero, while keeping the system underdetermined. This simply amounts to replacing the degree bounds $N'_0, \ldots, N'_{\nu - 1}$ by $N''_0, \ldots, N''_{\nu' - 2}, N''_{\nu' - 1}$, for $\nu' \leq \nu$ and $N''_{\nu' - 1} \leq N'_{\nu' - 1}$ such that $N'_0 + \cdots + N'_{\nu - 2} + N''_{\nu' - 1} = M' + 1$. In particular, $\nu$ may only decrease through this process.

In what follows, we will work with the reversals of the polynomials $P_i$ and $F_i$, defined by

$$\overline{P}_i = X^{M'_i}P_i(X^{-1}) \quad \text{and} \quad \overline{F} = (\overline{F}_{i,j})_{i,j}, \quad \text{with} \quad \overline{F}_{i,j} = X^{M'_i - 1}F_{i,j}(X^{-1}).$$

Similarly, for $j$ in $\{0, \ldots, \nu - 1\}$, we associate to the unknown polynomial $Q_j$ its reversal $\overline{Q}_j = X^{N'_j}Q_j(X^{-1})$. For $i$ and $j$ as above, we define further

$$\delta_i = M'_i + \max\{N'_j \mid j \in \{0, \ldots, \nu - 1\}, F_{i,j} \neq 0\} - 1 \quad \text{and} \quad \gamma_{i,j} = \delta_i - (M'_i + N'_j - 1) \geq 0.$$

Since all $N'_j$'s are positive, and since by assumption we take the maximum of a non-empty set, the inequality $\delta_i \geq M'_i$ holds for all $i$. Finally, for all $i, j$, we define $S_{i,j}$ as

$$S_{i,j} = \frac{X^{\gamma_{i,j}}\overline{F}_{i,j}}{\overline{P}_i} \mod X^{\delta_i};$$

we see $S_{i,j}$ as an element of $\mathbb{K}[X]$, which is valid since $\gamma_{i,j} \geq 0$ and $\overline{P}_i$ is a unit modulo $X^{\delta_i}$.

**Lemma 10.** Suppose that $Q = (Q_0, \ldots, Q_{\nu - 1})$ satisfies (b). Then, $Q$ satisfies condition (c) if and only if for all $i$ in $\{0, \ldots, \mu - 1\}$, there exists a polynomial $T_i$ in $\mathbb{K}[X]$ such that

$$\sum_{0 \leq j < \nu} \overline{Q}_j S_{i,j} = T_i \mod X^{\delta_i} \quad \text{and} \quad \deg(T_i) < \delta_i - M'_i. \quad (3.3)$$
Proof. Condition (c) holds if and only if for all \(i\) in \(\{0, \ldots, \mu - 1\}\), there exists a polynomial \(B_i\) in \(\mathbb{K}[X]\) such that

\[
\sum_{0 \leq j < \nu} Q_j F_{i,j} = B_i P_i. \tag{3.4}
\]

For all \(i, j\), the summand \(Q_j F_{i,j}\) has degree less than \(N'_j + M'_i - 1\), so the left-hand term above has degree less than \(\delta_i\). Since \(P_i\) has degree \(M'_i\), this implies that whenever a polynomial \(B_i\) as above exists, we must have \(\deg(B_i) < \delta_i - M'_i\). Now, by substituting \(1/X\) for \(X\) and multiplying by \(X^{\delta_i-1}\) we can rewrite the identity in (3.4) as

\[
\sum_{0 \leq j < \nu} Q_j F_{i,j} X^{\gamma_{i,j}} = T_i P_i, \tag{3.5}
\]

where \(T_i\) is the polynomial of degree less than \(\delta_i - M'_i\) given by \(T_i = X^{\delta_i - M'_i - 1} B_i(X^{-1})\). Since the degrees of both sides of (3.5) are less than \(\delta_i\), one can consider the above identity modulo \(X^{\delta_i}\) without loss of generality, and since \(P_i(0) = 1\) one can further divide by \(P_i\) modulo \(X^{\delta_i}\). This shows that (3.5) is equivalent to the identity in (3.3) and the proof is complete. \(\square\)

Following [32, 39], we are going to rewrite the latter conditions as a linear system in the coefficients of the polynomials \(Q\), eliminating the unknowns \(T_i\) from the outset. Let us first define the coefficient vector of a vector \(Q = (Q_0, \ldots, Q_{\nu-1})\) that satisfies (b). For any such polynomials, and for any \(j\) in \(\{0, \ldots, \nu - 1\}\), we denote by

\[
x_j = \left[Q_j^{(0)}, Q_j^{(1)}, \ldots, Q_j^{(N'_j - 1)}\right]^T \in \mathbb{K}^{N'_j}
\]

the vector of coefficients of \(Q_j\) and we define the coefficient vector of \(Q\) as the column vector in \(\mathbb{K}^{N'}\) obtained by concatenating \(x_0, \ldots, x_{\nu-1}\).

For \(i\) in \(\{0, \ldots, \mu - 1\}\) and \(j\) in \(\{0, \ldots, \nu - 1\}\), let also \(S_{i,j}^{(0)}, S_{i,j}^{(1)}, \ldots\) be the coefficients of \(S_{i,j}\). Using these coefficients, we define the Hankel matrix

\[
A_{i,j} = [A_{i,j}^{u,v}]_{0 \leq u < M'_i, 0 \leq v < N'_j} = [S_{i,j}^{(u+v+\gamma_{i,j})}]_{0 \leq u < M'_i, 0 \leq v < N'_j} \in \mathbb{K}^{M'_i \times N'_j},
\]

and the mosaic-Hankel matrix \(A = [A_{i,j}]_{0 \leq i < \mu, 0 \leq j < \nu} \in \mathbb{K}^{M' \times N'}\).

**Lemma 11.** A nonzero vector of \(\mathbb{K}^{N'}\) is in the nullspace of \(A\) if and only if it is the coefficient vector of a solution \(Q\) to Problem 2.

**Proof.** It is sufficient to consider a polynomial vector \(Q\) that satisfies (b). Then,
looking at the high-degree terms in equations (3.3), we see that condition (c) is equivalent to the following system of so-called Extended Key Equations: for all $i$ in \{0, \ldots, \mu - 1\} and all $\delta$ in \{\delta_i - M'_i, \ldots, \delta_i - 1\},

$$\sum_{0 \leq j < \nu} \sum_{0 \leq r < N'_j} Q_j^{(N'_j-1-r)} S_{i,j}^{(\delta-r)} = 0.$$ 

The matrix obtained by considering all these equations is precisely $A$.

We will use the algorithm of Section 3.3 to find a nullspace element for $A$, with respect to the displacement operator $\Delta'_{M',N'}$. Not only do we need to prove that the displacement rank of $A$ with respect to $\Delta'_{M',N'}$ is not too large, we also have to compute generators for $A$, that is, matrices $V$ and $W$ such that $A - Z_{M'} A Z_{N'} = V W$. We will see that here, computing these generators boils down to computing the coefficients of the polynomials $S_{i,j}$.

The cost incurred by computing these generators is summarized in the following lemma; combined with Lemma 11 and Proposition 7, this proves Theorem 3.

**Lemma 12.** The displacement rank of $A$ with respect to $\Delta'_{M',N'}$ is at most $\mu + \nu$. Furthermore, one can compute generators for $A$ using $O((\mu + \nu)M(M'))$ operations in $K$.

**Proof.** We are going to exhibit two matrices $V \in K^{M' \times (\mu + \nu)}$ and $W \in K^{(\mu + \nu) \times N'}$ such that $A - Z_{M'} A Z_{N'} = V W$. Because of the structure of $A$, at most $\mu$ rows and $\nu$ columns of the matrix $A - Z_{M'} A Z_{N'} = A - (A$ shifted left and down by one unit) are nonzero. More precisely, only the first row and the last column of each $(M'_i \times N'_j)$ block of this matrix can be nonzero. Indexing the rows, resp. columns, of $A - Z_{M'} A Z_{N'}$ from 0 to $M' - 1$, resp. from 0 to $N' - 1$, only the $\mu$ rows with indices of the form $r_i = \sum_{\nu < i} M'_i$, for $i = 0, \ldots, \mu - 1$, can be nonzero, and only the $\nu$ columns with indices of the form $c_j = -1 + \sum_{j' \leq j} N'_j$, for $j = 0, \ldots, \nu - 1$, can be nonzero.

For any integers $0 \leq i < K$, define $O_{i,K} = [0 \cdots 0 1 0 \cdots 0]^T \in K^K$ with 1 at position $i$, and

$$O^{(V)} = [O_{r_i,M'_i}]_{0 \leq i < \mu} \in K^{M' \times \mu}, \quad O^{(W)} = [O_{c_j,N'_j}]_{0 \leq j < \nu} \in K^{\nu \times N'}.$$ 

For given $i$ in \{0, \ldots, \mu - 1\} and $j$ in \{0, \ldots, \nu - 1\}, we will consider $v_{i,j} \in K^{M'_i \times 1}$ and $w_{i,j} \in K^{1 \times N'_j}$ which are respectively the last column and the first row of the block $(i, j)$ in $A - Z_{M'} A Z_{N'}$, up to a minor point: the first entry of $v_{i,j}$ is set to zero. Their
coefficients
\[ v_{i,j} = [v_{i,j}^{(r)}]_{0 \leq r < M'_i} \quad \text{and} \quad w_{i,j} = [w_{i,j}^{(r)}]^T_{0 \leq r < N'_j} \]
are as follows:
\[
v_{i,j}^{(r)} = \begin{cases} 
0 & \text{if } r = 0 \\
A_{i,j}^{r,N'_j-1} - A_{i,j+1}^{r-1,0} & \text{otherwise,}
\end{cases}
\]
\[
w_{i,j}^{(r)} = \begin{cases} 
A_{i,j}^{0,r} - A_{i-1,j}^{M'_i-1,r+1} & \text{if } r < M'_i - 1 \\
A_{i,j}^{0,M'_i-1,0} - A_{i-1,j+1}^{M'_i-1,1} & \text{if } r = M'_i - 1.
\end{cases}
\]
Note that here, we use the convention that an indexed object is zero when the index is out of the allowed bounds for this object.

Then, we define \( V_j \) and \( W_i \) as
\[
V_j = \begin{bmatrix} v_{0,j} \\
\vdots \\
v_{\mu-1,j} \end{bmatrix} \in \mathbb{K}^{M' \times 1} \quad \text{and} \quad W_i = [w_{i,0} \cdots w_{i,\nu-1}]_{0 \leq j < \nu} \in \mathbb{K}^{1 \times N'},
\]
and
\[
V' = [\cdots V_j \cdots]_{0 \leq j < \nu} \in \mathbb{K}^{M' \times \nu} \quad \text{and} \quad W' = \begin{bmatrix} \vdots \\
W_i \\
\vdots \end{bmatrix}_{0 \leq i < \mu} \in \mathbb{K}^{\mu \times N'}.
\]
Now, one can easily verify that the matrices
\[
V = [V' \ \mathcal{O}^{(V)}] \in \mathbb{K}^{M' \times (\mu + \nu)} \quad \text{and} \quad W = \begin{bmatrix} \mathcal{O}^{(W)} \\
W' \end{bmatrix} \in \mathbb{K}^{(\mu + \nu) \times N'}
\]
are generators for \( A \), that is, \( A - Z_M A Z_N = VW \).

We notice that all we need to compute the generators \( V \) and \( W \) are the highest \( M'_i + N'_j - 1 \) coefficients of \( S_{i,j} \) for every \( i \) in \( \{0, \ldots, \mu - 1\} \) and \( j \) in \( \{0, \ldots, \nu - 1\} \).

Now, recall that
\[
S_{i,j} = \frac{X^{\gamma_{i,j}}F_{i,j}}{P_i} \mod X^{\delta_i} = \frac{X^{\delta_i - (M'_i + N'_j - 1)}F_{i,j}}{P_i} \mod X^{\delta_i}.
\]
Thus, the first \( \delta_i - (M'_i + N'_j - 1) \) coefficients of \( S_{i,j} \) are zero, and the last \( M'_i + N'_j - 1 \)
coefficients of \( S_{i,j} \) are the coefficients of
\[
S^*_{i,j} = \overline{F_{i,j}} \mod X^{M'_i+N'_j-1},
\]
which can be computed in \( \mathcal{O}(M(M'_i+N'_j)) \) operations in \( \mathbb{K} \) by fast power series division. By expanding products, we see that \( M(M'_i+N'_j) = \mathcal{O}(M(M'_i) + M(N'_j)) \). Summing the costs, we obtain an upper bound of the form
\[
\mathcal{O}\left( \sum_{0 \leq i < \mu} \sum_{0 \leq j < \nu} M(M'_i) + M(N'_j) \right).
\]
Using the super-linearity of \( M \), this is in \( \mathcal{O}(\nu M(M') + \mu M(N')) \). Since we assumed that \( N' \leq M' + 1 \), this is \( \mathcal{O}((\mu + \nu)M(M')) \).

\[ \square \]

### 3.6 A direct solution to Problem 2

In this section, we propose an alternative solution to Problem 2 with the same asymptotic running time as in the previous section. As above, our input is the polynomials \((P_i, F_i)_{0 \leq i < \mu}\) and we look for polynomials \((Q_0, \ldots, Q_{\nu-1})\) in \( \mathbb{K}[X] \) such that for \( 0 \leq i < \mu \), \( \sum_{0 \leq j < \nu} Q_j F_{i,j} = 0 \mod P_i \), with the same degree constraints as previously.

In addition, we denote by \( F_{i,j}^{(r)} \) and \( P_i^{(r)} \) the coefficients of \( F_{i,j} \) and \( P_i \), respectively, and we define \( C_i \) as the \( M'_i \times M'_i \) companion matrix of \( P_i \); if \( B \) is a polynomial of degree less than \( M'_i \) with coefficient vector \( \alpha \in \mathbb{K}^{M'_i} \), then the product \( C_i \alpha \in \mathbb{K}^{M'_i} \) is the coefficient vector of the polynomial \( XB \mod P_i \). Explicitly, we have
\[
C_i = \begin{bmatrix}
0 & 0 & \cdots & 0 & -P_i^{(0)} \\
1 & 0 & \cdots & 0 & -P_i^{(1)} \\
0 & 1 & \cdots & 0 & -P_i^{(2)} \\
& & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -P_i^{(M'_i-1)}
\end{bmatrix}.
\]

We are going to see that solving Problem 2 is equivalent to finding a nonzero solution to a homogeneous linear system whose matrix is \( A' = (A'_{i,j}) \in \mathbb{K}^{M' \times N'} \), where for every \( i < \mu \) and \( j < \nu \), \( A'_{i,j} \in \mathbb{K}^{M' \times N'} \) is a matrix which depends on the coefficients of \( F_{i,j} \) and \( P_i \). Without loss of generality, we make the same assumptions as in the previous section: for all \( i \) in \( \{0, \ldots, \mu - 1\} \), the vector of polynomials \( F_i \) is not identically zero, and \( N' \leq M' + 1 \) holds.
For \(i, j\) as above and for \(r \in \mathbb{N}\), let \(\alpha^{(r)}_{i,j} \in \mathbb{K}^{M'}\) be the coefficient vector of the polynomial \(X^r F_{i,j} \mod P_i\), so that these vectors are given by

\[
\alpha^{(0)}_{i,j} = \begin{bmatrix} F^{(0)}_{i,j} \\ \vdots \\ F^{(M'_i-1)}_{i,j} \end{bmatrix}
\]

and

\[
\alpha^{(r+1)}_{i,j} = C_i \alpha^{(r)}_{i,j}.
\]

Let then \(A' = (A'_{i,j}) \in \mathbb{K}^{M' \times N'}\), where for every \(i < \mu\) and \(j < \nu\), the block \(A'_{i,j} \in \mathbb{K}^{M'_i \times N'_j}\) is defined by

\[
A'_{i,j} = \begin{bmatrix} \alpha^{(0)}_{i,j} & \cdots & \alpha^{(N'_j-1)}_{i,j} \end{bmatrix};
\]

in particular, \(A'_{i,j}\) is the matrix of the mapping \(Q \mapsto Q F_{i,j} \mod P_i\), for \(Q\) of degree less than \(N'_j\).

Consider now a vector of polynomials \(Q = (Q_0, \ldots, Q_{\nu-1})\) that satisfies the degree constraint (b). By construction, applying \(A'\) to the coefficient vector of \(Q\) outputs the coefficients of the remainders \(\sum_{0 \leq j < \nu} Q_j F_{i,j} \mod P_i\), for \(i = 0, \ldots, \mu - 1\). This proves in particular that a nonzero vector of \(\mathbb{K}^{N'}\) is in the nullspace of \(A'\) if and only if it is the coefficient vector of a solution \(Q\) to Problem 2.

The following lemma shows that \(A'\) possesses a Toeplitz-like structure, with displacement rank at most \(\mu + \nu\). Together with Proposition 7, this gives our second proof of Theorem 3.

**Lemma 13.** The displacement rank of \(A'\) with respect to \(\Delta_{M',N'}\) is at most \(\mu + \nu\). Furthermore, one can compute generators for \(A'\) using \(O((\mu + \nu)M(M'))\) operations.

**Proof.** We are going to exhibit matrices \(Y \in \mathbb{K}^{M' \times (\mu + \nu)}\) and \(Z \in \mathbb{K}^{(\mu + \nu) \times N'}\) such that \(A' - Z_{M'} A' Z_{N'}^T = YZ\). Define first the matrix

\[
C = \begin{bmatrix} C_0 & 0 & \cdots & 0 \\
0 & C_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C_{\mu-1} \end{bmatrix} \in \mathbb{K}^{M' \times M'}.
\]

Up to \(\mu\) columns, \(C\) coincides with \(Z_{M'}\); we make this explicit as follows. For \(i\) in
\{0, \ldots, \mu - 1\}, define

\[
v_i = \begin{bmatrix}
P_i^{(0)} \\
\vdots \\
P_i^{(M_i' - 1)}
\end{bmatrix} \in \mathbb{K}^{M_i'}, \quad V_i = \begin{bmatrix}
v_i \\
0 \\
\vdots \\
0
\end{bmatrix} \in \mathbb{K}^{M'} \quad \text{and} \quad W_i = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix} \in \mathbb{K}^{M'},
\]

with the coefficient 1 in \(V_i\) and \(W_i\) at respective indices \(\sum_{i' \leq i} M_{i'}\) and \(-1 + \sum_{i' \leq i} M_{i'}\).

Then, if we define \(V = [V_0 \cdots V_{\mu - 1}] \in \mathbb{K}^{M' \times \mu}\) and \(W = [W_0 \cdots W_{\mu - 1}] \in \mathbb{K}^{M' \times \mu}\), we obtain

\[
\mathcal{C} = Z_{M'} - V_0 W_0^T - \cdots - V_{\mu - 1} W_{\mu - 1}^T = Z_{M'} - V W^T.
\]

As before, we use the convention that an indexed object is zero when the index is out of the allowed bounds for this object. For \(j\) in \(\{0, \ldots, \nu - 1\}\), let us further define

\[
V'_j = \begin{bmatrix}
\alpha_{0,j}^{(0)} \\
\vdots \\
\alpha_{\mu - 1,j}^{(0)}
\end{bmatrix} - \begin{bmatrix}
\alpha_{0,j-1}^{(N'_j - 1)} \\
\vdots \\
\alpha_{\mu - 1,j-1}^{(N'_j - 1)}
\end{bmatrix} \in \mathbb{K}^{M'} \quad \text{and} \quad W'_j = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix} \in \mathbb{K}^{N'},
\]

with the coefficient 1 in \(W'_j\) at index \(\sum_{j' < j} N_{j'}\), and the compound matrices

\[
V' = [V'_0 \cdots V'_{\nu - 1}] \in \mathbb{K}^{M' \times \nu} \quad \text{and} \quad W' = [W'_0 \cdots W'_{\nu - 1}] \in \mathbb{K}^{N' \times \nu}.
\]

Then, we claim that matrices

\[
Y = [-V \quad V'] \in \mathbb{K}^{M' \times (\mu + \nu)} \quad \text{and} \quad Z = \begin{bmatrix}
W'^T A' Z^T_{N'} \\
W'^T
\end{bmatrix} \in \mathbb{K}^{(\mu + \nu) \times N'}
\]
are generators for $A'$ for the Toeplitz-like displacement structure, \textit{i.e.}, that

$$A' = Z_{M'} A' Z_{N'}^T = YZ.$$

By construction, we have $CA' = (B_{i,j})_{i < \mu, j < \nu} \in \mathbb{K}^{M' \times N'}$, with $B_{i,j}$ given by

$$B_{i,j} = C_i A'_{i,j} = \left[ \alpha_{i,j}^{(1)} \cdots \alpha_{i,j}^{N'_j-1} \right] \in \mathbb{K}^{M'_i \times N'_j}.$$

As a consequence, $A' - C A' Z_{N'}^T = V' W^T$, so finally we get, as claimed,

$$A' - Z_{M'} A' Z_{N'}^T = A' - (C + V W^T) A' Z_{N'}^T$$

$$= A' - C A' Z_{N'}^T - V W^T A' Z_{N'}^T$$

$$= V' W^T - V W^T A Z_{N'}^T$$

$$= YZ.$$

To compute $Y$ and $Z$, the only non-trivial steps are those giving $V'$ and $W^T A'$. For the former, we have to compute the coefficients of $X^{N'_j} F_{i,j} \mod P$, for all every $i < \mu$ and $j < \nu$. For fixed $i$ and $j$, this can be done using fast Euclidean division in $O(M(M'_i + N'_j))$ operations in $\mathbb{K}$, which is $O(M(M'_i) + M(N'_j))$. Summing over the indices $i < \mu$ and $j < \nu$, this gives a total cost of $O(\nu M(M') + \mu M(N'))$ operations.

Since $N' \leq M' + 1$, this is $O((\mu + \nu)M(M'))$.

Finally, we show that $W^T A'$ can be computed using $O((\mu + \nu)M(M'))$ operations as well. Computing this matrix amounts to computing the rows of $A'$ of indices $-1 + \sum_{i' \leq i} M'_{i'}$, for $i < \mu$. By construction of $A'$, this means that we want to compute the coefficients of degree $M'_i - 1$ of $X^r F_{i,j} \mod P$, for $r = 0, \ldots, N'_j - 1$ for all $i, j$. Unfortunately, the naive approach leads to a cost proportional to $M' N'$ operations, which is not acceptable. However, for $i$ and $j$ fixed, Lemma 14 below shows how to do this computation using only $O(M(M'_i) + M(N'_j))$ operations, which leads to the announced cost by summing over $i$ and $j$.

\begin{lemma}
Let $P \in \mathbb{K}[X]$ be monic of degree $m$, let $F \in \mathbb{K}[X]$ be of degree less than $m$, and for $i \geq 0$ let $c_i$ denote the coefficient of degree $m - 1$ of $X^i F \mod P$. For $n \geq 1$ we can compute $c_0, \ldots, c_{n-1}$ using $O(M(m) + M(n))$ operations in $\mathbb{K}$.
\end{lemma}

\begin{proof}
Writing $F = \sum_{0 \leq j < m} f_j X^j$ we have $X^i F \mod P = \sum_{0 \leq j < m} f_j (X^{i+j} \mod P)$. Hence $c_i = \sum_{0 \leq j < m} f_j b_{i+j}$, with $b_i$ denoting the degree $m - 1$ coefficient of $X^i \mod P$. Since $b_0 = \cdots = b_{m-2} = 0$ and $b_{m-1} = 1$, we can deduce $c_0, \ldots, c_{n-1}$ from
\[ b_{m-1}, \ldots, b_{m+n-2} \text{ in time } \mathcal{O}(M(n)) \text{ by multiplication by the lower triangular Toeplitz matrix } [f_{m+j-i}]_{i,j} \text{ of order } n - 1. \]

Thus, we are left with the question of computing \( b_{m-1}, \ldots, b_{m+n-2} \). Writing \( P = \sum_{0 \leq j < m} p_j X^j + X^m \) and using the fact that \( X^i P \mod P = 0 \) for all \( i \geq 0 \), we see that the \( b_i \)'s are generated by a linear recurrence of order \( m \) with constant coefficients:

\[
\sum_{0 \leq j < m} p_j b_{i+j} + b_{i+m} = 0 \quad \text{for all } i \geq 0.
\]

Consequently, \( b_m, \ldots, b_{m+n-2} \) can be deduced from \( b_0, \ldots, b_{m-1} \) in time \( \mathcal{O}(\frac{n}{m}M(m)) \), which is \( \mathcal{O}(M(m) + M(n)) \), by \( \lceil \frac{n-1}{m} \rceil \) calls to Shoup’s algorithm for extending a linearly recurrent sequence [33, Theorem 3.1]. \qed
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Chapter 4

Efficient Solution of Structured Linear Systems

4.1 Introduction

The interpolation step of list decoding for (folded) Reed Solomon codes essentially needs to solve a linear system to obtain a multivariate polynomial; in the previous chapter, we saw how such systems can be solved efficiently by structured linear system solvers. In this chapter, we give more details on such algorithms, and present the first implementation of a central subroutine, structured matrix multiplication.

In [1], Bitmap and Anderson gave an algorithm to solve “Toeplitz-like” linear systems (see the definition below) efficiently using the notion of displacement operators and displacement rank; Morf gave essentially the same algorithm in [7], so this algorithm is known as the MBA algorithm.

In 1994, Kaltofen gave a variant of the MBA algorithm [6] where he introduced randomization to remove some previously needed genericity assumptions on the input matrix. The complexity of Kaltofen’s version of the MBA algorithm is $O(\alpha^2 M(n) \log n)$ where $\alpha$ is the displacement rank of the system we want to solve, $n$ is its size and $M$ denotes a function such that univariate polynomials of degree at most $n$ can be multiplied in $M(n)$ operations in the base field. Later on, Bostan, Jeannerod and Schost gave another variant of the MBA algorithm in [3] with a complexity $O(\alpha^{\omega-1} M(n) \log^2 n)$, where $\omega \leq 3$ is the exponent of matrix multiplication, that is, is such that matrices of size $\alpha$ can be multiplied in $O(\alpha^\omega)$ base field operations. Using for instance Strassen’s matrix multiplication algorithm, or many subsequent better
algorithms yielding $\omega < 3$, this latter result is thus better when $\alpha$ is large compared to $n$.

All these variants are required to “compress” structured matrices, that is, to minimize the size of the internal representation of some intermediate matrices. Though this step does not affect the asymptotic complexity, timings can be greatly improved if compression can be avoided. Jeannerod and Mouilleron showed in [5] how to modify the algorithm so that no compression is required.

Finally, in a most recent preprint [2], Bostan, Jeannerod, Mouilleron and Schost gave an algorithm having complexity $O(\alpha^{\omega-1}M(n)\log n)$ for solving Toeplitz-like structured systems of size $n$ with displacement rank $\alpha$; this is unconditionally better than Kaltofen’s, at least asymptotically.

In this chapter, we present in detail the algorithm of [2] for solving structured linear systems, and we report on the first implementation we are aware of a critical step, structured matrix multiplication. For all standard results used but not proved below, one may consult [9].

### 4.2 Basics on structured linear systems

Let $\mathbb{F}$ be our base field. In what follow, we introduce the basic concepts related to structured linear systems (displacement rank, displacement operators, generators), for the Toeplitz structure, which is one of the most important in practice.

An $n \times n$ Toeplitz matrix, with coefficients in $\mathbb{F}$, is a matrix of the following shape:

$$
T = \begin{bmatrix}
t_0 & t_{-1} & t_{-2} & \ldots & t_{-n+1} \\
t_1 & t_0 & t_{-1} & \ddots & \vdots \\
t_2 & t_1 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
t_{n-1} & \ldots & \ldots & t_2 & t_1 & t_0
\end{bmatrix} \in \mathbb{F}^{n \times n}.
$$

It has been known for long that one can solve the linear system $Tu = v$ in quasi-linear time in $n$. The idea behind algorithms for structured linear systems amounts to obtain similar quasi-linear results for matrices $A$ that are “close” to being Toeplitz matrices. Although our example above was square, this is actually not necessary, so we may consider matrices of size $m \times n$ below.
We measure how close, or far, a matrix $A \in \mathbb{F}^{m \times n}$ is to being Toeplitz using its displacement rank, that is, the rank of its image under a displacement operator.

There exist two broad classes of displacement operators that can be used to define the displacement rank: Sylvester operators, of the form

$$\nabla_{M,N} : A \in \mathbb{F}^{m \times n} \mapsto MA - AN \in \mathbb{F}^{m \times n},$$

for some fixed square matrices $M$ and $N$, of respective sizes $m$ and $n$, and Stein operators of the form

$$\Delta_{M,N} : A \in \mathbb{F}^{m \times n} \mapsto A - MAN \in \mathbb{F}^{m \times n},$$

with the same constraints on $M$ and $N$. For such an operator, say $\mathcal{L}$, the rank $\alpha$ of $\mathcal{L}(A)$ is known as the $\mathcal{L}$-displacement rank of $A$ and $A$ is called structured if its $\mathcal{L}$-displacement rank of $A$, $\alpha$ is small compared to $m$ and $n$.

Two matrices $G, H \in \mathbb{F}^{m \times \alpha'}$ are called a $\mathcal{L}$-generator of $A$ if $\mathcal{L}(A) = GH^t$ where $H^t$ is the transpose of $H$ (remark that $\alpha \leq \alpha'$, but $\alpha < \alpha'$ is possible). Provided $\mathcal{L}$ is invertible, so that we can recover $A$ from $\mathcal{L}(A)$, such generator matrices form a compact representation of matrix $A$. Remark that for all notation introduced above, when the operator $\mathcal{L}$ is clear from the context, we will omit it.

Let us consider the particular case of the Stein operator with $m = n$, $M$ an $n \times n$ matrix of the form

$$M = \begin{bmatrix} 0 & & & \\ 1 & 0 & & \\ & \ddots & \ddots & \\ & & 1 & 0 \end{bmatrix} \in \mathbb{F}^{n \times n}$$

and $N = M^t$. Then for the Toeplitz matrix $T \in \mathbb{F}^{n \times n}$ seen above, and for the Stein operator $\Delta_{M,N}$, we have

$$\Delta_{M,N}(T) = T - MTN = GH^t,$$  \hspace{1cm} (4.1)

where $G, H \in \mathbb{F}^{n \times \alpha}$ are as follows:

$$G = \begin{bmatrix} t_0 & 1 \\ t_1 & 0 \\ \vdots & \vdots \\ t_{n-1} & 0 \end{bmatrix}, \quad H = \begin{bmatrix} 1 & 0 \\ 0 & t_{-1} \\ \vdots & \vdots \\ 0 & t_{-n+1} \end{bmatrix};$$
in particular, the displacement rank of a Toeplitz matrix for this operator is at most 2 (and exactly 2 in general). Besides, this operator is invertible: letting \((G_j)\) and \((H_j)\) be the columns of respectively \(G\) and \(H\), the equation

\[
\Delta_{M,N}(A) = GH^t
\]

admits the unique solution for matrix \(A\) given by

\[
A = \sum_{j=1}^{\alpha} L[G_j] \ U[H_j^t],
\]

(4.2)

where \(L[G_j]\) is a lower triangular Toeplitz matrix that have \(G_j\) as its first column and \(U[H_j^t]\) is a upper triangular Toeplitz matrix having \(H_j^t\) as its first row. This shows in particular how we can compute products of the form \(Au\), for a vector \(u\), or \(AB\), for a matrix \(B\), from the knowledge of the generators of \(A\) only, and \(u\) or \(B\).

To analyze the complexity of this operation, it will be convenient to rewrite the above equality, introducing the antidiagonal matrix \(Z\) of size \(n\), such that \(AZ\) coincides with \(A\) with columns in the reverse order, and \(ZA\) coincides with \(A\) with rows in the reverse order. Remark that for all \(j\), we have

\[
Z \ L[G_j] \ Z = U[G_j^t] \quad \text{and} \quad Z \ U[H_j^t] \ Z = L[H_j];
\]

since \(Z^2\) is the identity matrix, we obtain

\[
A = Z \sum_{j=1}^{\alpha} U[G_j^t] \ L[H_j] \ Z. \quad (4.3)
\]

Multiplying by \(Z\) is free (it is just a reversal), so we can focus on the computation of a product of the form

\[
u \mapsto v = \sum_{j=1}^{\alpha} U[G_j^t] \ L[H_j] \ u,
\]

where \(u\) is a vector of length \(n\). For \(j = 1, \ldots, \alpha\), let \(\gamma_j\) be the polynomial whose coefficients are the entries of \(G_j\) in the reverse order; let as well \(\eta_j\) be the polynomial whose coefficients are the entries of \(H_j\). Finally, let \(f\) be the polynomial whose coefficients are the entries of \(u\). Then, the entries of \(v\) are seen to be the coefficients of the polynomial

\[
\sum_{j=1}^{\alpha} \gamma_j(\eta_j f \mod x^n) \div x^n.
\]
In terms of complexity, if we let \( M \) be such that polynomials of degree \( n \) can be multiplied in \( M(n) \) operations, we deduce from this formula that the product \( Au \), for \( u \) a vector of length \( n \), can be done in \( O(\alpha M(n)) \) operations. If we multiply by a matrix \( B \) of size \( n \times \beta \), the cost thus becomes \( O(\alpha \beta M(n)) \). The same approach, up to minor differences, shows that we can compute products of the form \( A'u \) or \( A'B \) in the same amount of time.

This result allows us in particular to multiply matrices given by their generators. The following is taken from [6, Prop. 2]; it applies to the operator \( \Delta_{M,N} \), although extensions exist to further structures. Suppose that \( A, A' \) are matrices of size \( n \), that \( A \) is given by means of generators \((G,H)\) and that \( A' \) is given by means of generators \((G',H')\). Then, \( B = AA' \) admits the generators \((P,Q)\), with

\[
P = \begin{bmatrix} G & MAM'G' & -g \end{bmatrix} \quad Q = \begin{bmatrix} A'H' & H' & h \end{bmatrix},
\]

where \( g \) is the last column of \( MA \) and \( h \) is the last column of \( MA'^t \). In particular, if \( A \) and \( A' \) have displacement ranks at most \( \alpha \), then \( AA' \) has displacement rank at most \( 2\alpha + 1 \). Besides, using Equation (4.3), we can compute generators for it by multiplying \( A \) or \( A' \) by suitable matrices of size \( n \times \alpha \) on the left or on the right. Using the remark in the previous paragraph on the cost of multiplication of \( A \) by a vector, we see that we can obtain \( P \) and \( Q \) in \( O(\alpha^2 M(n)) \) operations in \( \mathbb{F} \). Section 4.4 will give a better algorithm for this task.

### 4.3 Structured matrix inversion

If \( A \) is structured with respect to either a Sylvester operator or a Stein operator, say \( \mathcal{L} \), and \( A \) is invertible then its inverse is structured with respect to the operator \( \mathcal{L}' \) defined by

\[
\mathcal{L} = \nabla_{M,N} \Rightarrow \mathcal{L}' = \nabla_{N,M}, \quad \mathcal{L} = \Delta_{M,N} \Rightarrow \mathcal{L}' = \Delta_{N,M};
\]

in other words, the roles of \( M \) and \( N \) are exchanged. This claims says that the ranks of \( \mathcal{L}(A) \) and \( \mathcal{L}'(A^{-1}) \) are the same [9, Th. 1.5.1].

In what follows, we will restrict our presentation of the MBA algorithm to invertible matrices \( A \); the extension to arbitrary matrices can be found in [6]. Then, all variants of the MBA algorithm compute \( \mathcal{L}' \)-generator matrices for \( A^{-1} \) from \( \mathcal{L} \)-generators matrices for \( A \). We consider the Toeplitz structure in the following section, taking \( \mathcal{L} = \Delta_{M,N} \) for \( M, N \) as in the previous section.

For dense matrices, it is known that matrix inversion can be reduced to matrix
multiplication, by means of block Gaussian elimination; we review this algorithm in the first subsection. In the second subsection, we give an overview of the MBA algorithm, which can be seen as a structured version of block Gaussian elimination, where all matrices are represented by means of their generators. In particular, this will show that structured matrix inversion can be reduced to structured matrix multiplication (which will be the focus of the next section).

4.3.1 Matrix inversion using block Gaussian elimination

Let \( A \in \mathbb{F}^{n \times n} \) be an invertible matrix. Assume further that \( n_1 \) and \( n_2 \) are positive integers such that \( n = n_1 + n_2 \). Then, we can partition the matrix \( A \) as follows:

\[
A = \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix} \in \mathbb{F}^{n \times n} \text{ where } A_{ij} \in \mathbb{F}^{n_i \times n_j} \text{ for } i, j \in \{1, 2\}.
\]

Suppose that \( A_{11} \) itself is invertible. Then, we define the Schur complement of \( A_{11} \) in \( A \) as

\[
S = A_{22} - A_{21}A_{11}^{-1}A_{12}.
\]

Then, the inverse of \( A \) is

\[
A^{-1} = \begin{bmatrix}
A_{11}^{-1} + A_{11}^{-1}A_{12}S^{-1}A_{21}A_{11}^{-1} & -A_{11}^{-1}A_{12}S^{-1} \\
-S^{-1}A_{21}A_{11}^{-1} & S^{-1}
\end{bmatrix} \in \mathbb{F}^{n \times n}.
\]

Define further two block matrices \( E \) and \( F \) as

\[
E = \begin{bmatrix}
\mathbb{I}_{n_1} & 0 \\
-A_{21}A_{11}^{-1} & \mathbb{I}_{n_2}
\end{bmatrix} \quad \text{and} \quad F = \begin{bmatrix}
\mathbb{I}_{n_1} & -A_{11}^{-1}A_{12} \\
0 & \mathbb{I}_{n_2}
\end{bmatrix},
\]

where \( \mathbb{I}_s \) is the identity matrix of size \( s \). Note that \( E \) and \( F \) are nonsingular and that

\[
EAF = \begin{bmatrix}
A_{11} \\
S
\end{bmatrix},
\]

so \( S \) is nonsingular if \( A_{11} \) and \( A \) are nonsingular. Hence we can write a factorization of the inverse of \( A \) as follows [9, p. 157]

\[
A^{-1} = F \begin{bmatrix}
A_{11}^{-1} \\
S^{-1}
\end{bmatrix} E.
\]
This leads naturally to an algorithm that computes the inverse of $A$ recursively, provided the upper left corners of $A_{11}$ and $S$ are invertible as well (and so on). One can prove that this is the case if and only if $A$ is strongly regular, that is, all square upper-left matrices extracted from $A$ are invertible.

When this is the case, the algorithm deduced from the formula above involves two recursive calls and a constant number of matrix multiplications in size at most $n$. Let $\omega$ be such that one can multiply matrices of size $n$ in $O(n^\omega)$ operations in $\mathbb{F}$. Then, taking $n_1 = \lfloor n/2 \rfloor$, the cost $C(n)$ of computing $A^{-1}$ satisfies

$$C(n) = 2C\left(\frac{n}{2}\right) + O(n^\omega),$$

which leads to $C(n) = O(n^\omega)$. In other words, the cost of matrix inversion is asymptotically the same as that of matrix multiplication, up to a constant factor.

### 4.3.2 Structured matrix inversion

Next, we describe the analogue of the previous algorithm for structured matrices; our matrices will thus be represented by means of their generators, as per our convention.

Let $A$ be an $n \times n$ matrix with entries in $\mathbb{F}$; suppose furthermore that $(G, H)$ are generators of $A$ for the operator $\Delta_{M,N}$ given above. For simplicity, we are going to assume that $n$ is even (making this assumption hold for further recursive calls will lead us to assume that $n$ is actually a power of 2; all cases can be reduced to this case by padding dummy rows and columns); in the subdivision below, we directly take $n_1 = n_2 = n/2$. Divide $A$, operator matrices $M$ and $N$, and the generator matrices $G$ and $H$ of $A$ as follows:

$$A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad G = \begin{bmatrix} G_1 \\ G_2 \end{bmatrix}, \quad H = \begin{bmatrix} H_1 \\ H_2 \end{bmatrix},$$

$$M = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix}, \quad N = \begin{bmatrix} N_{11} & N_{12} \\ N_{21} & N_{22} \end{bmatrix},$$

where $A_{ij}$, $M_{ij}$ and $N_{ij}$ are matrices in $\mathbb{F}^{n/2 \times n/2}$ for $i, j \in \{1, 2\}$ and $G_i$ and $H_i$ are matrices in $\mathbb{F}^{n/2 \times \alpha}$ for $i \in \{1, 2\}$; in particular, $M_{12}$ and $N_{21}$ are the zero matrices of
size \( n/2 \times n/2 \), whereas \( M_{21} \) and \( N_{12} \) are the rank-one matrices

\[
M_{21} = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix} \begin{bmatrix}
0 & \cdots & 0 & 1
\end{bmatrix} = U_2 V_1^t, \quad N_{12} = \begin{bmatrix}
0 \\
\vdots \\
1
\end{bmatrix} \begin{bmatrix}
1 & 0 & \cdots & 0
\end{bmatrix} = U_1 V_2^t.
\]

Finally, \( M_{11} = M_{22} \) are similar matrices to \( M \), but in size \( n/2 \), and similarly for \( N_{11} = N_{22} \). Then we have the following property from [9, Proposition 4.4] or [8, Property 1.7]:

**Property 15.** From \( \nabla_{M,N}(A) = GH^t \) and the partitioning above, we have the following for \( i, j \in \{1, 2\} \)

\[
\nabla_{M_{ij},N_{ij}}(A_{ij}) = G_{ij}H_{ij}^t
\]

where

\[
G_{11} = G_1 \in F^{n/2 \times (\alpha+1)}, \\
H_{11} = H_1 \in F^{n/2 \times (\alpha+1)},
\]

\[
G_{12} = [G_1 | A_{11}U_1] \in F^{n/2 \times (\alpha+1)}, \\
H_{12} = [H_2 | V_2] \in F^{n/2 \times (\alpha+1)},
\]

\[
G_{21} = [G_2 | -U_2] \in F^{n/2 \times (\alpha+1)}, \\
H_{21} = [H_1 | A_{12}^tV_1] \in F^{n/2 \times (\alpha+1)},
\]

\[
G_{22} = [G_2 | -U_2 | A_{21}U_1] \in F^{n/2 \times (\alpha+2)}, \\
H_{22} = [H_2 | A_{12}^tV_1 | V_2] \in F^{n/2 \times (\alpha+2)}.
\]

This property tells us that the submatrices of a structured matrix are also almost as structured as the initial matrix. Besides, one can compute the generators of all these submatrices by padding the initial generators with some “simple” vectors, typically obtained from particular rows or columns of \( A \) (which themselves can be obtained using Equation 4.3).

We can then present the MBA algorithm, which is a “structured” version of the
block Gaussian elimination algorithm, using the above formulas to extract generators of submatrices of $A$. Some steps involve multiplications of matrices: for all such steps, we know generators for the matrices involved, so we can apply the multiplication algorithm described at the end of Section 4.2.

**Algorithm 1**: MBA algorithm invert Toeplitz-like matrices

**Require**: $G, H \in \mathbb{F}^{n \times \alpha}$ such that $\Delta_{Z_{n,0},Z_{n,0}}(A) = GH^T$  

**Assumption**: $A$ is strongly regular  

**Ensure**: $Y$ and $Z$ such that $\Delta_{Z_{n,0},Z_{n,0}}(A^{-1}) = YZ^t$.

1: Compute length-$\alpha$ generators $G_{11}, H_{11}$ for $A_{11}$  
2: $(Y_{11}, Z_{11}) \leftarrow \text{MBA}(G_{11}, H_{11})$ (those are generators for $A_{11}^{-1}$)  
3: Compute generators $(\tilde{G}_s, \tilde{H}_s)$ for $S = A_{22} - A_{21}A_{11}^{-1}A_{12}$  
4: Deduce from $(\tilde{G}_s, \tilde{H}_s)$ generators $(G_s, H_s)$ for $S$ of minimal length by compression  
5: $(Y_s, Z_s) \leftarrow \text{MBA}(G_s, H_s)$  
6: Compute generators for $-A_{11}^{-1}A_{12}S^{-1}, -S^{-1}A_{21}A_{11}^{-1}$ and $A_{11} - 1 + A_{11}^{-1}A_{12}S^{-1}A_{21}A_{11}^{-1}$  
7: Deduce generators $(\tilde{Y}, \tilde{Z})$ for $A^{-1} = \begin{bmatrix} A_{11,1}^{-1} + A_{11,2}^{-1}A_{21,1}^{-1}A_{11,1}^{-1} & -A_{11,1}^{-1}A_{21,2}^{-1}S^{-1} \\ -S^{-1}A_{21,1}^{-1} & -S^{-1}A_{21,2}^{-1} \end{bmatrix}$  
8: Deduce from $(\tilde{Y}, \tilde{Z})$ generators $(Y, Z)$ for $A^{-1}$ of minimal length by compression  
9: return $Y$ and $Z$

Throughout this algorithm, the length of the generators may increase (due to the multiplication algorithm mentioned above). It is possible however to reduce the size of these generators for some particular matrices: we know that $A^{-1}$ admits generators of the same length $\alpha$ as $A$, and Kaltofen proved that it is also the case for the Schur complement $S$. Thus, the algorithm performs “compression steps” (which are done by linear algebra, see [6]) in order to maintain generators of length $\alpha$ for the recursive calls.

Thus, this algorithm performs two recursive calls in size $n/2$, with generators of the same length; all other operations are products or additions of structured matrices. We see in Section 4.2 that the latter operations can be done in $O(\alpha^2M(n))$ operations in $\mathbb{F}$; this leads to the following recursion on the running time $C'(n)$ of this algorithm:

$$C'(n) = 2C'(\frac{n}{2}) + O(\alpha^2M(n)),$$

so that $C'(n) = O(\alpha^2M(n) \log(n))$, as mentioned before.

As seen above, one technical issue of this algorithm is that the length of generators computed in the intermediate steps grows as a result of successive additions and multiplications of structured matrices. This issue was explicitly studied in [8, 5];
the authors proposed an algorithm that systematically avoids the two compression steps of algorithm 1. They also show how to get directly the generator matrices of intermediate submatrices required to do the multiplication [5, Lemmas 3, 4, 5]. These simplifications reduce the overall running time by a constant factor; we will not address them further in this thesis.

4.4 Structured matrix multiplication

In this section, we revisit the multiplication algorithm described in Section 4.2, presenting an improvement due to Bostan, Jeannerod, Mouilleron and Schost [2] and describe a first implementation of it.

Suppose we have to compute a product of the form $AB$, where $A$ is a matrix of size $n$ given by means of generators $(G, H)$ of length $\alpha$ and $B$ is a matrix of size $n \times \beta$. One main application is the multiplication of two structured matrices $A$ and $A'$ both of displacement rank at most $\alpha$; as explained in Section 4.2, this mainly boils down to operations such as computing $AB$, where $B$ is derived from the generators of $A'$. In particular, one should have in mind the case where $\beta \simeq \alpha$.

For $j = 1, \ldots, \alpha$, let $G_j$ and $H_j$ be the columns of respectively $G$ and $H$; let further $\gamma_j$ be the polynomial whose coefficients are the entries of $G_j$ in the reverse order; let as well $\eta_j$ be the polynomial whose coefficients are the entries of $H_j$. Finally, let $B_1, \ldots, B_\beta$ be the columns of $B$ and for all $i$ let $f_i$ be the polynomial whose coefficients are the entries of $B_i$. Then, we have mentioned that the entries of $AB_i$ are the coefficients of the polynomial

$$c_i = \sum_{k=1}^{\alpha} \gamma_k(\eta_k f_i \mod x^n) \div x^n.$$

To compute $c_i$, we can sum it up first and then apply the division by $x^n$, so the core problem is to compute

$$r_i = \sum_{k=1}^{\alpha} \gamma_k(\eta_k f_i \mod x^n)$$

for all $i$. The naive approach computes all sums independently and thus has with cost $O(\alpha^2 M(n))$ assuming $\alpha = \beta$. The algorithm given below, taken from [2], reduces the complexity to $O(\alpha^{\omega-1} M(n))$, where $\omega$ is the exponent of matrix multiplication.

The problem can be rephrased in terms of computations with matrices with poly-
nomial entries. Let

\[ U \in \mathbb{F}[x]^{\alpha \times 1} \quad V \in \mathbb{F}[x]^{\alpha \times 1} \quad W \in \mathbb{F}[x]^{\beta \times 1} \]

be the polynomial vectors whose entries are \( \gamma_i, \eta_i \) and \( f_i \) respectively. Then our problem is to compute the row vector \( R \in \mathbb{F}[x]^{1 \times \beta} \) such that \( R = U^t(VW^t \mod x^n) \).

Let us assume \( \alpha = \beta \) for simplicity. Then, the following lemma is the basis of the algorithm.

**Lemma 16.** Let \( \alpha, \mu, \nu \in \mathbb{N}_{>0} \) with \( \nu \) even and \( \nu' = \nu/2 \). Let \( V, W \in \mathbb{F}[x]^{\alpha \times \mu} \), of degree less than \( \nu \), define

\[ V_0 = V \mod x^{\nu'}, \quad V_1 = V \div x^{\nu'} \]

and

\[ W_0 = W \mod x^{\nu'}, \quad W_1 = W \div x^{\nu'}. \]

Then the matrices \([V_0 \ V_1]\) and \([W_1 \ W_0]\) are in \( \mathbb{F}[x]^{\alpha \times 2\mu} \), of degree less than \( \nu' \), and we have

\[ VW^t \mod x^{\nu'} = V_0W_0^t + x^{\nu'}([V_0 \ V_1][W_1 \ W_0]^t \mod x^{\nu'}). \]

The proof of this lemma is given in [2].

This lemma will be applied recursively starting from \( \nu = n \) and \( \mu = 1 \). Thus, we will assume for convenience that both \( n \) and \( \alpha \) are powers of 2.

- If \( n \) is not a power of two, then define \( \bar{n} = 2^\lceil \log n \rceil \) and \( n' = \bar{n} - n \) and it can be easily checked that \( a \mod b = x^{-n'}((x^{n'}a) \mod (x^{n'}b)) \) for \( a \) and nonzero \( b \in \mathbb{F}[x] \). Application of this technique to \( R \) gives us

\[ R = x^{-n'}U^t(V(x^{n'}W)^t \mod x^{\bar{n}}), \]

where \( V \) and \( x^{n'}W \) have degree less than \( \bar{n} \).

- If \( \alpha \) is not a power of two, we define \( \bar{\alpha} = 2^\lceil \log \alpha \rceil \) and \( \alpha' = \bar{\alpha} - \alpha \). Then we can introduce \( \alpha' \) dummy polynomials \( (U_i), (V_i) \) and \( (W_i) \) all equals to zero without affecting the value of \( r_1, \ldots, r_\alpha \).

Algorithms 2 and 3 together depict the whole process, where Algorithm 3 handles the case when \( n \) and \( \alpha \) are not powers of two by introducing \( \bar{n}, \ \bar{\alpha} \) as defined above and then call Algorithm 2. Algorithm 2 initially set \( \nu = \bar{n} \) and \( \mu = 1 \). The width of matrices \( V \) and \( W \) are increased in twofold in each recursive call whereas the degree of the entries decreases by half; thus, we maintain the invariant \( \mu \nu = \bar{n} \).
Algorithm 2: Mul\_Rec(U, V, W, n, ν, α, µ)

Require: U ∈ F[x]^{α×1} of degree less than n, V, W ∈ F[x]^{α×µ} of degree less than ν
Assumption: α, µ, ν are powers of 2 and µ ≤ α
Ensure: R ∈ F[x]^{1×α} of degree less than n + ν − 1 such that R = U'(VW' mod x^ν).

1: if µ = α then
2: R' = VW' mod x^ν
3: R = U'R'
4: else
5: ν' = \frac{ν}{2}; µ' = 2µ
6: V_0 = V \mod x^{ν'}, V_1 = V \div x^{ν'}, V'' = [V_0V_1]
7: W_0 = W \mod x^{ν'}, W_1 = W \div x^{ν'}, W' = [W_1W_0]
8: R' = Mul\_Rec(U, V', W', n, ν', α, µ')
9: R = U'V_0W_0 + x^{ν'}R'
10: end if
11: return R

Algorithm 3: Mul(U, V, W, n, α)

Require: U, V, W ∈ F[x]^{α×1} of degree less than n
Assumption: α ≤ n
Ensure: R ∈ F[x]^{1×α} of degree less than 2n − 1 such that R = U'(VW' mod x^n).

1: \bar{n} = 2^{[log n]}; n' = \bar{n} − n
2: \bar{α} = 2^{[log α]}; α' = \bar{α} − α
3: \bar{U} = U augmented with α' zero rows
4: \bar{V} = V augmented with α' zero rows
5: \bar{W} = x^{α'}W augmented with α' zero rows
6: R = Mul\_Rec(U, V, W, \bar{n}, \bar{α}, 1)
7: R = x^{-n'}\bar{R}
8: return first α entries of R

The complexity analysis is taken from [2]. For the base case of algorithm 2, i.e. when µ = α, we have V, W ∈ F[x]^{α×α} of degree less than ν, and the algorithm first computes R' = VW' mod x^ν in time O(α^wM(ν)), simply by multiplying polynomial matrices. Then, the computation of R = U'R', where U in F[x]^{α×1} of degree less than n and R' ∈ F[x]^{α×α} of degree less than ν is done in two steps. We rewrite U' = [1 x^c x^{2c} \ldots x^{(α-1)c}]U'' where c = \left\lceil \frac{α}{2} \right\rceil and U' ∈ F[x]^{α×α} with entries of degree less than c. Thus, we can compute Q = U'R' at first step in time O(α^wM(max\{c, ν\})) and then can deduce R from Q in time O(α(n + ν)). In summary the total time
required at base case of algorithm 2 is

$$O(\tilde{\alpha}^\omega M(\nu)) + O(\tilde{\alpha}^\omega M(\max\{c, \nu\})) + O(\tilde{\alpha}(n + \nu))$$

$$= O(\tilde{\alpha}^\omega M(\max\{c, \nu\})).$$

We always have \(\nu = \frac{\alpha}{\mu} \leq \frac{2n}{\alpha}\), so at the base case of Algorithm 2, we have \(\nu \leq \frac{2n}{\alpha}\). Similarly, we have by definition \(c \leq \frac{\alpha}{\tilde{\alpha}} + 1\) which is at most \(\frac{3n}{\tilde{\alpha}}\) since \(\tilde{\alpha} \leq 2\alpha \leq 2n\).

Thus the cost of base case of Algorithm 2 is \(O(\tilde{\alpha}^\omega M(\frac{n}{\alpha})) = O(\tilde{\alpha}^\omega M(n))\), using the superlinearity assumption on \(M\) from [4]. This in turn is \(O(\tilde{\alpha}^\omega \omega M(n))\).

Let \(C(k)\) denotes the cost of algorithm 2 called upon parameters \(\tilde{\alpha}\) and \(\mu\) such that \(\tilde{\alpha} = 2^k \mu\). Then the cost of algorithm 3 will be \(C(k)\) where \(k = \lceil \log \tilde{\alpha} \rceil\). When \(k = 0\), we have the cost of base case. Now, let us investigate the case \(k \geq 1\).

In algorithm 2, given \(V, W\) in \(\mathbb{F}[x]^{\tilde{\alpha} \times \mu}\), we can compute \(V_i\) and \(W_i\) for free. Then algorithm 2 computes \(R'\) in time \(C(k - 1)\) recursively and we are left with estimating the cost of computing \(R = Q + x^{\nu} R'\) with \(Q = U^t V_0 W_0\).

Let \(D(k)\) denotes the time to compute \(Q\). Then, given \(R' \in \mathbb{F}[x]^{1 \times \alpha}\) and \(Q \in \mathbb{F}[x]^{1 \times \alpha}\), both of degrees less than \(n + \nu - 1\), the addition can be done with \(\tilde{\alpha}(n + \nu)\) operations. Since \(\nu = \frac{\alpha}{\mu} \leq 2n\), we have

$$C(k) \leq C(k - 1) + D(k) + O(\tilde{\alpha} n)$$

for \(k \geq 1\).

In order to estimate \(D(k)\), let us rewrite \(U^t = [1 \ x^c \ x^{2c} \ldots x^{(\tilde{\alpha} - 1)c}] U^\mu\) as before, where \(c \in \left[\frac{\alpha}{\mu}\right]\) and \(U' \in \mathbb{F}[x]^{\tilde{\alpha} \times \mu}\), with entries of degree less than \(c\). Then, we can compute \(Q\) as \(Q = [1 \ x^c \ x^{2c} \ldots x^{(\tilde{\alpha} - 1)c}] (U^\mu V_0 W_0^k)\). The computation of the matrix product \(U^\mu V_0 W_0^k\) involves three matrices of dimensions \(\mu \times \tilde{\alpha}\), \(\tilde{\alpha} \times \mu\) and \(\mu \times \tilde{\alpha}\) respectively having polynomial entries of degree less than \(\max(c, \nu)\). As before, we can prove that \(\max(c, \nu) \leq \frac{3n}{\mu}\), so, the computation of \(U^\mu V_0 W_0^k\) can be done in time

$$O\left(\frac{\tilde{\alpha} \mu^\omega M(n)}{\mu}\right)$$

using [3, Lemma 7]. Since \(\tilde{\alpha} = 2^k \mu\), we can rewrite the above complexity as

$$O\left(2^k \left(\frac{\tilde{\alpha}}{2^k}\right)^\omega M\left(\frac{2^k n}{\tilde{\alpha}}\right)\right).$$

The time required to reconstruct \(Q\) once \(U^\mu V_0 W_0^k\) is known is the same as before,
Taking all $k = 0, \ldots, k$ into account we have

\[
O\left( \sum_{k=0}^{k} 2^k \left( \frac{\bar{\alpha}}{2^k} \right)^{\omega} M\left( \frac{n}{\bar{\alpha}} \right) \right)
\]

\[
= O\left( \bar{\alpha}^{\omega} M\left( \frac{n}{\bar{\alpha}} \right) \right) \text{ neglecting negative exponent}
\]

\[
= O\left( \bar{\alpha}^{\omega-1} M(n) \right)
\]

Since $\bar{\alpha} \leq 2\alpha$, we deduce that the complexity for any $\alpha$ is

\[
O\left( \alpha^{\omega-1} M(n) \right).
\]

This is to be compared to the cost $O(\alpha^2 M(n))$ resulting from the naive algorithm: the new algorithm is better, at least in theory, as soon as $\alpha < 3$, that is, as soon as we use a matrix multiplication algorithm better than the naive algorithm.

In case when $\alpha \neq \beta$ this algorithm will be called $c$ times where $c$ will be either $\lceil \frac{\beta}{\alpha} \rceil$ or $\lceil \frac{\alpha}{\beta} \rceil$. Figure 4.1 shows the performance improvement between naive reduction and algorithm 2. We implemented these algorithms in C++ using NTL [10] and run them on a 2.1 GHz AMD Athlon 64 processor. Our base field is FFT prime [4] and we used FFT approach as a subroutine to multiply matrices of algorithm 2. We used naive matrix multiplication algorithm instead of Strassen matrix multiplication algorithm.

Figures 4.1, 4.2 and 4.3 summarize the results where we see that algorithm 2 outperforms the naive reduction when we increase the degree for fixed $\alpha$. Here the degrees are represented in logarithmic scale and alpha was reduced by dividing the original value by 10. In Figure 4.3, the degree was fixed at 40 whereas alpha was fixed at 40 in Figure 4.2. Observe that the algorithm 2 performs better than the naive reduction when we increase the degree keeping $\alpha$ fixed which is shown in Figure 4.2. On the other hand, Figure 4.3 shows that we will not get any improvement if we increase $\alpha$ keeping the degree fixed.
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Chapter 5

Power Series Solutions of Singular (q)-Differential Equations

This chapter is published in the homonym paper with A. Bostan, R. Lebreton, B. Salvy and É. Schost in the proceedings of ISSAC12.

We provide algorithms computing power series solutions of a large class of differential or q-differential equations or systems. Their number of arithmetic operations grows linearly with the precision, up to logarithmic terms.

5.1 Introduction

Truncated power series are a fundamental class of objects of computer algebra. Fast algorithms are known for a large number of operations starting from addition, derivative, integral and product and extending to quotient, powering and several more. The main open problem is composition: given two power series $f$ and $g$, with $g(0) = 0$, known mod $x^N$, the best known algorithm computing $f(g) \mod x^N$ has a cost which is roughly that of $\sqrt{N}$ products in precision $N$; it is not known whether quasi-linear (i.e., linear up to logarithmic factors) complexity is possible in general. Better results are known over finite fields $[4, 25]$ or when more information on $f$ or $g$ is available. Quasi-linear complexity has been reached when $g$ is a polynomial $[11]$, an algebraic series $[19]$, or belongs to a large class containing for instance the expansions of $\exp(x) - 1$ and $\log(1 + x)$ $[8]$.

One motivation for this work is to deal with the case when $f$ is the solution of a given differential equation. Using the chain rule, a differential equation for $f(g)$ can be derived, with coefficients that are power series. We focus on the case when this equation is linear, since in many cases linearization is possible $[5]$. When the order $n$
of the equation is larger than 1, we use the classical technique of converting it into a
first-order equation over vectors, so we consider equations of the form

$$x^k \delta(F) = AF + C, \quad (5.1)$$

where $A$ is an $n \times n$ matrix over the power series ring $\mathbb{K}[[x]]$ ($\mathbb{K}$ being the field of
coefficients), $C$ and the unknown $F$ are size $n$ vectors over $\mathbb{K}[[x]]$ and for the moment $\delta$
denotes the differential operator $d/dx$. The exponent $k$ in (5.1) is a non-negative
integer that plays a key role for this equation.

By solving such equations, we mean computing a vector $F$ of power series such
that (5.1) holds modulo $x^N$. For this, we need only compute $F$ polynomial of degree
less than $N + 1$ (when $k = 0$) or $N$ (otherwise). Conversely, when (5.1) has a power
series solution, its first $N$ coefficients can be computed by solving (5.1) modulo $x^N$
(when $k \neq 0$) or $x^{N-1}$ (otherwise).

If $k = 0$ and the field $\mathbb{K}$ has characteristic 0, then a formal Cauchy theorem holds
and (5.1) has a unique vector of power series solution for any given initial condition.
In this situation, algorithms are known that compute the first $N$ coefficients of the
solution in quasi-linear complexity [5]. In this article, we extend the results of [5] in
three directions:

**Singularities.** We deal with the case when $k$ is positive. A typical example is the
computation of the composition $F = f(g)$ when $f$ is Gauss’ $\genfrac{2}{2}{}{2}{1}$ hypergeometric series. Although $f$
is a very nice power series

$$f = 1 + \frac{ab}{c}x + \frac{a(a + 1)b(b + 1)}{c(c + 1)} \frac{x^2}{2!} + \cdots,$$

we exploit this structure indirectly only. We start from the differential equation

$$x(x - 1)f'' + (x(a + b + 1) - c)f' + abf = 0 \quad (5.2)$$

and build up and solve the more complicated

$$\frac{g(g - 1)}{g^2}F'' + \frac{g^2(a + b + 1) - c}{g^3} + (g - g^2)F' + abF = 0$$

in the unknown $F$, $g$ being given, with $g(0) = 0$. Equation (5.2) has a leading term
that is divisible by $x$ so that Cauchy’s theorem does not apply and indeed there does
not exist a basis of two power series solutions. This behavior is inherited by the
equation for $F$, so that the techniques of [5] do not apply — this example is actually
already mentioned in [11], but the issue with the singularity at 0 was not addressed there. We show in this article how to overcome this singular behavior and obtain a quasi-linear complexity.

**Positive characteristic.** Even when $k = 0$, Cauchy’s theorem does not hold in positive characteristic and Eq. (5.1) may fail to have a power series solution (a simple example is $F' = F$). However, such an equation may have a solution modulo $x^N$. Efficient algorithms finding such a solution are useful in conjunction with the Chinese remainder theorem. Other motivations for considering algorithms that work in positive characteristic come from applications in number-theory based cryptology or in combinatorics [7, 8, 10].

Our objectives in this respect are to overcome the lack of a Cauchy theorem, or of a formal theory of singular equations, by giving conditions that ensure the existence of solutions at the required precisions. More could probably be said regarding the $p$-adic properties of solutions of such equations (as in [6, 27]), but this is not the purpose of this paper.

**Functional Equations.** The similarity between algorithms for linear differential equations and for linear difference equations is nowadays familiar to computer algebraists. We thus use the standard technique of introducing $\sigma : \mathbb{K}[x] \to \mathbb{K}[x]$ a unitary ring morphism and letting $\delta : \mathbb{K}[x] \to \mathbb{K}[x]$ denote a $\sigma$-derivation, in the sense that $\delta$ is $\mathbb{K}$-linear and that for all $f, g$ in $\mathbb{K}[x]$, we have

$$\delta(fg) = f\delta(g) + \delta(f)\sigma(g).$$

These definitions, and the above equality, carry over to matrices over $\mathbb{K}[x]$. Thus, our goal is to solve the following generalization of (5.1):

$$x^k\delta(F) = A\sigma(F) + C.\tag{5.3}$$

As above, we are interested in computing a vector $F$ of power series such that (5.3) holds mod $x^N$.

One motivation for this generalization comes from coding theory. The list-decoding of the folded Reed-Solomon codes [18] leads to an equation $Q(x, f(x), f(qx)) = 0$ where $Q$ is a known polynomial. A linearized version of this is of the form (5.3), with $\sigma : \phi(x) \mapsto \phi(qx)$. In cases of interest we have $k = 1$, and we work over a finite field.
In view of these applications, we restrict ourselves to the following setting:

$$\delta(x) = 1, \quad \sigma : x \mapsto qx,$$

for some $q \in \mathbb{K} \setminus \{0\}$. Then, there are only two possibilities:

- $q = 1$ and $\delta : f \mapsto f'$ (differential case);
- $q \neq 1$ and $\delta : f \mapsto \frac{f(qx) - f(x)}{x(q-1)}$ ($q$-differential case).

As a consequence, $\delta(1) = 0$ and for all $i \geq 0$, we have

$$\delta(x^i) = \gamma_i x^{i-1} \text{ with } \gamma_0 = 0 \text{ and } \gamma_i = 1 + q + \cdots + q^{i-1} \ (i > 0).$$

By linearity, given $f = \sum_{i \geq 0} f_i x^i \in \mathbb{K}[[x]]$,

$$\delta(f) = \sum_{i \geq 1} \gamma_i f_i x^{i-1}$$

can be computed mod $x^N$ in $O(N)$ operations, as can $\sigma(f)$. Conversely, assuming that $\gamma_1, \ldots, \gamma_n$ are all non-zero in $\mathbb{K}$, given $f$ of degree at most $n - 1$ in $\mathbb{K}[x]$, there exists a unique $g$ of degree at most $n$ such that $\delta(g) = f$ and $g_0 = 0$; it is given by $g = \sum_{0 \leq i \leq n-1} \hat{f}_i / \gamma_{i+1} x^{i+1}$ and can be computed in $O(N)$ operations. We denote it by $g = \mathbb{I} f$. In particular, our condition excludes cases where $q$ is a root of unity of low order.

**Notation and complexity model.** We adopt the convention that uppercase letters denote matrices or vectors while lowercase letters denote scalars. The set of $n \times m$ matrices over a ring $R$ is denoted $\mathcal{M}_{n,m}(R)$; when $n = m$, we write $\mathcal{M}_n(R)$. If $f$ is in $\mathbb{K}[[x]]$, its degree $i$ coefficient is written $f_i$; this carries over to matrices. The identity matrix is written $\mathbb{I}d$ (the size will be obvious from the context). To avoid any confusion, the entry $(i,j)$ of a matrix $M$ is denoted $M^{(i,j)}$.

Our algorithms are sometimes stated with input in $\mathbb{K}[[x]]$, but it is to be understood that we are given only truncations of $A$ and $C$ and only their first $N$ coefficients will be used.

The costs of our algorithms are measured by the number of arithmetic operations in $\mathbb{K}$ they use. We let $M : \mathbb{N} \to \mathbb{N}$ be such that for any ring $R$, polynomials of degree less than $n$ in $R[x]$ can be multiplied in $M(n)$ arithmetic operations in $R$. We assume that $M(n)$ satisfies the usual assumptions of [17, S8.3]; using Fast Fourier Transform, $M(n)$ can be taken in $O(n \log(n) \log \log(n))$ [13, 28]. We note $\omega \in (2,3]$ a constant.
such that two matrices in $\mathcal{M}_n(R)$ can be multiplied in $O(n^\omega)$ arithmetic operations in $R$. The current best bound is $\omega < 2.3727$ ([31] following [14, 30]).

Our algorithms rely on linear algebra techniques; in particular, we have to solve several systems of non-homogeneous linear equations. For $U$ in $\mathcal{M}_{n,1}(K)$ and $V$ in $\mathcal{M}_{n,1}(K)$, we denote by $\text{LinSolve}(UX = V)$ a procedure that returns $\perp$ if there is no solution, or a pair $F, K$, where $F$ is in $\mathcal{M}_{n,1}(K)$ and satisfies $UF = V$, and $K \in \mathcal{M}_{n,t}(K)$, for some $t \leq n$, generates the nullspace of $U$. This can be done in time $O(n^\omega)$. In the pseudo-code, we adopt the convention that if a subroutine returns $\perp$, the caller returns $\perp$ too (so we do not explicitly handle this as a special case).

Main results. Equation (5.3) is linear, non-homogeneous in the coefficients of $F$, so our output follows the convention mentioned above. We call generators of the solution space of Eq. (5.3) at precision $N$ either $\perp$ (if no solution exists) or a pair $F, K$ where $F \in \mathcal{M}_{n,1}(K[x])$ and $K \in \mathcal{M}_{n,t}(K[x])$ with $t \leq nN$, such that for $G \in \mathcal{M}_{n,1}(K[x])$, with $\deg(G) < N$, $x^k \delta(G) = A \sigma(G) + C \text{ mod } x^N$ if and only if $G$ can be written $G = F + KB$ for some $B \in \mathcal{M}_{t,1}(K)$.

Seeing Eq. (5.3) as a linear system, one can obtain such an output using linear algebra in dimension $nN$. While this solution always works, we give algorithms of much better complexity, under some assumptions related to the spectrum $\text{Spec} A_0$ of the constant coefficient $A_0$ of $A$. First, we simplify our problem: we consider the case $k = 0$ as a special case of the case $k = 1$. Indeed, the equation $\delta(F) = A \sigma(F) + C \text{ mod } x^N$ is equivalent to $x^k \delta(F) = P \sigma(F) + Q \text{ mod } x^{N+1}$, with $P = xA$ and $Q = xC$. Thus, in our results, we only distinguish the cases $k = 1$ and $k > 1$.

Definition 1. The matrix $A_0$ has good spectrum at precision $N$ when one of the following holds:

- $k = 1$ and $\text{Spec } A_0 \cap (q^i \text{ Spec } A_0 - \gamma_i) = \emptyset$ for $1 \leq i < N$

- $k > 1$, $A_0$ is invertible and
  
  \begin{itemize}
  \item $q = 1$, $\gamma_1, \ldots, \gamma_{N-k}$ are non-zero, $|\text{Spec } A_0| = n$ and $\text{Spec } A_0 \subset K$;
  \item $q \neq 1$ and $\text{Spec } A_0 \cap q^i \text{ Spec } A_0 = \emptyset$ for $1 \leq i < N$.
  \end{itemize}

In the classical case when $K$ has characteristic 0 and $q = 1$, if $k = 1$, $A_0$ has good spectrum when no two eigenvalues of $A_0$ differ by a non-zero integer (this is e.g. the case when $A_0 = 0$, which is essentially the situation of Cauchy’s theorem; this is also the case in our $2F_1$ example whenever $c \text{ val}(g)$ is not an integer, since $\text{Spec } A_0 = \{0, \text{ val}(g)(1 - c) - 1\}$).
These conditions could be slightly relaxed, using gauge transformations (see [1, Ch. 2] and [2, 3]). Also, for \( k > 1 \) and \( q = 1 \), we could drop the assumption that the eigenvalues are in \( \mathbb{K} \), by replacing \( \mathbb{K} \) by a suitable finite extension, but then our complexity estimates would only hold in terms of number of operations in this extension.

As in the non-singular case [5], we develop two approaches. The first one is a divide-and-conquer method. The problem is first solved at precision \( N/2 \) and then the computation at precision \( N \) is completed by solving another problem of the same type at precision \( N/2 \). This leads us to the following result, proved in Section 5.2 (see also that section for comparison to previous work). In all our cost estimates, we consider \( k \) constant, so it is absorbed in the big-Os.

**Theorem 1.** Algorithm 5 computes generators of the solution space of Eq. (5.3) at precision \( N \) by a divide-and-conquer approach. Assuming \( A_0 \) has good spectrum at precision \( N \), it performs in time \( O(n^\omega M(N) \log(N)) \). When either \( k > 1 \) or \( k = 1 \) and \( q^i A_0 - \gamma_i \text{Id} \) is invertible for \( 0 \leq i < N \), this drops to \( O(n^2 M(N) \log(N) + n^\omega N) \).

Our second algorithm behaves better with respect to \( N \), with cost in \( O(M(N)) \) only, but it always involves polynomial matrix multiplications. Since in many cases the divide-and-conquer approach avoids these multiplications, the second algorithm becomes preferable for rather large precisions.

In the differential case, when \( k = 0 \) and the characteristic is 0, the algorithms in [5, 11] compute an invertible matrix of power series solution of the homogeneous equation by a Newton iteration and then recover the solution using variation of the constant. In the more general context we are considering here, such a matrix does not exist. However, it turns out that an associated equation that can be derived from (5.3) admits such a solution. Section 5.3 describes a variant of Newton’s iteration to solve it and obtains the following.

**Theorem 2.** Assuming \( A_0 \) has good spectrum at precision \( N \), one can compute generators of the solution space of Eq. (5.3) at precision \( N \) by a Newton-like iteration in time \( O(n^\omega M(N) + n^\omega \log(n) N) \).

To the best of our knowledge, this is the first time such a low complexity is reached for this problem. Without the good spectrum assumption, however, we cannot guarantee that this algorithm succeeds, let alone control its complexity.
5.2 Divide-and-Conquer

The classical approach to solving (5.3) is to proceed term-by-term by coefficient extraction. Indeed, we can rewrite the coefficient of degree \( i \) in this equation as

\[
R_i F_i = \Delta_i, \tag{5.4}
\]

where \( \Delta_i \) is a vector that can be computed from \( A, C \) and all previous \( F_j \) (and whose actual expression depends on \( k \)), and \( R_i \) is as follows:

\[
\begin{cases} 
R_i = (q^i A_0 - \gamma_i \text{id}) & \text{if } k = 1 \\
R_i = q^i A_0 & \text{if } k > 1.
\end{cases}
\]

Ideally, we wish that each such system determines \( F_i \) uniquely that is, that \( R_i \) be a unit. For \( k = 1 \), this is the case when \( i \) is not a root of the indicial equation \( \det(q^i A_0 - \gamma_i \text{id}) = 0 \). For \( k > 1 \), either this is the case for all \( i \) (when \( A_0 \) is invertible) or for no \( i \). In any case, we let \( R \) be the set of indices \( i \in \{0, \ldots, N - 1\} \) such that \( \det(R_i) = 0 \); we write \( R = \{j_1 < \cdots < j_r\} \), so that \( r = |R| \).

Even when \( R \) is empty, so the solution is unique, this approach takes quadratic time in \( N \), as computing each individual \( \Delta_i \) takes linear time in \( i \). To achieve quasi-linear time, we split the resolution of Eq. (5.3) \( \mod x^N \) into two half-sized instances of the problem; at the leaves of the recursion tree, we end up having to solve the same Eq. (5.4).

When \( R \) is empty, the algorithm is simple to state (and the cost analysis simplifies; see the comments at the end of this section). Otherwise, technicalities arise. We treat the cases \( i \in R \) separately, by adding placeholder parameters for all corresponding coefficients of \( F \) (this idea is already in \([2, 3]\); the algorithms in these references use a finer classification when \( k > 1 \), by means of a suitable extension of the notion of indicial polynomial, but take quadratic time in \( N \)).

Let \( f_{1,1}, \ldots, f_{n,r} \) be \( nr \) new indeterminates over \( \mathbb{K} \) (below, all boldface letters denote expressions involving these formal parameters). For \( \rho = 1, \ldots, r \), we define the vector \( F_{j,\rho} \) with entries \( f_{1,\rho}, \ldots, f_{n,\rho} \) and we denote by \( \mathcal{L} \) the set of all vectors

\[
\mathbf{F} = \varphi_0 + \varphi_1 F_{j_1} + \cdots + \varphi_r F_{j_r},
\]

with \( \varphi_0 \) in \( \mathcal{M}_{n,1}(\mathbb{K}[x]) \) and each \( \varphi_\ell \) in \( \mathcal{M}_{n}(\mathbb{K}[x]) \) for \( 1 \leq \ell \leq r \). We also define \( \mathcal{L}_i \) the
Algorithm 4: Recursive Divide-and-Conquer

\[
\text{RDAC}(A, C, i, N, k)
\]

**input:** \(A \in \mathcal{M}_n(\mathbb{K}[x])\), \(C \in \mathcal{L}_i\), \(i \in \mathbb{N}\), \(N \in \mathbb{N} \setminus \{0\}\), \(k \in \mathbb{N} \setminus \{0\}\)

**output:** \(F \in \mathcal{L}_{i+N}\)

if \(N = 1\) then
  if \(k = 1\) then
    \(R_i := q^i A_0 - \gamma_i \text{id}\)
  else
    \(R_i := q^i A_0\)

if \(\det(R_i) = 0\) then
  return \(F_i\)
else
  return \(-R_i^{-1} C_0\)

else
  \(m := \left\lceil N/2 \right\rceil\)
  \(H := \text{RDAC}(A, C, i, m, k)\)
  \(D := (C - x^k \delta(H) + (q^i A - \gamma_i x^{k-1} \text{id}) \sigma(H)) \text{ div } x^m\)
  \(K := \text{RDAC}(A, D, i + m, N - m, k)\)
  return \(H + x^m K\)

end

subspace of vectors of the form

\[
F = \varphi_0 + \varphi_1 F_{j_1} + \cdots + \varphi_{\mu(i)} F_{\mu(i)},
\]

where \(\mu(i)\) is defined as the index of the largest element \(j_\ell \in \mathcal{R}\) such that \(j_\ell < i\); if no such element exist (for instance when \(i = 0\)), we let \(\mu(i) = 0\). A specialization \(S : \mathcal{L} \to \mathcal{M}_{n,1}(\mathbb{K}[x])\) is simply an evaluation map defined by \(f_{i,\ell} \mapsto f_{i,\ell}\) for all \(i, \ell\), for some choice of \((f_{i,\ell})\) in \(\mathbb{K}^{nr}\).

We extend \(\delta\) and \(\sigma\) to such vectors, by letting \(\delta(f_{i,\ell}) = 0\) and \(\sigma(f_{i,\ell}) = f_{i,\ell}\) for all \(i, \ell\), so that we have, for \(F\) in \(\mathcal{L}\)

\[
\delta(F) = \delta(\varphi_0) + \delta(\varphi_1) F_{j_1} + \cdots + \delta(\varphi_r) F_{j_r},
\]

and similarly for \(\sigma(F)\).

The main divide-and-conquer algorithm first computes \(F\) in \(\mathcal{L}\), by simply skipping all equations corresponding to indices \(i \in \mathcal{R}\); it is presented in Algorithm 5. In a second step, we resolve the indeterminacies by plain linear algebra. For \(i \geq 0\), and \(F, C\) in \(\mathcal{L}\), we write

\[
E(F, C, i) = x^k \delta(F) - (q^i A - \gamma_i x^{k-1} \text{id}) \sigma(F) + C).
\]

In particular, \(E(F, C, 0)\) is a parameterized form of Eq. (5.3). The key to the divide-and-conquer approach is to write \(H = F \mod x^m\), \(K = F \text{ div } x^m\) and \(D = (C - \)

\[E(H, C, i) \text{ div } x^m. \] Using the equalities
\[x^k\delta(F) = x^k\delta(H) + x^{m+k}\delta(K) + \gamma_m x^{m+k-1}\sigma(K)\]
and \(\gamma_{i+m} = \gamma_m + q^m \gamma_i\), a quick computation shows that
\[E(F, C, i) = (E(H, C, i) \text{ mod } x^m) + x^m E(K, D, i + m). \tag{5.5}\]

**Lemma 1.** Let \(A\) be in \(\mathcal{M}_n(\mathbb{K}[x])\) and \(C\) in \(\mathcal{L}_i\), and let \(F = \text{RDAC}(A, C, i, M, k)\) with \(i + M \leq N\). Then:

1. \(F\) is in \(\mathcal{L}_{i+M}\);
2. for \(j \in \{0, \ldots, M-1\}\) such that \(i+j \notin \mathcal{R}\), the equality \(\text{coeff}(E(F, C, i), x^j) = 0\) holds;
3. if \(C\) and \(F\) in \(\mathcal{M}_{n,1}(\mathbb{K}[x])\) with \(\deg F < M\) are such that \(E(F, C, i) = 0 \text{ mod } x^M\) and there exists a specialization \(S : \mathcal{L}_i \rightarrow \mathcal{M}_{n,1}(\mathbb{K}[x])\) such that \(C = S(C)\), there exists a specialization \(S' : \mathcal{L}_{i+M} \rightarrow \mathcal{M}_{n,1}(\mathbb{K}[x])\) which extends \(S\) and such that \(F = S(F)\).

\(F\) is computed in time \(O((n^2 + r n^\omega) M(M) \log(M) + n^\omega M)\).

**Proof.** The proof is by induction on \(M\).

**Proof of 1.** For \(M = 1\), we distinguish two cases. If \(i \in \mathcal{R}\), say \(i = j\ell\), we return \(F_{1, i} = F_{j\ell}\). In this case, \(\mu(i+1) = \ell\), so our claim holds. If \(i \notin \mathcal{R}\), because \(C_0 \in \mathcal{L}_i\), the output is in \(\mathcal{L}_i\) as well. This proves the case \(M = 1\).

For \(M > 1\), we assume the claim to hold for all \((i, M')\), with \(M' < M\). By induction, \(H \in \mathcal{L}_{i+m}\) and \(K \in \mathcal{L}_{i+M}\). Thus, \(D \in \mathcal{L}_{i+m}\) and the conclusion follows.

**Proof of 2.** For \(M = 1\), if \(i \in \mathcal{R}\), the claim is trivially satisfied. Otherwise, we have to verify that the constant term of \(E(F, C, i)\) is zero. In this case, the output \(F\) is reduced to its constant term \(F_0\), and the constant term of \(E(F, C, i)\) is (up to sign) \(R_0 F_0 + C_0 = 0\), so we are done.

For \(M > 1\), we assume that the claim holds for all \((i, M')\), with \(M' < M\). Take \(j\) in \(\{0, \ldots, M-1\}\). If \(j < m\), we have \(\text{coeff}(E(F, C, i), x^j) = \text{coeff}(E(H, C, i), x^j)\); since \(i+j \notin \mathcal{R}\), this coefficient is zero by assumption. If \(m \leq j\), we have \(\text{coeff}(E(F, C, i), x^j) = \text{coeff}(E(K, D, i), x^{j-m})\). Now, \(j+i \notin \mathcal{R}\) implies that \((j-m) + (i+m) \notin \mathcal{R}\), and \(j-m < M-m\), so by induction this coefficient is zero as well.
Algorithm 5: Divide-and-Conquer

DAC($A, C, N, k$)
\begin{itemize}
\item \textbf{input}: $A \in \mathbb{M}_n(\mathbb{K}[[x]])$, $C \in \mathbb{M}_{n,1}(\mathbb{K}[[x]])$, $N \in \mathbb{N} \setminus \{0\}$, $k \in \mathbb{N} \setminus \{0\}$
\item \textbf{output}: Generators of the solution space of $x^k \delta(F) = A \sigma(F) + C$ at precision $N$.
\end{itemize}

$F := RDAC(A, C, 0, N, k)$
($F$ has the form $\varphi_0 + \varphi_1 F_{j_1} + \cdots + \varphi_r F_{j_r}$)
$T := x^k \delta(F) - A \sigma(F) - C \mod x^N$
$\Gamma := (T_i^{(j)}, i \in \mathcal{R}, j = 1, \ldots, n)$
$\Phi, \Delta := \text{LinSolve}(\Gamma = 0)$
$M := [\varphi_1, \ldots, \varphi_r]$
\text{return} $\varphi_0 + M \Phi$, $M \Delta$

\begin{proof}
For $M = 1$, if $i \in \mathcal{R}$, say $i = j_t$, we have $F = F_{j_t}$, whereas $F$ has entries in $\mathbb{K}$; this allows us to define $S'$. When $i \notin \mathcal{R}$, we have $F = S(F)$, so the claim holds as well. Thus, we are done for $M = 1$.

For $M > 1$, we assume our claim for all $(i, M')$ with $M' < M$. Write $H = F \mod x^m$, $K = F \div x^m$ and $D = (C - x^k \delta(H) + (q^i A - \gamma_{ij} x^{k-1} \text{id}) \sigma(H)) \div x^m$. Then, (5.5) implies that $E(H, C, i) = 0 \mod x^m$ and $E(K, D, i + m) = 0 \mod x^{M-m}$. The induction assumption shows that $H$ is a specialization of $\mathbf{H}$, say $H = S'(\mathbf{H})$ for some $S' : \mathcal{L}_{i+m} \to \mathbb{M}_{n,1}(\mathbb{K}[x])$ which extends $S$. In particular, $D = S'(\mathbf{D})$. The induction assumption also implies that there exist an extension $S'' : \mathcal{L}_{i+m} \to \mathbb{M}_{n,1}(\mathbb{K}[x])$ of $S'$, and thus of $S$, such that $K = S''(\mathbf{K})$. Then $F = S''(\mathbf{F})$, so we are done.

For the complexity analysis, the most expensive part of the algorithm is the computation of $D$. At the inner recursion steps, the bottleneck is the computation of $A \sigma(H)$, where $H$ has degree less than $M$ and $A$ can be truncated mod $x^M$ (the higher degree terms have no influence in the subsequent recursive calls). Computing $\sigma(H)$ takes time $O(N(n + rn^2))$ and the product is done in time $O((n^2 + rn^2)M(M))$; recursion leads to a factor $\log(M)$. The base cases use $O(M)$ matrix inversions of cost $O(n^\omega)$ and $O(M)$ multiplications, each of which takes time $O(rn^\omega)$.

The second step of the algorithm is plain linear algebra: we know that the output of the previous algorithm satisfies our main equation for all indices $i \notin \mathcal{R}$, so we conclude by forcing the remaining ones to zero.

\end{proof}

Proposition 1. On input $A, C, N, k$ as specified in Algorithm 5, this algorithm returns generators of the solution space of (5.3) mod $x^N$ in time $O((n^2 + rn^\omega)M(N) \log(N) + r^2 n^\omega N + r^2 n^\omega)$.
Proof. The first claim is a direct consequence of the construction above, combined with Lemma 1. For the cost estimate, we need to take into account the computation of $T$, the linear system solving, and the final matrix products. The computation of $T$ fits in the same cost as that of $D$ in Algorithm 4, so no new contribution comes from here. Solving the system $\Gamma = 0$ takes time $O((rn)^\omega)$. Finally, the product $[\varphi_1 \cdots \varphi_r] \Delta$ involves an $n \times (rn)$ matrix with entries of degree $N$ and an $(rn) \times t$ constant matrix, with $t \leq rn$; proceeding coefficient by coefficient, and using block matrix multiplication in size $n$, the cost is $O(r^2n^\omega N)$. □

When all matrices $R_i$ are invertible, the situation becomes considerably simpler: $r = 0$, the solution space has dimension 0, there is no need to introduce formal parameters, the cost drops to $O(n^2M(N) \log(N) + n^\omega N)$ for Lemma 1, and Proposition 1 becomes irrelevant.

When $A_0$ has good spectrum at precision $N$, we may not be able to ensure that $r = 0$, but we always have $r \leq 1$. Indeed, when $k = 1$, the good spectrum condition implies that for all $0 \leq i < N$ and for $j \in \mathbb{N}$, the matrices $R_i$ and $R_j$ have disjoint spectra so that at most one of them can be singular. For $k > 1$, the good spectrum condition implies that all $R_i$ are invertible, whence $r = 0$. This proves Thm. 1.

Previous work. As said above, Barkatou and Pügel [3], then Barkatou, Broughton and Pügel [2], already gave algorithms that solve such equations term-by-term, introducing formal parameters to deal with cases where the matrix $R_i$ is singular. These algorithms handle some situations more finely than we do (e.g., the cases $k \geq 2$), but take quadratic time; our algorithm can be seen as a divide-and-conquer version of these results.

In the particular case $q \neq 1$, $n = 1$ and $r = 0$, another forerunner to our approach is Brent and Traub’s divide-and-conquer algorithm [12]. That algorithm is analyzed for a more general $\sigma$, of the form $\sigma(x) = x^q(x)$, as such, they are more costly than ours; when $q$ is constant, we essentially end up with the approach presented here.

Let us finally mention van der Hoeven’s paradigm of relaxed algorithms [19, 22, 23], which allows one to solve systems such as (5.3) in a term-by-term fashion, but in quasilinear time. The cornerstone of this approach is fast relaxed multiplication, otherwise known as online multiplication, of power series.

In [19, 20], van der Hoeven offers two relaxed multiplication algorithms (the first one being similar to that of [16]); both take time $O(M(n) \log(n))$. When $r = 0$, this yields a complexity similar to Prop. 1 to solve Eq. (5.3), but it is unknown to us how this carries over to arbitrary $r$. 
When \( r = 0 \), both our divide-and-conquer approach and the relaxed one can
be seen as “fast” versions of quadratic time term-by-term extraction algorithms. It
should appear as no surprise that they are related: as it turns out, at least in simple
cases (with \( k = 1 \) and \( n = 1 \)), using the relaxed multiplication algorithm of [20]
to solve Eq. (5.3) leads to doing exactly the same operations as our divide-and-
conquer method, without any recursive call. We leave the detailed analysis of these
observations to future work.

For suitable “nice” base fields (e.g., for fields that support Fast Fourier Transform),
the relaxed multiplication algorithm in [19] was improved in [21, 24], by means of
a reduction of the \( \log(n) \) overhead. This raises the question of whether such an
improvement is available for divide-and-conquer techniques.

5.3 Newton Iteration

5.3.1 Gauge Transformation

Let \( F \) be a solution of Eq. (5.3). To any invertible matrix \( W \in \mathcal{M}_n(\mathbb{K}[x]) \), we can
associate the matrix \( Y = W^{-1}F \in \mathcal{M}_n(\mathbb{K}[[x]]) \). We are going to choose \( W \) in such a
way that \( Y \) satisfies an equation simpler than (5.3). The heart of our contribution is
the efficient computation of such a \( W \).

Lemma 2. Let \( W \in \mathcal{M}_n(\mathbb{K}[x]) \) be invertible in \( \mathcal{M}_n(\mathbb{K}[[x]]) \) and let \( B \in \mathcal{M}_n(\mathbb{K}[x]) \) be
such that

\[
B = W^{-1}(x^k \delta(W) - A \sigma(W)) \mod x^N.
\]

Then \( F \) in \( \mathcal{M}_{n,1}(\mathbb{K}[x]) \) satisfies

\[
x^k \delta(F) = A \sigma(F) + C \mod x^N
\]

if and only if \( Y = W^{-1}F \) satisfies

\[
x^k \delta(Y) = B \sigma(Y) + W^{-1}C \mod x^N.
\]

Proof. Differentiating the equality \( F = WY \) gives

\[
x^k \delta(F) = x^k \delta(W) \sigma(Y) + x^k W \delta(Y).
\]
Since \( x^k \delta(W) = A\sigma(W) - WB \mod x^N \), we deduce

\[
x^k \delta(F) - A\sigma(F) - C = W(x^k \delta(Y) - B\sigma(Y) - W^{-1}C) \mod x^N.
\]

Since \( W \) is invertible, the conclusion follows.

The systems (5.3) and (5.7) are called equivalent under the gauge transformation \( Y = WF \). Solving (5.3) is thus reduced to finding a simple \( B \) such that (5.7) can be solved efficiently and such that the equation

\[
x^k \delta(W) = A\sigma(W) - WB \mod x^N \tag{5.8}
\]

that we call associated to (5.3) has an invertible matrix \( W \) solution that can be computed efficiently too.

As a simple example, consider the differential case, with \( k = 1 \). Under the good spectrum assumption, it is customary to choose \( B = A_0 \), the constant coefficient of \( A \). In this case, the matrix \( W \) of the gauge transformation must satisfy

\[
xW' = AW - WA_0 \mod x^N.
\]

It is straightforward to compute the coefficients of \( W \) one after the other, as they satisfy \( W_0 = \text{Id} \) and, for \( i > 0 \),

\[
(A_0 - i\text{Id})W_i - W_i A_0 = -\sum_{j<i} A_{i-j} W_j.
\]

However, using this formula leads to a quadratic running time in \( N \). The Newton iteration presented in this section computes \( W \) in quasi-linear time.

### 5.3.2 Polynomial Coefficients

Our approach consists in reducing efficiently the resolution of (5.3) to that of an equivalent equation where the matrix \( A \) of power series is replaced by a matrix \( B \) of polynomials of low degree. This is interesting because the latter can be solved in linear complexity by extracting coefficients. This subsection describes the resolution of the equation

\[
x^k \delta(Y) = P\sigma(Y) + Q, \tag{5.9}
\]

where \( P \) is a polynomial matrix of degree less than \( k \).
Algorithm 6: PolCoeffsDE

PolCoeffsDE(\(P, Q, k, N\))

input: \(P \in \mathcal{M}_n(\mathbb{K}[x])\) of degree less than \(k\), \(Q \in \mathcal{M}_{n,1}(\mathbb{K}[x])\), \(N \in \mathbb{N} \setminus \{0\}\), \(k \in \mathbb{N} \setminus \{0\}\).

output: Generators of the solution space of \(x^k \delta(Y) = P \sigma(Y) + Q\) at precision \(N\).

for \(i = 0, \ldots, N-1\) do
\[
C := Q_i + (P_1 q_i^{-1} Y_{i-1} + \cdots + P_{k-1} q_i^{-k+1} Y_{i-k+1})
\]
if \(k = 1\) then
\[
Y_i, M_i := \text{LinSolve}((\gamma_i \text{Id} - q_i P_0)X = C)
\]
else
\[
Y_i, M_i := \text{LinSolve}(-q_i P_0 X = C - \gamma_{i-k+1} Y_{i-k+1})
\]
end
end
return \(Y_0 + \cdots + Y_{N-1} x^{N-1}, [M_0, M_1, \ldots, M_{N-1} x^{N-1}]\)

Lemma 3. Suppose that \(P_0\) has good spectrum at precision \(N\). Then Algorithm 6 computes generators of the solution space of Eq. (5.9) at precision \(N\) in time \(O(n^\omega N)\), with \(M \in \mathcal{M}_{n,t}(\mathbb{K})\) for some \(t \leq n\).

Proof. Extracting the coefficient of \(x^i\) in Eq. (5.9) gives
\[
\gamma_{i-k+1} Y_{i-k+1} = q_i^i P_0 Y_i + \cdots + q_i^{-k+1} P_{k-1} Y_{i-k+1} + Q_i.
\]
In any case, the equation to be solved is as indicated in the algorithm. For \(k = 1\), we actually have \(C = Q_i\) for all \(i\), so all these systems are independent. For \(k > 1\), the good spectrum condition ensures that the linear system has full rank for all values of \(i\), so all \(M_i\) are empty. For each \(i\), computing \(C\) and solving for \(Y_i\) is performed in \(O(n^\omega)\) operations, whence the announced complexity.

5.3.3 Computing the Associated Equation

Given \(A \in \mathcal{M}_n(\mathbb{K}[[x]])\), we are looking for a matrix \(B\) with polynomial entries of degree less than \(k\) such that the associated equation (5.8), which does not depend on the non-homogeneous term \(C\), has an invertible matrix solution.

In this article, we content ourselves with a simple version of the associated equation where we choose \(B\) in such a way that (5.8) has an invertible solution \(V\) mod \(x^k\); thus, \(V\) and \(B\) must satisfy \(A \sigma(V) = VB\) mod \(x^k\). The invertible matrix \(V\) is then lifted at higher precision by Newton iteration (Algorithm 9) under regularity conditions that depend on the spectrum of \(A_0\). Other cases can be reduced to this setting by
the polynomial gauge transformations that are used in the computation of formal solutions \[2, 33\].

When \(k = 1\) or \(q \neq 1\), the choice
\[
B = A \mod x^k, \quad V = \text{Id}
\]
solves our constraints and is sufficient to solve the associated equation. When \(q = 1\), \(k > 1\) (in particular when the point 0 is an irregular singular point of the equation), this is not the case anymore. In that case, we use a known technique called the \textit{splitting lemma} to prepare our equation. See for instance \[1, \text{Ch. 3.2}\] and \[2\] for details and generalizations.

**Lemma 4** (Splitting Lemma). Suppose that \(k > 1\), that \(\text{Spec } A_0 = n\) and that \(\text{Spec } A_0 \subset \mathbb{K}\). Then one can compute in time \(O(n^\omega)\) matrices \(V\) and \(B\) of degree less than \(k\) in \(\mathcal{M}_n(\mathbb{K}[x])\) such that the following holds: \(V_0\) is invertible; \(B\) is diagonal; \(AV = VB \mod x^k\).

**Proof.** We can assume that \(A_0\) is diagonal: if not, we let \(P\) be in \(\mathcal{M}_n(\mathbb{K})\) such that \(D = P^{-1}AP\) has a diagonal constant term; we find \(V\) using \(D\) instead of \(A\), and replace \(V\) by \(PV\). Computing \(P\) and \(PV\) takes time \(O(n^\omega)\), since as per convention, \(k\) is considered constant in the cost analyses.

Then, we take \(B_0 = A_0\) and \(V_0 = \text{Id}\). For \(i > 0\), we have to solve \(A_0V_i - V_iA_0 - B_i = \Delta_i\), where \(\Delta_i\) can be computed from \(A_1, \ldots, A_i\) and \(B_1, \ldots, B_{i-1}\) in time \(O(n^\omega)\). We set the diagonal of \(V_i\) to 0. Since \(A_0\) is diagonal, the diagonal \(B_i\) is then equal to the diagonal of \(\Delta_i\), up to sign. Then the entry \((\ell, m)\) in our equation reads \((r_\ell - r_m)V_i^{(\ell, m)} = \Delta_i^{(\ell, m)}\), with \(r_1, \ldots, r_n\) the (distinct) eigenvalues of \(A_0\). This can always be solved, in a unique way. The total time is \(O(n^\omega)\). \(\square\)

### 5.3.4 Solving the Associated Equation

Once \(B\) and \(V\) are determined as in **5.3.3**, we compute a matrix \(W\) that satisfies the associated equation (5.8); this eventually allows us to reduce (5.3) to an equation with polynomial coefficients. This computation of \(W\) is performed efficiently using a suitable version of Newton iteration for Eq. (5.8); it computes a sequence of matrices whose precision is roughly doubled at each stage. This is described in Algorithm 9; our main result in this section is the following.

**Proposition 2.** Suppose that \(A_0\) has good spectrum at precision \(N\). Then, given a solution of the associated equation mod \(x^k\), invertible in \(\mathcal{M}_n(\mathbb{K}[[x]])\), Algorithm 9
Algorithm 7: Solving Eq. (5.10) when \( k = 1 \) or \( q \neq 1 \)

\[
\text{DiffSylvester}(\Gamma, m, N)
\]

\textbf{input}: \( \Gamma \in x^m.\mathbb{M}_n(\mathbb{K}[x]) \), \( m \in \mathbb{N} \setminus \{0\} \), \( N \in \mathbb{N} \setminus \{0\} \)

\textbf{output}: \( U \in x^{m-k}.\mathbb{M}_n(\mathbb{K}[x]) \) solution of (5.10).

\textbf{for} \( i = m, \ldots, N-1 \) \textbf{do}

\[ C := (B_1q^{i-1}U_{i-1} + \cdots + B_{k-1}q^{i-k+1}U_{i-k+1}) + \Gamma_i \]

\textbf{if} \( k = 1 \) \textbf{then}

\[ U_i := \text{Sylvester}(XB_0 + (\gamma_i I - q^i B_0)X = C) \]

\textbf{else}

\[ U_i := \text{Sylvester}(XB_0 - q^i B_0 X = C - \gamma_i B_{i-k+1} U_{i-k+1}) \]

\textbf{end}

\textbf{end}

\textbf{return} \( U_m x^m + \cdots + U_{N-1} x^{N-1} \)

computes a solution of that equation \( \text{mod} x^N \), also invertible in \( \mathbb{M}_n(\mathbb{K}[x]) \), in time \( O(n^\omega \mathbb{M}(N) + n^\omega \log(n)N) \).

Before proving this result, we show how to solve yet another type of equations that appear in an intermediate step:

\[
x^k \delta(U) = B\sigma(U) - UB + \Gamma \text{ mod } x^N, \tag{5.10}
\]

where all matrices involved have size \( n \times n \), with \( \Gamma = 0 \text{ mod } x^m \). This is dealt with by Algorithm 7 when \( k = 1 \) or \( q \neq 1 \) and Algorithm 8 otherwise.

For Algorithm 7, remember that \( B = A \text{ mod } x^k \). The algorithm uses a routine Sylvester solving Sylvester equations. Given matrices \( Y, V, Z \) in \( \mathbb{M}_n(\mathbb{K}) \), we are looking for \( X \) in \( \mathbb{M}_n(\mathbb{K}) \) such that \( YX - XV = Z \). When \( (Y, V) \) have disjoint spectra, this system admits a unique solution, which can be computed \( O(n^\omega \log(n)) \) operations in \( \mathbb{K} \) [26].

**Lemma 5.** Suppose that \( k = 1 \) or \( q \neq 1 \) and that \( A_0 \) has good spectrum at precision \( N \). If \( \Gamma = 0 \text{ mod } x^m \), with \( k \leq m < N \), then Algorithm 7 computes a solution \( U \) to Eq. (5.10) that satisfies \( U = 0 \text{ mod } x^{m-k+1} \) in time \( O(n^\omega \log(n)N) \).

**Proof.** Extracting the coefficient of \( x^i \) in (5.10) gives

\[
\gamma_i B_0 U_i - U_i B_0 + C,
\]

with \( C \) as defined in Algorithm 7. In both cases \( k = 1 \) and \( k > 1 \), this gives a Sylvester
Algorithm 8: Solving Eq. (5.10) when \( k > 1 \) and \( q = 1 \)

\[
\text{DiffSylvesterDifferential}(\Gamma, m, N)
\]

**input**: \( \Gamma \in x^m \mathcal{M}_n(\mathbb{K}[x]), m \in \mathbb{N} \setminus \{0\}, N \in \mathbb{N} \setminus \{0\} \)

**output**: \( U \in x^{m-k} \mathcal{M}_n(\mathbb{K}[x]) \) solution of (5.10).

for \( i = 1, \ldots, n \) do

  for \( j = 1, \ldots, n \) do

    if \( i = j \) then
      \( U_{(i,i)} := x^k \int (x^{-k} \Gamma_{(i,i)}) \mod x^N \)
    else
      \( U_{(i,j)} := \text{PolCoeffsDE}(B_{(i,i)} - B_{(j,j)} \Gamma_{(i,j)} k, N) \)
    end

  end

return \( U \)

equation for each \( U_i \), of the form given in the algorithm. Since \( B_0 = A_0 \), the spectrum assumption on \( A_0 \) implies that these equations all have a unique solution. Since \( \Gamma \) is \( 0 \mod x^m \), so is \( U \) (so we can start the loop at index \( m \)). The total running time is \( O(n^\omega \log(n)N) \) operations in \( \mathbb{K} \).

This approach fails in the differential case \( (q = 1) \) when \( k > 1 \), since then the Sylvester systems are all singular. Algorithm 8 deals with this issue, using the fact that in this case, \( B \) is diagonal, and satisfies the conditions of Lemma 4.

**Lemma 6.** Suppose that \( k > 1 \), \( q = 1 \) and that \( A_0 \) has good spectrum at precision \( N \). If \( \Gamma = 0 \mod x^m \), with \( k \leq m < N \), then Algorithm 8 computes a solution \( U \) to Eq. (5.10) that satisfies \( U = 0 \mod x^{m-k+1} \) in time \( O(n^2N) \).

**Proof.** Since \( B \) is diagonal, the \((i,j)\)th entry of (5.10) is

\[
x^k \delta(U_{(i,j)}) = (B_{(i,i)} - B_{(j,j)} \Gamma_{(i,j)} k) \mod x^N.
\]

When \( i = j \), \( B_{(i,i)} - B_{(j,j)} \) vanishes. After dividing by \( x^k \), we simply have to compute an integral, which is feasible under the good spectrum assumption (we have to divide by the non-zero \( \gamma_1 = 1, \ldots, \gamma_{N-k} = N - k \)). When \( i \neq j \), the conditions ensure that Lemma 3 applies (and since \( k > 1 \), the solution is unique, as pointed out in its proof).

We now prove the correctness of Algorithm 9 for Newton iteration. Instead of doubling the precision at each step, there is a slight loss of \( k - 1 \).
**Algorithm 9:** Newton iteration for Eq. (5.8)

```
NewtonAE(V, N)

input: V ∈ ℳₙ(ℚ[x]) solution of (5.8) mod xᵏ invertible in ℳₙ(ℚ[[x]]),
      N ∈ ℕ \ {0}
output: W ∈ ℳₙ(ℚ[x]) solution of (5.8) mod xᴺ invertible in ℳₙ(ℚ[[x]]),
       with W = V mod xᵏ

if N ≤ k then return V
else
  m := ⌈(N+k−1)/2⌉
  H := NewtonAE(V, m)
  R := xᵏδ(H) − Aσ(H) + HB
  if k = 1 or q ≠ 1 then
    U := DiffSylvester(−H⁻¹R, m, N)
  else
    U := DiffSylvesterDifferential(−H⁻¹R, m, N)
  end
return H + HU
```

**Lemma 7.** Let m ≥ k and let H ∈ ℳₙ(ℚ[x]) be invertible in ℳₙ(ℚ[[x]]) and satisfy (5.8) mod xᵐ. Let N be such that m ≤ N ≤ 2m − k + 1. Let R and U be as in Algorithm 9 and suppose that A₀ has good spectrum at precision N.

Then H + HU is invertible in ℳₙ(ℚ[[x]]) and satisfies the associated equation mod xᴺ. Given H, U can be computed in time O(nωM(N) + nω log(n)N).

**Proof.** By hypothesis, R = 0 mod xᵐ. Then

\[
xᵏδ(H + HU) − Aσ(H + HU) + (H + HU)B = (xᵏδ(H) − Aσ(H) + HB)(Id + σ(U)) + H(xᵏδ(U) + UB − Bσ(U)) = R(Id + σ(U)) − R mod xᴺ = Rσ(U) mod xᴺ.
\]

Using either Lemma 5 or Lemma 6, U = 0 mod xᵐ−k+1, so σ(U) = 0 mod xᵐ−k+1. Thus, the latter expression is 0, since 2m − k + 1 ≥ N. Finally, since HU = 0 mod xᵐ−k+1, and m ≥ k, H + HU remains invertible in ℳₙ(ℚ[[x]]). The various matrix products and inversions take a total number of O(nωM(N)) operations in ℚ (using Newton iteration to invert H). Adding the cost of Lemma 5, resp. Lemma 6, we get the announced complexity.

We can now prove Proposition 2. Correctness is obvious by repeated applications...
of the previous lemma. The cost $C(N)$ of the computation up to precision $N$ satisfies

$$C(N) = C(m) + O(n^\omega M(N) + n^\omega \log nN), \quad N > k.$$ 

Using the super-additivity properties of the function $M$ as in [17, Ch. 9], we obtain the claimed complexity.

We can now conclude the proof of Thm. 2. In order to solve Equation (5.3), we first determine $B$ and $V$ as in S5.3.3; the cost will be negligible. Then, we use Proposition 2 to compute a matrix $W$ that satisfies (5.8) mod $x^N$. Given $C$ in $\mathcal{M}_{n,1}(\mathbb{K}[x])$, we next compute $\Gamma = W^{-1}C$ mod $x^N$. By the previous lemma, we conclude by solving

$$x^k \delta(Y) = B\sigma(Y) + \Gamma \pmod{x^N}.$$ 

Lemma 3 gives us generators of the solution space of this equation mod$x^N$. If it is inconsistent, we infer that Eq. (5.3) is. Else, from the generators $(Y, M)$ obtained in Lemma 3, we deduce that $(WY, WM)$ mod $x^N$ is a generator of the solution space of Eq. (5.3) mod$x^N$. Since the matrix $M$ has few columns (at most $n$), the cost of all these computations is dominated by that of Proposition 2, as reported in Thm. 2.

## 5.4 Implementation

We implemented the divide-and-conquer and Newton iteration algorithms, as well as a quadratic time algorithm, on top of NTL 5.5.2 [29]. In our experiments, the base field is $\mathbb{K} = \mathbb{Z}/p\mathbb{Z}$, with $p$ a 28 bit prime; the systems were drawn at random. Timings are in seconds, averaged over 50 runs; they are obtained on a single core of a 2 GHz Intel Core 2.

Our implementation uses NTL’s built-in $\texttt{zz}_p\texttt{X}$ polynomial arithmetic, that is, works with “small” prime fields (of size about $2^{30}$ over 32 bit machines, and $2^{50}$ over 64 bits machines). For this data type, NTL’s polynomial arithmetic uses a combination of naive, Karatsuba and FFT arithmetic.

There is no built-in NTL type for polynomial matrices, but a simple mechanism to write one. Our polynomial matrix product is naive, of cubic cost. For small sizes such as $n = 2$ or $n = 3$, this is sufficient; for larger $n$, one should employ improved schemes (such as Waksman’s [32], see also [15]) or evaluation-interpolation techniques [9].

Our implementation follows the descriptions given above, up to a few optimizations for algorithm $\texttt{NewtonAE}$ (which are all classical in the context of Newton iteration). For instance, the inverse of $H$ should not be recomputed at every step, but
simply updated; some products can be computed at a lower precision than it appears (such as $H^{-1}R$, where $R$ is known to have a high valuation).

In Fig. 5.1, we give timings for the scalar case, with $k = 1$ and $q \neq 1$. Clearly, the quadratic algorithm is outperformed for almost all values of $N$; Newton iteration performs better than the divide-and-conquer approach, and both display a subquadratic behavior. Fig. 5.2 gives timings when $n$ varies, taking $k = 1$ and $q \neq 1$ as before. For larger values of $n$, the divide-and-conquer approach become much better for this range of values of $N$, since it avoids costly polynomial matrix multiplication (see Thm. 1).

Finally, Table 5.1 gives timings obtained for $k = 3$, for larger values of $n$ (in this case, a plot of the results would be less readable, due to the large gap between the divide-and-conquer approach and Newton iteration, in favor of the former); DAC stands for “divide-and-conquer”. In all cases, the experimental results confirm to a very good extent the theoretical cost analyses.
Table 5.1: Timings with $k = 3$, $q \neq 1$

<table>
<thead>
<tr>
<th></th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Newton</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.01</td>
</tr>
<tr>
<td>250</td>
<td>0.22</td>
</tr>
<tr>
<td>450</td>
<td>0.50</td>
</tr>
<tr>
<td>650</td>
<td>0.93</td>
</tr>
<tr>
<td>DAC</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.01</td>
</tr>
<tr>
<td>250</td>
<td>0.03</td>
</tr>
<tr>
<td>450</td>
<td>0.06</td>
</tr>
<tr>
<td>650</td>
<td>0.10</td>
</tr>
</tbody>
</table>
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Chapter 6

Polynomial Root-Finding for Nonlinear Equations

List decoding, for the Sudan / Guruswami-Sudan as well as for the Rudra-Guruswami algorithms, requires to perform bivariate, resp. multivariate polynomial root-finding for nonlinear polynomials, whose roots may additionally have multiplicities. There are several barriers to incorporate directly fast root-finding techniques based on Newton iteration; in this chapter, we analyze these questions using Newton polygons and introduce in particular a heuristic to deal with the folded case. Experimental results show the soundness of this approach.

6.1 Introduction

In this chapter, we consider the problem of root-finding for Reed-Solomon codes and folded Reed-Solomon codes. As input, we are given a polynomial $Q$ in $\mathbb{F}[x, z_1, \ldots, z_s]$, for some field $\mathbb{F}$, and a field element $\gamma$; this polynomial was obtained by interpolation at a set of points of the form $(\alpha_i, y_{s(i-1)+1}, \ldots, y_{s_i})$ that lies in $\mathbb{F}^{s+1}$. The output is a polynomial $f$ such that

$$Q(x, f(x), f(\gamma x), \ldots, f(\gamma^{s-1}x)) = 0; \tag{6.1}$$

the case $s = 1$ corresponds to the Sudan and Guruswami-Sudan algorithms, and $s > 1$ holds for the Guruswami-Rudra folded codes.

Following the ideas of Chapter 5, we will compute $f$ using lifting techniques. In that chapter, we were dealing with linear equations, and under suitable assumptions, we were able to give fast algorithms (quasi-linear time in the degree of $f$). In this
chapter, we deal with more general situations, dropping in particular the linearity assumption. Our main results are the following:

- For non-linear equations, we prove using Newton iteration techniques that provided certain smoothness assumptions hold, we can compute a root of Eq. (6.1) in time quasi-linear in the degree of $f$. This is well-known for the “algebraic” case $s = 1$, where the equation we solve becomes simply $Q(x, f(x)) = 0.$

- Without the smoothness assumption, we show how Newton polygon constructions can be applied; for this, we rely on previous results due to Kung-Traub [16] and Cano-Fortuny Ayuso [9]. We relate this approach to previous algorithms due to Roth and Ruckenstein [23] (for $s = 1$) and Beelen and Brander [2] for the folded case.

- Finally, we present a heuristic dedicated to the folded case, that greatly simplifies the computations based on Newton polygon techniques, and works remarkably well in practice.

For convenience, we describe first in Section 6.2 the non-folded case, with $s = 1$; in that case, almost all results we give were known, and our main contribution is to highlight the connection between a previous algorithm due to Roth and Ruckenstein [23] and classical Newton polygon construction. In Section 6.3 we show how these techniques extend to the folded case; finally, in the last section, we introduce our heuristic for the folded case.

In this chapter, we let $M : \mathbb{N} \to \mathbb{N}$ be such that for any ring $R$, polynomials of degree less than $n$ in $R[x]$ can be multiplied in $M(n)$ arithmetic operations in $R$. We assume that $M(n)$ satisfies the usual assumptions of [28, S8.3]; using Fast Fourier Transform, $M(n)$ can be taken to be $O(n \log(n) \log \log(n))$ [29, 30].

### 6.2 The classical case ($s = 1$)

This section describes root finding techniques in the non-folded case, that is, when $s = 1$. Most of the contents is well-known, but we make a few remarks about the relations between some existing algorithms that seem to be new.

We are given here a polynomial $Q$ in $\mathbb{K}[x, z]$, and we look for polynomials $f$ of degree less than $k$ in $\mathbb{K}[x]$ such that $Q(x, f(x)) = 0$. A direct approach consists in factoring $Q$, since in this bivariate case, $z - f(x)$ must be a factor of $Q$ in $\mathbb{K}[x, z]$; this is how the polynomial time complexity results are achieved in [24] and [13]. Now,
bivariate factorization algorithms boil down to univariate factorization, lifting and recombination; it is thus natural to remark that in order to find roots of the form \( z = f(x) \), one may directly lift power series solutions from the known values \((\alpha_i, y_i)\), and identify those that are polynomials of degree less than \( k \). We discuss this idea here, first in the case of Sudan’s algorithm, then for the Guruswami-Sudan algorithm.

### 6.2.1 Root-finding when \( m = 1 \)

We start by briefly describing the case \( m = 1 \). This case was investigated in \([1]\) by Augot and Pecquet, who showed how to use fast root-finding techniques. That paper discusses more than Reed-Solomon codes (the authors consider algebraic geometric codes); for the particular case of Reed-Solomon codes, the lifting process boils down to a standard form of Newton iteration.

Fix an index \( i \) in \( \{1, \ldots, n\} \), so that \( Q(x, \alpha_i) = 0 \). After replacing \( Q \) by \( Q_i = Q(x + x_i, z + \alpha_i) \), the algorithm computes a sequence of polynomials \( f(j) \) in \( \mathbb{K}[x] \) such that \( \deg(f(j)) < 2^j \) and \( Q_i(x, f(j)) = 0 \bmod x^{2^j} \) holds for \( j = 0, \ldots \). This is done as follows:

- For \( j = 0 \), take \( f(0) = 0 \).
- To deduce \( f(j+1) \) from \( f(j) \), write \( f(j+1) = f(j) + h(j) \), with \( h(j) = 0 \bmod x^{2^j} \).

Writing the Taylor expansion of \( Q_i \) at \((x, f(j))\), and using the fact that \( h^2(j) = 0 \bmod x^{2^j+1} \), we deduce

\[
Q_i(x, f(j+1)) = Q_i(x, f(j)) + h(j) \frac{\partial Q_i}{\partial z}(x, f(j)) \bmod x^{2^j+1}.
\]

Assuming that \( \frac{\partial Q_i}{\partial z}(0, 0) \) is nonzero, we deduce

\[
h(j) = - \frac{Q_i(x, f(j))}{\frac{\partial Q_i}{\partial z}(x, f(j))} \bmod x^{2^j+1}.
\]

The above process is none other than Newton iteration applied to \( Q_i \); in order for the iteration to be well-defined, the partial derivative \( \frac{\partial Q_i}{\partial z}(0, 0) = \frac{\partial Q}{\partial z}(x_i, \alpha_i) \) must be nonzero. While we expect this condition to hold “in general” for all \( i \), the assumption \( Q(x, f(x)) = 0 \) is not enough to guarantee it. Theorem 5 in \([1]\) proves that if \( Q \) is chosen with minimal \( z \)-degree, there exists at least one index \( i \) for which \( \frac{\partial Q}{\partial z}(x_i, \alpha_i) \) is nonzero.

Let \( \ell = \deg(Q, z) \). When the required condition \( \frac{\partial Q}{\partial z}(x_i, \alpha_i) \neq 0 \) holds, then the \( j \)th step of this Newton iteration takes \( O(\ell) \) operations (additions, subtractions,
divisions) on power series of precision $2^j$. Each such power series operation takes $O(M(2^j))$ operations in $\mathbb{K}$, for a total of $O(\ell M(2^j))$. If we stop the iteration as soon as $2^\ell \geq k$, the total is thus $O(\ell M(k))$ operations in $\mathbb{K}$.

### 6.2.2 Root-finding when $m > 1$

By construction, in Guruswami-Sudan’s algorithm, the partial derivatives $\partial Q/\partial z(x_i, \alpha_i)$ all vanish, so we cannot apply Newton iteration directly in that case. In this subsection, we present workarounds to this problem, first by means of the Roth-Ruckenstein algorithm, then using an older algorithm due to Kung and Traub; we then point out that these two algorithms are essentially the same, with a slight advantage for the latter.

As in the previous subsection, we fix an index $i$ once and for all and we translate the origin to $(x_i, \alpha_i)$. In order to avoid keeping track of the index $i$, we still write $Q$ for the bivariate polynomial obtained after translation, so that our problem boils down to finding a polynomial $f(x)$ such that $f(0) = 0$ and $Q(x, f(x)) = 0$. Remark that already for such simple polynomials as $Q(x, z) = z^2 - x^2$, there is no way to uniquely compute a root $z = f(x)$ such that $f(0) = 0$ (here, both $z = x$ and $z = -x$ are solutions).

**Roth and Ruckenstein’s algorithm.** We start with Roth and Ruckenstein’s algorithm [23], which computes the coefficients of the message polynomial $f$ one after another. Following the original presentation, the algorithm uses an array $\psi$ of size $k$ to store its results, and outputs candidates for $f$ one after the other (formally, they may be appended to an output list). The top-level call starts at index $i = 0$, and subsequent calls involve higher values of $i$. Finally, in order to distinguish its behavior from the one of the upcoming Newton-Puiseux algorithm, the input is called here $M$. 
Algorithm 10: Roth & Ruckenstein($M, k, \psi, i$)

1: find the largest integer $r$ such that $x^r$ divides $M$
2: $M = \frac{M}{x^r}$
3: $\varnothing = \text{all roots of the univariate polynomial } M(0, z) \text{ in } \mathbb{K}$
4: for each $\varsigma \in \varnothing$ do
5: $\psi[i] = \varsigma$
6: if $i = k - 1$ then
7: output $\psi$
8: else
9: $\tilde{M}(x, z) = M(x, xz + \varsigma)$
10: Roth & Ruckenstein($\tilde{M}, k, \psi, i + 1$)
11: end if
12: end for

The following example illustrates this algorithm. Let

$$M(x, z) = z^4 + (-3x^3 - 2x^2 - 3x)z^3 + (2x^6 + 3x^5 + 10x^4 + 6x^3 + 2x^2)z^2$$
$$+ (-6x^7 - 9x^6 - 9x^5 - 4x^4)z + 4x^8 + 6x^7 + 2x^6$$
$$= (z - x)(z - 2x)(z - x^2 - x^3)(z - x^2 - 2x^3),$$

and consider finding roots $z = f(x)$ with $f(0) = 0$. Of course, the input of the algorithm is the expanded form given first; on the factored form, we see that there are four such roots. Figure 6.1 shows the recursion tree of Algorithm 10 on this input, with the value at each node corresponding to the root $\varsigma$ chosen to enter the corresponding recursive call, and with the recursion depth $i$ given vertically. Nodes with several children correspond to recursive steps where several roots $\varsigma$ exist; the children correspond to roots that are “separated” at the given recursive call.

In what follows, we will refer to the label of a node to describe which root was used to enter the corresponding recursive call (here, the labels of the children of the root are 1, 2, 0); to each node $N$ is also associated the polynomial $M_N$ that was used as input to said node.

The Newton-Puiseux algorithm. Next, following Kung and Traub’s presentation [16], we present a simplified version of the so-called Newton-Puiseux algorithm, that achieves the same purpose, and which follows the classical constructive proof that the field of Puiseux series is algebraically closed (this approach was already
mentioned in Pecquet’s thesis \cite{19}). For all facts not proved below, and in particular for the correctness of the algorithm, please see \cite{16}.

The algorithm relies on a construction called the Newton polygon of $Q$: this is a polygon in the plane, obtained as the convex hull of all sets $(i, j) + \mathbb{N}^2$, for $(i, j)$ such that $x^i z^j$ appears as a monomial in $Q$ with a nonzero coefficient. The Newton polygon for the polynomial $Q$ in the previous example is given in Figure 6.2, where the vertices are $(0, 4)$, $(2, 2)$ and $(6, 0)$, corresponding to monomials $z^4$, $x^2 z^2$ and $x^6$.

The final notion we need is the slopes of the Newton polygon. For us, those will be positive rational numbers $\eta$, such that the Newton polygon of $Q$ admits an edge of slope $\eta$; the only slopes that we will consider are those of the form $\eta = -1/\lambda$, for $\lambda$ either a non-negative integer (in our example, there are two such slopes, $-1$ and $-1/2$). We also will consider vertical edges, which correspond to $\eta = -\infty$ and $\lambda = 0$. The key property of these slopes is that if $f = f_i x^i + \cdots$ is a solution of $Q(x, f(x)) = 0$, with $f_i \neq 0$, then $-1/i$ is a slope of the Newton polygon, and conversely.
After these preliminaries, we can present the Newton-Puiseux algorithm: it finds all slopes $\eta$ as before, and for any such slope finds the corresponding coefficient $f_i$; the process is then continued recursively. Each call to the algorithm adds one new coefficient to the current solution $f$; the initial call is made with $f = 0$. For correctness, see for instance [16] or [27]; remark that the original algorithms compute more than we do (they output Puiseux series, that is, series with fractional exponents; we do not need them here).

As before, the algorithm enters with a current solution, stored in an array $\psi$.

**Algorithm 11: Newton-Puiseux expansion** $(Q, k, \psi, i)$

1. if $Q$ is of the form $cz^n$ for some $c$ in $\mathbb{K}$ and $n \geq 1$ then
2. output $\psi$
3. end if
4. $P = \text{NewtonPolygon}(Q)$
5. $\Lambda = \{-1/\eta \mid \eta \in \text{Slopes}(P) \text{ such that } -1/\eta \text{ is in } \mathbb{N}\}$
6. for each integer slope $\lambda \in \Lambda$ do
7. if $i + \lambda \geq k$ then
8. output $\psi$
9. else
10. let $Q_e = Q(x, x^\lambda w)$, where $w$ is a new variable
11. find the largest integer $r$ such that $x^r$ divides $Q_e$
12. let $\wp$ be the roots in $\mathbb{K}$ of the coefficient of $x^r$ in $Q_e$
13. for each root $\varsigma \neq 0 \in \wp$ do
14. $\psi[i + \lambda] = \varsigma$
15. $\tilde{Q} = Q(x, x^\lambda (\varsigma + z))/x^r$
16. Newton-Puiseux expansion$(\tilde{Q}, k, \psi, i + \lambda)$
17. end for
18. end if
19. end for

As an example, consider again the polynomial

$$Q(x, z) = (z - x)(z - 2x)(z - x^2 - x^3)(z - x^2 - 2x^3)$$

given before, while keeping in mind that if this polynomial was given as input to the algorithm, it would be given in its expanded form. Figure 6.3 shows the recursion tree for Algorithm 11, where each child corresponds to an output, the left-hand side
labels represent powers of $x$ and the value at a node is the coefficient we obtained prior to entering that node.

![Figure 6.3: Execution of the Newton-Puiseux algorithm](image)

A comparison. The following precise relation between these two algorithms seems to have been unnoticed before: we claim that Algorithms 10 and 11 compute essentially the same polynomials. In order to prove this claim, we will need the following lemma on the Newton-Puiseux algorithm.

**Lemma 1.** Suppose that $A, B$ are in $K[x, z]$, and that $A(x, z) = x^e B(x, xz)$, for some $e$ in $\mathbb{Z}$. Then, the executions of Algorithm 11 with input $A$ and $B$ are the same, except that the outputs are shifted by one power of $x$, and that the branch of the recursion tree corresponding to the slope $-\infty$ for $B$ (if it exists) does not appear for $A$.

**Proof.** That the outputs are shifted by one power of $x$ follows directly from the fact that the roots of $A$ in $z$ are exactly the roots of $B$ divided by $x$. The second claim follows from drawing both Newton polygons, and observing that slopes of the form $1/u$ for $B$ become slopes of the form $1/(u - 1)$ for $A$.

We can now justify our claim, and we thus suppose that a polynomial $Q$ is given as input to both algorithm. Our claim is the following: there exist a one-to-one correspondance between the nodes $N$ of Roth and Ruckenstein’s execution tree that are not labelled by 0 and the nodes $N'$ of the Newton-Puiseux algorithm, such that the polynomials $M_N$ and $Q_{N'}$ at corresponding nodes are related as in Lemma 1.

We do a proof by induction on the depth of the execution trees. On input $Q$, Roth and Ruckenstein’s algorithm will compute a set of roots $\wp$, which may contain zero. We discuss the nonzero and zero roots separately.
- The nonzero roots correspond to those with \( \lambda = 0 \) in the Newton-Puiseux algorithm. For such a root \( \varsigma_i \), Roth and Ruckenstein’s algorithm will do a recursive call on \( \widetilde{M}_i = Q(x, xz + \varsigma_i) \), whereas the Newton-Puiseux algorithm will call itself with the polynomial \( \widetilde{Q}_i = Q(x, z + \varsigma_i) / x^{r_i} \), for some integer \( r_i \).

We have \( \widetilde{M}_i = x^{r_i} \widetilde{Q}_i(x, xz) \) and by construction, the polynomial \( \widetilde{Q}_i \) does not have any infinite slope, so by Lemma 1, the execution of Newton-Puiseux’s algorithm on input \( \widetilde{Q}_i \) is the same as the one on input \( \widetilde{M}_i \). We are thus comparing the Roth-Ruckenstein and Newton-Puiseux’s algorithms on the same input \( \widetilde{M}_i \), so by induction we have correspondence between the execution trees anchored at the polynomials \( \widetilde{M}_i \), as claimed.

- Consider now the zero root (if it belongs to \( \wp \)), for which Roth and Ruckenstein’s algorithm will do a recursive call on \( \widetilde{M}_0 = Q(x, xz) \); remark that the Newton-Puiseux algorithm does not make a recursive call on this polynomial.

The induction assumption implies that if we run both algorithms with input \( \widetilde{M}_0 \), there is a one-to-one correspondence between the execution trees of both algorithms, where for the Roth-Ruckenstein algorithm only nodes with nonzero labels should be considered.

By Lemma 1, we deduce that executing the Newton-Puiseux algorithm on \( \widetilde{M}_0 = Q(x, xz) \) is the same as calling it on \( Q \) and considering only non-infinite slopes. This allows us to conclude the proof, noting the top-level of the Newton-Puiseux algorithm will be connected to the top-level of the Roth-Ruckenstein algorithm, and that the node corresponding to \( \widetilde{M}_0 \) will not appear in our correspondence (as it is attached to the zero root).

In particular, both algorithms involve essentially the same polynomials \( Q \) at the internal nodes, except for the fact that the Roth-Ruckenstein algorithm computes some unnecessary polynomials at nodes corresponding to zero roots; the relation between Figures 6.1 and 6.3 is thus of a general nature.

**A refinement.** An issue with these algorithms is that it only computes one new coefficient at a time, whereas we saw that the number of correct terms obtained through Newton iteration doubles at each step. As it turns out, it is possible to obtain the same convergence rate as for Newton iteration even for situations with multiplicities.

The key idea is that, even though the coefficients of \( f \) may not be uniquely determined for the first few indices, thus preventing the application of Newton iteration,
it becomes possible to run this iteration after a suitable number of coefficients have been computed, so that all roots have been “separated”.

This was noticed by both Roth-Ruckenstein and Kung-Traub. For instance, in the Roth-Ruckenstein algorithm, once $M(0, z)$ has only one simple root at step $i$, this will remain the case for all further indices; the same holds for the Newton-Puiseaux algorithm: at this stage, as pointed out by Kung and Traub, it becomes possible to apply Newton iteration. It is even possible to bound the first index $i$ at which this happens, see [16].

6.3 The folded case ($s > 1$)

We now consider folded Reed Solomon codes, so that $s > 1$. Let thus $\gamma$ be in $K$; usually, we take $\gamma$ of high order, typically a primitive element of $K$. In the folded case, we specifically take $\alpha_i = \gamma^{i-1}$ for $1 \leq i \leq n$, and we assume (for simplicity) that $s$ divides $n$. In order to list-decode folded Reed-Solomon codes, we follow the same two steps as before: first, compute a multivariate polynomial $Q(x, z_1, \ldots, z_s)$ such that

$$Q(\alpha_i, y_{s(i-1)+1}, \ldots, y_{si}) = 0$$

holds with multiplicity at least $m$ for all $1 \leq i \leq n/s$ (for simplicity we assumed that the folding parameter $s$ and the number of variables $z$ are the same; further generalizations are possible). After interpolating such a polynomial, we have to find a polynomial $f(x)$ such that

$$Q(x, f(x), f(\gamma x), \ldots, f(\gamma^{s-1} x)) = 0,$$

and keep it if $f(\alpha_i) = y_i$ for at least $(n - e)$ number of $i \in \{1, \ldots, n\}$ [2] where $e$ is the number of tolerable errors.

The original approach to root-finding in this case uses a reduction to polynomial factorization over the extension of $K$ defined by $K'(\eta) = K[x]/(x^{q^s} - \gamma)$, where $q = |K|$; the polynomial to factor is $Q(\eta, z, z^q, \ldots, z^{q^{s-1}})$. While this allows for polynomial-time factoring (provided we see $q$ and $s$ as constant), the degree expansion makes the root-finding very challenging in practice.

In what follows, we propose methods which do not involve such large degree polynomials, but whose complexity can unfortunately not be controlled as precisely. Our methods are inspired by the case $s = 1$ seen above, but require adaptations, since the equation we have to solve is not algebraic anymore. Such equations are
often called *q*-difference equations; as it turns out, an approach based on Newton polygon techniques has recently been developed for this context by Cano and Fortuny Ayuso [9] over $\mathbb{K} = \mathbb{C}$, inspired by similar techniques first introduced for differential equations (compare for instance with [8, 10] and references therein). We will follow these ideas, and point out however where they fail in our context where $\mathbb{K}$ is finite.

In all that follows, in order to facilitate the root-finding, *we assume that* $f(0) = 0$, that is, we assume that we know the first term of $f$; this is a mild restriction, as we could recover $f_0$ by factoring the univariate polynomial $Q(0, z, \ldots, z)$ (provided this polynomial is nonzero).

### 6.3.1 The linear case

As when $s = 1$, our algorithms will rely on linearization techniques; in the present case, we will use the divide-and-conquer method presented in Chapter 5 to solve linear $q$-difference equations: given polynomials $A_0, \ldots, A_s$ and an integer $\ell$, we want to find solutions $h$ to

$$A_s h(\gamma^{s-1} x) + \cdots + A_1 h(x) + A_0 = 0 \mod x^\ell.$$

The algorithm first goes through a recursive divide-and-conquer process, and outputs a solution that is parametrized by a vector of indeterminates $h_i$. Then, we resolve the possible relations between the $h_i$ as a post-processing by solving a linear system. In order to highlight the potential difficulties, we recall here the first step (divide-and-conquer) of this algorithm (see Algorithm 12).

For $j = 1, \ldots, s$, let $u_j$ be the constant coefficient of $A_j$. Then, we can remark that the divide-and-conquer algorithm attempts divisions by elements of the form

$$u_s \gamma^{(s-1)i} + \cdots + u_2 \gamma^i + u_1,$$

for $i = 0, \ldots, \ell - 1$ (just like a direct, iterative algorithm would). For further use, if we introduce the polynomial

$$P = u_1 + u_2 x + \cdots + u_s x^{s-1}, \quad (6.2)$$

we observe that these values are of the form $P(\gamma^i)$; $P$ will be called the *critical equation*. Let us illustrate this algorithm on the example

$$h(-x) + (1 + x^2)h(x) + A(x) = 0 \mod x^4,$$
Algorithm 12: RDAC($A_0, \ldots, A_s, \gamma, i, \ell$)

Require: $A_0, \ldots, A_s, R \in \mathbb{K}[x]$, $\gamma$ in $\mathbb{K}$
Ensure: $h(x)$ such that $A_s h(\gamma^{s-1} x) + \cdots + A_1 h(x) + A_0 \equiv 0 \mod x^\ell$

1: if $\ell = 1$ then
2: \hspace{1em} if $(A_s + \cdots + A_1)(0) \neq 0$ then
3: \hspace{2em} return $\frac{-A_0(0)}{(A_s + \cdots + A_1)(0)}$
4: \hspace{1em} else
5: \hspace{2em} return a new variable $h_i$
6: \hspace{1em} end if
7: else
8: \hspace{1em} let $n = \lceil \ell/2 \rceil$ and $p = \ell - n$
9: \hspace{1em} $h_0 = \text{RDAC}(A_0, \ldots, A_s, i, n)$
10: \hspace{1em} for $i = 1, \ldots, s$ do
11: \hspace{2em} $A'_i = \gamma^n(i-1) A_i$
12: \hspace{1em} end for
13: $R(x) = (A_s h_0(\gamma^{s-1} x) + \cdots + A_1 h_0(x) + A_0)/x^n$
14: $h_1 = \text{RDAC}(-R, A'_1, \ldots, A'_s, i + n, p)$
15: return $h = h_0 + x^n h_1$
16: end if

where we took $s = 2$ and $\gamma = -1$ (which is not a primitive element, but the algorithm would not use this fact in any case); we write $A = \sum_i a_i x^i$. In this case, we have $u_1 = u_2 = 1$, so that $P = 1 + x$; the divide-and-conquer process attempts divisions by the values $P((-1)^i)$, which are $2, 0, 2, 0, \ldots$. The output of the recursive process is

$$h = \frac{-a_0}{2} + h_1 x + \frac{a_0 - 2a_2}{4} x^2 + h_3 x^3,$$

where $h_1$ and $h_3$ are indeterminates introduced for $i = 1$ and $i = 3$. In the post-processing step, we evaluate the given equation at such an $h$, which gives

$$a_1 x + (h_1 + a_3) x^3 = 0.$$

Thus, if $a_1 \neq 0$, there is no solution. If $a_1 = 0$, the solutions are

$$h = \frac{-a_0}{2} - a_3 x + \frac{a_0 - 2a_2}{4} x^2 + h_3 x^3,$$

for any $h_3$.

We already discussed the complexity of this algorithm in Chapter 5; when no value of the form $P(\gamma^i)$ vanishes, the running time is quasi-linear, of the form $O(s \text{M}(k) \log(k))$. 
In general, the running time will depend on the number of coefficients of the form $P(\gamma^i)$ that vanish, for $i = 0, \ldots, k - 1$. We cannot give a sharp estimate, but we remark that if $\gamma$ has multiplicative order at least $k$, then there are less than $s$ such indices: indeed, $P$ has degree less than $s$, so it has less than $s$ roots in $\mathbb{K}$, and for any such root $r$, there is at most one value $i$ in $\{0, \ldots, k - 1\}$ such that $\gamma^i = r$.

6.3.2 The regular case

We now discuss the case of non-linear equations, first under a regularity assumption. Let us as above $Q$ be the given interpolating polynomial, and assume we look for $f$ such that

$$Q(x, f(x), f(\gamma x), \ldots, f(\gamma^{s-1} x)) = 0.$$  

Our main regularity assumption, inspired by that given in the case $s = 1$, is the following: the partial derivatives $\partial Q/\partial z_i$ do not all vanish at $(0, \ldots, 0)$.

As before, we assume that $f(0) = 0$, so that $f$ is known modulo $x$. More generally, suppose that we know $\tilde{f} = f \mod x^\ell$, for some precision $\ell \in \mathbb{N}$; we look for a solution $f$ with higher precision of the form $f = \tilde{f} + h$, where $h = 0 \mod x^\ell$. Starting from

$$Q(x, \tilde{f}(x) + h, \tilde{f}(\gamma x) + h(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x) + h(\gamma^{s-1} x)) = 0$$

a Taylor series expansion gives us

$$\frac{\partial Q}{\partial z_1}(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x))h(x)$$
$$+ \frac{\partial Q}{\partial z_2}(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x))h(\gamma x)$$
$$+ \ldots$$
$$+ \frac{\partial Q}{\partial z_s}(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x))h(\gamma^{s-1} x)$$
$$+ Q(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x)) = 0 \mod x^{2\ell},$$
since any product of the form \( h(\gamma^i x)h(\gamma^j x) \) is zero modulo \( x^{2\ell} \). Let

\[
\begin{align*}
A_0(x) &= Q(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x)) \mod x^{2\ell} \\
A_1(x) &= \frac{\partial Q}{\partial z}(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x)) \mod x^{2\ell} \\
A_2(x) &= \frac{\partial Q}{\partial z_2}(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x)) \mod x^{2\ell} \\
&\vdots \\
A_s(x) &= \frac{\partial Q}{\partial z_s}(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x)) \mod x^{2\ell}.
\end{align*}
\]

Thus, we are looking for \( h(x) \) such that

\[
A_s(x)h(\gamma^{s-1} x) + \cdots + A_2(x)h(\gamma x) + A_1(x)h(x) + A_0(x) = 0 \mod x^{2\ell},
\]

which can be done using the algorithm for the linear case given previously. This leads to Algorithm 13; in Algorithm 14, we present the post-processing: applied to a polynomial \( f \), some of whose coefficients are indeterminates, it outputs all possible values of these indeterminates such that \( f \) is a root of \( Q \). This algorithm uses a black-box called \textsc{Solve} for solving non-linear equations over \( K \); many solutions are available to this effect, from Gröbner bases techniques to triangular decomposition algorithms.

\begin{algorithm}[h]
\caption{Root Computation(\( Q, s, k, \gamma \))}
1: \( t = 2 \) \\
2: \( \tilde{f} = 0 \)
3: \textbf{while} \( t < k \) \textbf{do}
4: \( A_0 = Q(x, \tilde{f}(x), \ldots, \tilde{f}(\gamma^{s-1} x)) \)
5: \textbf{for} \( i = 1, \ldots, s \) \textbf{do}
6: \( A_i = \frac{\partial Q}{\partial z_i}(x, \tilde{f}(x), \ldots, \tilde{f}(\gamma^{s-1} x)) \)
7: \textbf{end for}
8: \( f_{tmp} = \text{RDAC}(A_{s+1}(x), A_s(x), \ldots, A_2(x), A_1(x), 0, t) \)
9: \( \tilde{f} = f_{tmp} + \tilde{f} \)
10: \( t = 2t \)
11: \textbf{end while}
12: \textbf{return} \( \tilde{f} \)
\end{algorithm}

Similarly the previous subsection, let \( u_1, \ldots, u_s \) be the values \( \frac{\partial Q}{\partial z_i}(0, \ldots, 0) \), for \( i = 1, \ldots, s \). Then, for every call to Algorithm RDAC, the critical equation \( P \) will always be the same, namely \( P = u_1 + u_2 x + \cdots + u_s x^{s-1} \). Our regularity assumption
Algorithm 14: \textsc{Filter}(Q, f, k, \gamma)

1: let $C = (c_1, \ldots, c_s)$ be the coefficients in $x$ of $Q(x, f(x), f(\gamma x), \ldots, f(\gamma^{s-1}x))$
2: let $(w_i)_{i \in I}$ be the indeterminates in $C$
3: return \text{Solve}(C)

implies that $P$ is nonzero, so it has finitely many roots in $\mathbb{K}$, so as in the case of linear equations, we can assert that overall, only $O(k)$ divisions by zero will be attempted, so $O(k)$ indeterminates will appear in algorithm \textsc{Filter}. However, the cost of the whole process remains difficult to pin down, due to the non-linear manner in which the indeterminate coefficients are handled.

### 6.3.3 The general case

When the regularity assumption of the previous subsection does not hold, every step will entail a division by zero, so that the algorithm does not do any sensible computation and just return a series with indeterminate coefficients, and that the post-processing phase will have to do all the work. In this subsection, we give an algorithm inspired by the Newton-Puiseux algorithm presented before, that can handle such situations better (although some steps will still require the introduction of indeterminates).

In [2], Beelen and Brander gave a recursive algorithm of Hensel lifting that can compute $f$, inspired by Roth and Ruckenstein’s algorithm; at steps where the value of the coefficient $f_i$ cannot be determined, Beelen and Brander test all elements of the underlying field (which is similar to our use of indeterminate coefficients for such steps). Compared to that algorithm, the main difference in ours lies in the use of a Newton polygon construction, making our algorithm an extension of the Newton-Puiseux algorithm presented before for the case $s = 1$.

Let $Q$ be a polynomial in $\mathbb{K}[x, z_1, z_2, \ldots, z_s]$, which we write as

$$Q = \sum_{(\alpha, \rho) \in S_Q} a_{\alpha, \rho} x^\alpha z_1^{\rho_1} z_2^{\rho_2} \ldots z_s^{\rho_s},$$

where $S_Q$ is the support of $Q$, each $a_{\alpha, \rho}$ is in $\mathbb{K} - \{0\}$ and $\rho = (\rho_1, \ldots, \rho_s)$. Let us define the points of $Q$ to be the set

$$\mathcal{P}(Q) = \{ P_{\alpha, \rho} \mid (\alpha, \rho) \in S_Q \},$$
where we write

\[ P_{\alpha, \rho} = (\alpha, \rho_1 + \rho_2 + \cdots + \rho_s) \in \mathbb{N}^2. \]

The *Newton polygon* \( \mathcal{N}(Q) \) of \( Q \) is the convex hull of the set

\[ \bigcup_{P \in P(Q)} (P + \mathbb{N}^2) \quad \mathbb{N} \text{ is integer ring;} \]

the *slopes* of this polygon are defined as in the previous section. Figure 6.4 gives an example of a Newton polygon of a equation having three variables.

```
\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{newton_polygon.png}
\caption{Newton polygon for the equation:}
\end{figure}
```

Inspired by the Newton-Puiseux algorithm given before, Algorithm 15 below computes the power series roots of \( Q \) using its Newton polygon. As before, the computation is based on the geometry of the Newton polygon; this time however, not only the edges but also the vertices of the Newton polygon may contribute to the solutions (this is because in this 2-dimensional representation, several monomials of \( Q \) may correspond to a given vertex). Thus, for \( \lambda \in \mathbb{N} \), we define the following:

- \( L(Q, \lambda) \) is the straight line with slope \(-\frac{1}{\lambda}\) which intersects \( \mathcal{N}(Q) \) at either a vertex or an edge;

- \( \Phi_{Q, \lambda}(w) = \sum_{(\alpha, \rho)} a_{\alpha, \rho} \gamma^{(\rho_2 + 2\rho_3 + \cdots + (s-1)\rho_s)\lambda} w^{\rho_1 + \rho_2 + \cdots + \rho_s}, \) for \( P_{\alpha, \rho} \in L(Q, \lambda) \cap \)
\( \mathcal{N}(Q) \); this is a polynomial in \( w \), which (when nonzero) can be seen as the coefficient of the lowest degree term in \( x \) of

\[
Q(x, x^\lambda w, (\gamma x)^\lambda w, \ldots, (\gamma^{s-1} x)^\lambda w),
\]

or equivalently of

\[
Q(x, f(x), \ldots, f(\gamma^{s-1} x))
\]

for \( f \) of the form \( f = x^\lambda (w + w'x + w''x^2 + \cdots) \).

Remark that the nonzero roots of \( \Phi_{Q,\lambda} \) give the possible values \( w \) such that our equation may admit a solution of the form \( f = x^\lambda (w + w'x + w''x^2 + \cdots) \). As a small example, consider the polynomial \( Q = z_1 - z_2 \), whose Newton polygon has only one vertex \((0, 1)\) and \( \gamma = -1 \). When \( \lambda = 1 \), we obtain \( \Phi_{Q,1} = 2w \), which has no nonzero root; this indicates that there is no power series solution \( f \) of \( f(x) = f(-x) \) of the form \( wx + \cdots \), for \( w \) nonzero. On the contrary, for \( \lambda = 2 \), we find \( \Phi_{Q,2} = 0 \); this shows that, as far as the lowest coefficient in concerned, any \( w \) may be suitable for a solution \( f \) of \( f(x) = f(-x) \) of the form \( wx^2 + \cdots \).

As this example shows, in this algorithm, as in the cases of the two previous subsections, we may of course come up with outputs \( f \) that have indeterminates as coefficients. When this is the case, we use the same post-processing step as in the previous subsection.

Correctness follows from the discussion preceding the algorithm; alternatively, one may consult [9], where a more complex algorithm is given (to compute more general solutions than power series).

To conclude, let us mention an analogue to the last remark of the previous section. As we noted there, after sufficiently many initial steps, the solutions get “separated”, and the coefficients \( f_i \) become uniquely determined. A similar phenomenon happens in the folded case, up to a minor modification; to describe it, we follow Cano and Fortuny Ayuso [9].

Given a solution \( f(x) = \sum_{i \geq 0} f_i x^{\mu_i} \in \mathbb{K}[x] \) of (6.1), define the sequence of polynomials \( Q_0 = Q \) and, for \( i \geq 0 \),

\[
Q_{i+1} = Q_i(x, f_i x^{\mu_i} + z_1, \ldots, f_i \gamma^{(s-1)i} x^{\mu_i} + z_s).
\]

These polynomials are essentially the ones seen during the Newton-Puiseux algorithm (up to change of variables of the form \( x \mapsto x^\eta x \), for suitable values of \( \eta \)), but are better suited for the discussion below.
Algorithm 15: Newton-Puiseux expansion \((Q, i, k, \psi)\)

1: if \(Q\) is of the form \(cz_1^{\rho_1} \cdots z_s^{\rho_s}\) for some \(c\) in \(K\) then
2:   output \(\psi\)
3: end if
4: if \(i \geq k\) then
5:   output \(\psi\)
6: end if
7: replace \(Q\) by \(Q/x^r\), where \(r\) is the largest integer such that \(x^r\) divides \(Q\)
8: for \(\lambda = i, \ldots, k - 1\) do
9:   if \(\Phi_{Q, \lambda}(w) = 0\) then
10:      \(\psi[i + \lambda] = w_i\) (\(w_i\) is a placeholder for the coefficient)
11:      \(\tilde{Q} = Q(x, x^\lambda(z_1, \gamma x^\lambda(z_1 + z_2), \ldots, x^{s-1} x^\lambda})\)
12:      Newton-Puiseux expansion \((\tilde{Q}, i + \lambda, k, \psi)\)
13: else
14:      let \(\wp\) be the roots in \(K\) of \(\Phi_{Q, \lambda}\)
15:      for each root \(\varsigma \neq 0 \in \wp\) do
16:         \(\psi[i + \lambda] = \varsigma\)
17:         \(\tilde{Q} = Q(x, x^\lambda(z + z_1), x^\lambda(z + z_2), \ldots, x^{(s-1)} x^\lambda(z + z_s))\)
18:         Newton-Puiseux expansion \((\tilde{Q}, i + \lambda, k, \psi)\)
19:      end for
20: end if
21: end for

For any \(i \geq 0\), let \(p_i = (\alpha_i, \beta_i)\) be the point with highest ordinate at the intersection of the line \(L(Q_i, i)\) and the Newton polygon of \(Q_i\). Cano and Fortuny Ayuso proved the following:

- the sequence \(\beta_i\) is non-decreasing;
- there exists \(i_0 \geq 0\) such that for \(i \geq i_0\), \(\beta_i = \beta_{i_0}\);
- \(x^{\alpha_i} z_1^{\rho_1} \cdots z_s^{\rho_s}\) appears with a nonzero coefficient in \(Q_i\), with \(\rho_1 + \cdots + \rho_s = \beta_i\) and \(\rho_j \geq 1\) for some index \(j\), then \(f\) is also a root of \(R = \partial^{\rho_1 + \cdots + \rho_s - 1}Q/\partial z_1^{\rho_1} \cdots \partial z_j^{\rho_j - 1} \cdots \partial z_s^{\rho_s}\);
- if in addition \(\alpha_i = 0\), then \(R\) satisfies the assumptions of Subsection 6.3.2

In other words, up to replacing \(Q\) by a well-chosen derivative, we are reduced to the regular case; recall however that even in the regular case, some coefficients \(f_i\) of \(f\) may still be underdetermined for those indices \(i\) that cancel the critical equation.

The point \(p_{i_0}\) is called the pivot point associated to \(Q\) and \(f\).
6.4 A heuristic

Finally, we propose a heuristic for the folded case, based on the last remarks in the previous section. Based on extensive experiments, our heuristic is the following. Consider $f \in \mathbb{K}[x]$ a polynomial with degree less than $k$, such and $f(0) = 0$ and $f'(0) \neq 0$; that is, $f = f_1 x + \cdots$. Consider the following assumptions:

- the index $i_0$ of the pivot point $p_{i_0}$ of $Q$ is equal to zero, i.e. the pivot point $(\alpha_0, \beta_0)$ associated to $Q$ and $f$ is the point with highest ordinate on $L(Q, 1) \cap N(Q)$

- this pivot point has abcissa 0, that is, $\alpha_0 = 0$.

- the critical equation for the polynomial $R$ obtained by differentiating $Q$ (as in the above section) has no root of the form $\gamma^i$, for any $0 < i < k$.

In view of the discussion in the previous section, in that case, it is enough to replace $Q$ by a polynomial $R$ obtained as a suitable derivative of $Q$ in order to be under the assumptions of the “regular” case. Then, we actually do not need to apply the Newton Puiseux algorithm, and we know furthermore that no “division by zero” will occur; the process is summarized in Algorithm 13.

**Algorithm 16: Lift root from FRS $Q(Q, s, k, \gamma)$**

**Require:**
1. $NP = N(Q)$
2. let $(\alpha, \rho)$ be the point with highest ordinate on $L(Q, 1) \cap N(Q)$
3. if $\rho > 1$ then
4. Find a term $a_{j, \rho}x^az^\rho$ in $Q$ such that $a_{j, \rho} \neq 0$
5. $Q = \frac{\partial^{\rho-1}Q}{\partial z^{\rho-1}}$
6. end if
7. return Root Computation($Q, s, k, \gamma$)

We implemented the algorithm in magma [3] and run it on a 2.1 GHz AMD Athlon 64 processor; the following tables summarize our results.

We observed that our assumptions above systematically held when $Q$ is obtained by solving a linear system and picking the solution with lowest degree in $x$. There exist several ways to find such polynomials: a possible approach is to compute a basis of the solution space and find an echelon form (the shape resulting of a Gaussian elimination) that reveals the minimal degree in $x$; another approach is simply to put
Table 6.1: Number of times a new polynomial $Q$ was needed

<table>
<thead>
<tr>
<th>WC</th>
<th>multiplicity</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>938</td>
<td>909</td>
<td>934</td>
<td>92.7</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>966</td>
<td>843</td>
<td>843</td>
<td>88.4</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>965</td>
<td>844</td>
<td>715</td>
<td>91.6</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C</th>
<th>multiplicity</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>062</td>
<td>91</td>
<td>66</td>
<td>7.3</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>034</td>
<td>157</td>
<td>157</td>
<td>11.6</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>035</td>
<td>156</td>
<td>39</td>
<td>8.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Number of times a new polynomial $Q$ was needed

an extra constraint that enforces a coefficient of a term $x^d$ to be nonzero and do a binary search over possible values of $d$.

In our experiments, multiplicity was in the range of $2 \leq m \leq 5$, the folding parameter was $s = 2$ and the degree of $f$ was in $\{3, 7, 15, 31\}$; the rate was chosen in $\{1/2, 9/10\}$; $n$ was chosen accordingly.

We took our base field $\mathbb{F}$ on next prime of $n$ and run the experiment 1000 times for each $k, m$ and tested for random $f(x)$ with $f(x) \mod x = 0$. We introduced random errors under the bound given in $[14, 2]$, computed the interpolated polynomial by solving system of linear equations, and then we recover $f$ by applying our algorithm.

Additionally, we always performed the following test on interpolated polynomial $Q$ before calling our algorithm $16$: compute the critical equation $P$ for the derivative $R$ of $Q$ and test whether any $\gamma^i$ for $0 < i \leq k$ is a root of it. When we saw any $\gamma^i$, for $1 \leq i < k$, is a root of $P$ we discarded that interpolated polynomial $Q$ and replaced it by a new polynomial $Q$: the coefficients of $P$ depend linearly on those of $Q$, so we could add a linear constraint to our system in order to ensure that $P$ would change.

Table 6.1 shows for how many instances we needed to change a coefficient in $P$ and thus the interpolation polynomial $Q$. In this table, WC stands for without change whereas C stands for change: in almost all cases, there was no need to change $Q$.

Table 6.2 shows the timing required to compute interpolation polynomial as well as computation of root and figure 6.5 depicts the good timing of our algorithm compared to Beelen and Brander’s algorithm $[2]$. 
<table>
<thead>
<tr>
<th>Interpolation</th>
<th>multiplicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>k 8</td>
<td>.353 1.352 4.365</td>
</tr>
<tr>
<td>16</td>
<td>1.331 5.823 20.295</td>
</tr>
<tr>
<td>32</td>
<td>5.276 28.486 91.414</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Root computation</th>
<th>multiplicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>k 8</td>
<td>.001 .003 .003</td>
</tr>
<tr>
<td>16</td>
<td>.007 .007 .019</td>
</tr>
<tr>
<td>32</td>
<td>.019 .023 .066</td>
</tr>
</tbody>
</table>

Table 6.2: Timing of Interpolation and Root-Computation

![Graph showing Timing between our algorithm and Beelen and Brander’s algorithm](image)

Figure 6.5: Timing between our algorithm and Beelen and Brander’s algorithm
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Chapter 7

Conclusions and future work

In conclusion, we can apply our proposed algorithms for folded Reed Solomon code decoding. Our heuristic in Chapter 6 showed that there exist an interpolated polynomial where we can apply fast root lifting algorithm described in Chapter 5. In order to interpolate such a multivariate polynomial efficiently, we can apply the algorithm described in Chapter 4. The following example shows how to apply fast root lifting algorithm described in Chapter 5. As for example, let our interpolated polynomial is in $\mathbb{F}[x, z_1, z_2, z_3]$ and $f(x)$ be the message polynomial. Then by using the idea of lemma 10 of Chapter 6 and Taylor series expansion, where the known part of $f$ is denoted by $\tilde{f}$ unknown part is denoted by $h$ and $\ell$ is the precision, we can deduce

\[
\tilde{A}(x)h(\gamma^2 x) + \tilde{B}(x)h(\gamma x) + \tilde{C}(x)h(x) = \tilde{D}(x)
\]  

(7.1)

where

\[
\tilde{D}(x) = Q(x, \tilde{f}(x), \tilde{f}(\gamma x), \tilde{f}(\gamma^2 x)) \mod x^{2\ell}
\]

\[
\tilde{C}(x) = \frac{\partial Q}{\partial z_1}(x, \tilde{f}(x), \tilde{f}(\gamma x), \tilde{f}(\gamma^2 x)) \mod x^{2\ell}
\]

\[
\tilde{B}(x) = \frac{\partial Q}{\partial z_2}(x, \tilde{f}(x), \tilde{f}(\gamma x), \tilde{f}(\gamma^2 x)) \mod x^{2\ell}
\]

\[
\tilde{A}(x) = \frac{\partial Q}{\partial z_3}(x, \tilde{f}(x), \tilde{f}(\gamma x), \tilde{f}(\gamma^2 x)) \mod x^{2\ell}.
\]

Let $B(x) = \frac{\tilde{B}(x)}{\tilde{A}(x)}$, $C(x) = \frac{\tilde{C}(x)}{\tilde{A}(x)}$, $D(x) = \frac{\tilde{D}(x)}{\tilde{A}(x)}$, then we have

\[
h(\gamma^2 x) + B(x)h(\gamma x) + c(x)h(x) = d(x)
\]
which is equivalent to
\[ x \delta(F) = AF + C \]
of Chapter 5 where
\[ F = \begin{bmatrix} h(x) \\ h(\gamma x) \\ \vdots \\ h(\gamma^{s-1} x) \end{bmatrix}, \quad A = \begin{bmatrix} -\frac{1}{\gamma-1} & -\frac{1}{\gamma-1} & 0 & \cdots \\ 0 & -\frac{1}{\gamma-1} & \frac{1}{\gamma-1} & \cdots \\ \vdots & \vdots & \vdots & \ddots \\ -A_2(x) & -A_3(x) & \cdots & 1 - A_s(x) \end{bmatrix}, \quad C = \begin{bmatrix} 0 \\ \vdots \\ A_1(x) \end{bmatrix} \in \mathbb{F}[x]^{s-1 \times s-1} \]
and
\[ h(x) = \begin{bmatrix} h(x) \\ h(\gamma x) \\ \vdots \\ h(\gamma^{s-1} x) \end{bmatrix}, \quad A = \begin{bmatrix} -\frac{1}{\gamma-1} & -\frac{1}{\gamma-1} & 0 & \cdots \\ 0 & -\frac{1}{\gamma-1} & \frac{1}{\gamma-1} & \cdots \\ \vdots & \vdots & \vdots & \ddots \\ -A_2(x) & -A_3(x) & \cdots & 1 - A_s(x) \end{bmatrix} \in \mathbb{F}[x]^{1 \times s-1} \]
where
\[ \tilde{A}_1(x) = Q(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x)) \mod x^{2\ell} \]
\[ \tilde{A}_2(x) = \frac{\partial Q}{\partial z_1}(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x)) \mod x^{2\ell} \]
\[ \tilde{A}_3(x) = \frac{\partial Q}{\partial z_2}(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x)) \mod x^{2\ell} \]
\[ \vdots \]
\[ \tilde{A}_{s+1}(x) = \frac{\partial Q}{\partial z_s}(x, \tilde{f}(x), \tilde{f}(\gamma x), \ldots, \tilde{f}(\gamma^{s-1} x)) \mod x^{2\ell}. \]
and
\[
\begin{align*}
A_1(x) &= \frac{\tilde{A}_1(x)}{A_{s+1}(x)} \\
A_2(x) &= \frac{\tilde{A}_2(x)}{A_{s+1}(x)} \\
A_3(x) &= \frac{\tilde{A}_3(x)}{A_{s+1}(x)} \\
&\vdots \\
A_s(x) &= \frac{\tilde{A}_s(x)}{A_{s+1}(x)}.
\end{align*}
\]

here $\gamma$ can be read as $q$ in chapter 5.

### 7.1 Future work

For future directions, we can think the following.

1. As parallel architectures are becoming available now a days, the interpolation task as well as the root lifting task of folded Reed Solomon code decoding can be implemented in a parallel architecture by following already developed parallel algorithm for the interpolation problem.

2. A complete software implementation based on the algorithms described here.

3. The transformed interpolation problem described in Chapter 3 works for folded Reed Solomon codes. This idea can be extended to the interpolation problem of folded Algebraic Geometric codes.
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