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Figure 3.11 Artificial neural network architecture

number of training examples, amount of noise in the data, number of inputs and

outputs, etc. [53]. In order to find the neural network that worked best for the

problem, several parameters were used for experimentation.

• Number of iterations, when minimizing the cost function, we tested up to

200 iterations.

• Number of hidden units, we tested between 3 and 25 hidden units.

• Regularization parameter λ, we tested with λ = 0.05, λ = 0.5, λ = 1, λ = 2,

λ = 5 and λ = 10.

To test the robustness of the classifier, the neural networks were trained with two

randomly generated training sets.
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• The first training set contained 20,545 training examples.

• The second training set was composed by 78,405 training examples.

ANN results and application As mentioned before, in order to find the best

possible parameters of our neural networks, we tested different sets of parameters.

In our experiments, the parameters that performed the best were: 4 hidden units,

λ = 0.05 and stopping at 68 iterations. We obtained an accuracy of 85% over the

training set and the test set (see Figure 3.12). The ANN prediction model was

Figure 3.12 ANN with 4 hidden units and λ = 0.05

implemented in OpenCV and is part of the VideoSource module. The prediction is

used every frame to segment the image and generate the “skin alpha channel mask”.

The skin mask is combined with a previous mask that contains the pixels segmented

by the threshold–based color classifier. The resulting mask is attached as alpha

channel of a new layer. Every frame, the ScenarioManager method blends the layer

that contains the hands and objects of interest over the virtual environments.
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Figure 3.13 Skin detection procedure

Figure 3.13 exemplifies the image prediction and composition. The RGB values from

an image are fed to the model. The model predicts which pixels correspond to skin.

Then, the mask generation process generates a mask in which skin pixels are labeled

with 1 (white) and non–skin pixels are labeled with 0 (black). An image processing

method multiplies the original image and the mask to obtain a new 4 channel image

that contains alpha values. The multiplied image shows skin pixels only, pixels that

do not correspond to skin have alpha values of 0 (transparent pixels).

3.2.3.3 ARDriver module

This module detects and extracts the position of the fiducial markers with respect to

the camera. ARDriver receives an instance of the video signal from the CoreSystem
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module and detects all of the fiducial markers on the current frame. Each 3D ob-

ject is associated with a series of different markers. This is known was multi–marker

configuration. Multi–markers are detected according to the hierarchy defined by the

CoreSystem module (see Section 3.2.3). This hierarchy groups fiducial markers ac-

cording to size. For example, a given multi–marker might be formed exclusively by

four 10× 10 cm fiducial markers.

In our system, the multi–marker configurations are defined in an XML file, which

follows the format defined by the augmented reality library known as ALVAR. Figure

3.14 is an example of the format used to define the offsets (expressed as 3D positions)

of the corners of four fiducial markers with respect to our point of reference. ALVAR

uses this configuration to compute the 3D transformation of each 3D object and the

result is translated into the format required by the ScenarioManager module.

3.2.3.4 ScenarioManager module

This module receives and integrates information from VideoSource and ARDriver,

in order to render the final scenario. Essentially, it integrates the video signal,

the 3D models and the segmented objects of interest to create the augmented re-

ality environment that the user perceives. In Figure 3.6, in the ScenarioManager

box, we can observe an illustration of how these elements are merged. Additionally,

ScenarioManager renders the GUI when necessary. The ScenarioManager renders

the scene by performing the following actions:

1. ScenarioManager receives an instance of the original video feed from VideoSource

and composes an initial layer over which the 3D models will be rendered.
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Figure 3.14 Multi–marker configuration file

2. ScenarioManager receives from CoreSystem the list of all the 3D models that

need to be rendered. Those models are read from disk once and loaded into

memory using OpenGL Display Lists. A display list is a group of OpenGL

instructions that are compiled once. These instructions contain vertex, pixel

and texture data that are copied to the video memory. The advantage is that

they can be used repeatedly without re–evaluating and re–transmitting data

over and over again to draw each frame.



54

Figure 3.15 3D scenarios with baked lighting

3. ScenarioManager associates the OpenGL Display Lists stored in memory with

the transformation matrices received from the ARDriver module, to correctly

project the 3D models into a second layer.

4. ScenarioManager receives an image that contains the segmented user hands

and objects of interest from the VideoSource module. With this information,

it creates a third layer.

5. Finally, ScenarioManager merges the three layers mentioned above to generate

the scene by using the OpenGL Alpha Blending capability.

To make scenarios more realistic and to enhance depth perception, our 3D models

contain lighting information. In this way, the 3D objects seem more real since they

cast shadows. Figure 3.15 shows two of our scenes. We can observe that objects cast

shadows, making the scene more realistic.
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Chapter 4

Experiments Protocol

One of the objectives of our thesis was to evaluate whether augmented reality can

be used as a support tool in the development of rehabilitation programs for patients

with Parkinson’s disease. This thesis is part of a pilot study whose objective is to

explore if augmented reality can be used as an alternative to create immersive virtual

environments. The short–term objective of that pilot study is to assess whether or

not patients react in a similar way when performing tasks in a virtual environment

and the real world. The long–term objective of that pilot study is to develop different

context–based task–oriented rehabilitation programs. This thesis is part of the ongo-

ing work that is being done to fulfill those objectives. The results from our thesis will

contribute to the pilot study by comparing the performance of patients when doing

tasks in a virtual environment and the real world. To perform this comparison, we

carried out a series of experiments based on a protocol that was developed by the

Movement Disorders Centre which is headed by Dr. Mandar Jog. The protocol was

approved by the Human Subjects Research Ethics Board at the University of Western

Ontario. We used this protocol as a case study because we are interested in study-
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ing if augmented reality is suitable for the development of rehabilitation or training

applications. To evaluate our system, we performed a series of experiments that are

designed to challenge patients in a similar way as it is done in regular rehabilitation

programs. We used our system to observe how patients respond to cognitive, motor

and executive–function challenges.

For our experiments, eleven participants between the ages 50 and 80 were recruited

using a convenience sampling technique from the Movement Disorders Centre at Lon-

don Health Sciences Centre. nine of these individuals had Parkinson’s disease (pa-

tients with PD), while two of them did not (controls). The criteria for inclusion and

exclusion of participants in the trials were determined by the Movement Disorders

Program. For example, patients with a high–level of dementia were excluded from the

study because they are unable to follow instructions. Patients that present any type

of freezing of gait were excluded because they are prone to falling. The experiments

were performed at the London Health Sciences Centre South Street Hospital. The

procedures described below were completed by both patients with PD and controls.

The experiments were conducted in 3 sessions during 3 weeks. As we mentioned

before, our thesis is part of a bigger project. The movement disorders centre will

continue to recruit more patients and gather more data throughout the rest of the

year. In the following sections, we describe the different scenarios and the tasks that

were performed by the participants in our experiments.

4.1 Description of our experiments

In this section we describe how our experiments were conducted. The objective of our

experiments is to compare how patients with Parkinson’s disease carry out a series of
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tasks in a virtual environment, versus how they perform the same activities in real

life. Our motivation is to determine if augmented reality is suitable for rehabilitation

purposes. We developed three different virtual environments. We refer to them as

scenarios. The first scenario, called “Watering the Plants”, represents a living

room and a kitchen. “Supermarket”, the second scenario, represents an aisle in a

supermarket. The third scenario, “Street Walk”, represents a pedestrian crossing

in a street. We explain these scenarios below.

4.1.1 Watering the plants scenario

This scenario represents a room filled with various combinations of flower pots. The

flower pots were coloured to different colours and placed throughout this room. In

this environment, subjects were asked to move toward a table where there were two

rows of flower pots, one on the left and one of the right. They were then given a real

watering can. The watering can, as well as the participants’ hands, were segmented

out to appear in the virtual world. The segmentation and overlaying gives the illusion

of immersion and allow natural interaction. The patients were asked, while standing

in one spot, to reach and water the furthest plant on the table in front of them, with

both their right and left hands, 3 times for each hand. The patients were given the

following instructions:

“Do you see the table in front of you? There are 2 rows of plants.

One row on the left and one row on the right. While standing in one

spot, reach and water the furthest plant you can. Reach as far forward as

possible without letting your feet raise off the ground. Hold this position

until I say STOP. We will do this with both the right and left hand. We
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will start with your right hand. Please water the plants on the right side

of the table”.

It is important to mention that this procedure is performed in the virtual environment

first and then in the real world. In the real world, the participant performs the same

activity without the visual cues that the virtual environment provides. Figure 4.1 is

a picture that shows a participant performing the “Watering the Plants” task in the

virtual environment.

Figure 4.1 Watering the plants scenario: a participant performing the reach task in
the virtual environment
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4.1.2 Supermarket scenario

In this scenario, the participants were immersed in a three dimensional grocery store

in which they could interact with augmented cereal boxes within the environment.

The participants were directed to the center of the virtual room and told to face the

shelve in which the cereal boxes were located. The virtual reality glasses were then

put on. The participant was then directed to look at the five cereal boxes placed on

top of the shelf. Then they were oriented to the room. Within the virtual room, there

were five real–world numbered augmented baskets, each with a virtual sign above to

indicate the number of the basket and to direct the subjects’ view to the basket on

the ground. The participants were then given the following instructions, which they

were required to complete 3 times:

“I am going to give you a series of 5 numbers that you will need to mem-

orize. Each number corresponds with a basket in the room. When I say

GO, you will need to pick up one cereal box at a time and place it in

the order of baskets that I give you. The type of cereal does not matter,

however the number order does. For example, if I were to give you the

number sequence 1 2 3 4 5, you would walk towards the shelf, and pick

up a cereal box and put it in basket 1, then you would return to the shelf

pick up another cereal box and put it in basket 2, and so on. When you

have completed the task, walk back to the center of the room and face

the shelves”

This experiment is designed to challenge both the cognitive and motor skills of partic-

ipants. The cognitive challenge is memorization. The motor challenge is requiring the

participants to bend over, which is particularly difficult for patients with Parkinson’s
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disease. Additionally, this task in particular, helped us to observe how naturally the

participants selected and manipulated the augmented objects. This procedure was

performed in the virtual environment first and then in the real world. In the real

world, the participants interacted with real cereal boxes and the same baskets that

were visible in the virtual counterpart. The baskets were labeled in the same way as

in the virtual world. Figure 4.2 shows a picture in which a participant is interacting

with the augmented environment.

Figure 4.2 Supermarket Scenario: the motor and cognitive skills of participants are
challenged within this task to observe gait impairment issues
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4.1.3 Street walk scenario

This scenario represents an outdoors scene, where the participants must cross the

street in a crosswalk. The participants must adjust their walking speed based on

instructions. The participants are asked to walk in 3 different speeds: normal speed,

twice as fast with respect to their “normal” speed and half as fast with respect to their

“normal” speed. Participants have to adapt their walking speed based on internal or

external cues. In this context, an internal cue is a spoken instruction. An external

cue is a visual element that indicates how fast the participant must walk. In this case,

our external cue is a timer which displays a countdown. The participant must reach

the other side of the street before the timer expires. The participants were given the

following instructions:

Internal cue – normal walking speed I:

“You are now at a crosswalk. When I say GO, walk across the street at

a comfortable, regular pace. Keep walking until I say LEFT. You will

then turn left and walk towards the mailbox. Please stop at the mailbox.

Ready? GO.

Internal cue – twice as fast

“You will now cross the street again, but this time I would like you to walk

twice as fast as you just did. Keep walking until I say LEFT. You will

then turn left and walk towards the mailbox. Please stop at the mailbox.

Ready? GO.

Internal cue – normal walking speed II
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Figure 4.3 Street walk scenario: participants have to adjust their walking speed to
cross the street in the amount of time that appears in the pedestrian light

“You are now at a crosswalk. When I say GO walk across the street at

a comfortable, regular pace. Keep walking until I say LEFT. You will

then turn left and walk towards the mailbox. Please stop at the mailbox.

Ready? GO.

Internal cue half as fast

“You will now cross the street again, but this time I would like you to

walk half as fast as you just did. Keep walking until I say LEFT. You will
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then turn left and walk towards the mailbox. Please stop at the mailbox.

Ready? GO.

We measured the time participants took to cross the street using a calibrated stop-

watch. Timing began with the first step taken by participants and ended when

participants reached the other side of the street. We averaged the results from In-

ternal cue – normal walking speed I and II in order to obtain what we refer

to as a baseline measurement. This baseline is our point of reference to define our

external cues (i.e. the duration of the countdown). The countdown was defined as

half the average baseline (1
2
baseline) for the “twice as fast” trial. We defined the

countdown for the “half as fast” trial as double the baseline (2 × baseline). Figure

4.3 shows the outdoors scene with the external visual cue presented to participants.

The instructions corresponding to the external cues are shown below.

External cue – twice as fast and half as fast

“I would like you to look at the street crossing sign in front of you. You

will see an orange hand signal. When you see numbers appear on the

timer below the hand, you will start walking. The timer represents the

amount of time you have to cross the street. Match your walking speed to

the amount of time on the timer. When you reach the end of the street,

I will say STOP.

These same procedures were repeated in the real world. This time, in order to repre-

sent the crosswalk, we used a mat. Instead of asking the participant to walk towards

the mailbox, we asked them to walk towards a red cross marked on the floor. As we

mentioned before, our main variable of interest is the time to complete the different
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tasks. In Chapter 5 we will present the results of our experiments. We will analyze

whether there was a change in the participants’ performance during the 3 weeks of

trials.
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Chapter 5

Experiments Results

In this chapter we present the results of the experiments that we described in Chapter

4. Our objective is to measure and compare the time it takes a participant to perform

a series of tasks in both virtual environments and in real–life scenarios.

Our belief is that if patients take a similar amount of time to perform tasks in a virtual

environment with respect to a real environment, augmented reality is not interfering

with the patients’ perception. Thus, the patients’ experience in the augmented world

can be deemed similar to the real world. This is an indication that skills learned in

an augmented reality environment can be transferred to the real world.

If our beliefs were true, we could then conclude that augmented reality is adequate for

the development of tools that doctors can use to assess or even rehabilitate patients.

Another way of evaluating our system is to determine how participants feel about us-

ing our system. For that reason, we asked them to complete a presence questionnaire.

The objective of this questionnaire is to determine if our participants perceived our
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system as realistic. Therefore, this questionnaire is valuable in assessing the suitabil-

ity of our system as perceived by participants.

To evaluate participants’ performance, we focus on two scenarios: Supermarket (see

section 4.1.2) and Street walk (see section 4.1.3).

We do not include the results from the Watering the plants scenario (see section

4.1.1), because it is out of the scope of our thesis. This is because this particular

scenario was not used to measure time, which is our metric of interest. Instead, it

measures foot pressure using a device known as F–Scan [43]. Those measurements

are being used by other researchers in order to compare participants’ balance both

in the virtual and real world. It is important to mention, however, that this scenario

was evaluated in the presence questionnaire.

5.1 Results of the supermarket scenario experi-

ments

As we mentioned in Chapter 4, section 4.1.2, we asked the participants to take cereal

boxes and place them into baskets in an arbitrary sequence. This experiment consisted

of having patients visit the hospital 3 times (1 time each week, during 3 weeks). In

each visit, participants repeated the task 3 times in order to rule out measurement

errors.
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5.1.1 Results in the augmented reality environment

Figure 5.1 shows the evolution of the performance of the time spent by participants

to complete the task during the different visits and trials using the augmented reality

system. As we can observe, during the visit 1, trial 1 (V1-T1) while a participant took

around 25 seconds to complete the task, two other participants took approximately

140 seconds. The rest of the patients’ times were dispersed between 30 and 110

seconds. In that same visit, during the second trial (V1-T2), there was a general

decrease in the time spent by participants to complete the task. For example, the

participant that took 140 seconds in the previous trial (V1-T1), this time took around

100 seconds. This is an indication that, as users adapt to using the augmented reality

system, they take less time to complete the task.

During the second visit, we can observe that time decreases further and stabilizes. It

is interesting to observe that during the first visit, the range of times was between 25

and 140 seconds, while in the second visit this range was reduced to a range between

23 and 62 seconds. This tendency continues throughout the third visit.

Regarding the performance of our control participants, it is interesting to observe

that one of them is very close to the mean time spent by the whole group to complete

the task (refer to VR 2C in Figure 5.1). The second control participant (refer to VR 1C

in Figure 5.1), took one of lowest times to complete the task.

5.1.2 Results in the real world

Figure 5.2 represents the evolution of the time it took participants to perform the

Supermarket scenario task in the real world. Unlike the tendency shown in Figure
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Figure 5.1 A graph showing the distribution of the times to perform tasks in the
Supermarket scenario using augmented reality, during three different visits.

5.1 in the augmented reality experiment, the tendency for the real–world experiment

is very stable and does not present a steep decrease. We believe that this is because

users do not need to adapt to any system, since they are performing the task in the

real world. The time range in this case is between 15 and 50 seconds.

5.1.3 Comparison of results

During the third visit in the augmented reality Supermarket scenario (see Figure 5.1),

the performance was very close to the one observed during all 3 visits in the real–life

scenario (see Figure 5.2). In spite of this similitude, in average, participants took 10

more seconds to complete the task when immersed in the augmented reality environ-

ment. This 10–second gap did not decrease throughout the rest of the visits. This
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might be the result of various factors. The head mounted display was the most prob-

lematic factor in our experiments, because it considerably reduced the participants’

angle of view. It also proved to be difficult to use by persons with bifocal prescription

glasses.

We consider outliers to be participants that took an amount of time that lies outside

the 1.5 standard deviation threshold. In our experiments, we found that one of our

participants fell outside the upper–bound region in a normal distribution (refer to

the participant VR 6 in Figures 5.1 and 5.2). We believe that the VR 6 participant

performed so differently with respect to the rest of the participants, because this

particular patient suffers from Parkinson’s Dementia and also showed mobility issues.

Participants were able to successfully complete the task 83% of the time in the real

world and 81.1% of the time in the virtual world. This indicates that augmented

reality does not interfere with the participants’ performance. Between all of the

participants, 10 errors were made in the real world and 13 in the virtual environment.

Our outlier participant, VR 6, made 35% of those errors because either he did not

understand the instructions or was unable to remember the numbers provided in the

instructions.

5.2 Results of the street walk scenario experiments

As we described in Chapter 4, the task in the Street Walk scenario consisted on asking

participants to walk and adapt their walking speed according to internal and external

cues. Using a baseline measurement, we asked participants to walk at two different

paces: Twice as Fast (TF) and Half as Fast (HF) (see 4.1.3).
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Figure 5.2 A graph showing the distribution of the times to perform tasks in the
Supermarket scenario in the real world, during three different visits.

From the start, we expected that participants would adjust their walking speed better

under external cues. That proved to be true. However, we were interested in mea-

suring the difference between how well participants adapted to internal and external

cues.

5.2.1 Results for the internal cue instruction

Figure 5.3 shows the distribution of the three different walking speeds during the

three participant visits (one each week, during three weeks).

As we can observe, in the first visit, the interquartile range for the baseline measure-

ment (V1-BL), was between 5.5 and 6.0 seconds. We expected that the interquartile

range for (V1-TF) would be spread from 2.5 and 3.0 seconds. However, the range was
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spread from 2.2 and 4.0 seconds. This means that the participants did not adapt

their walking speed as expected.

In addition, we can observe that the interquartile range for the “half as fast” task in

the first visit (V1-HF) was very similar to the baseline (V1-BL). This means that the

majority of our participants failed to adapt their walking speed to the internal cue

instruction.

During the second visit, we can observe that participants adapted their speed more

efficiently with respect to the provided instructions.

During the third visit, the distribution showed that participants did not adapt their

walking speed as expected. Therefore, it appears that repeating this task several

times does not help participants to perform better. Nevertheless, this was expected

because this task is difficult even for young, healthy people.

Figure 5.4 shows a box plot of the results that were obtained for the internal cue

tasks in the real world. These results are quite similar to the results obtained in the

augmented reality environment. This means that the fact that participants were not

able to adapt their walking speed had nothing to do with them being in the virtual

environment or the real world. Rather, this result has to do with the complexity of

the task in itself.

5.2.2 Results for the external cue tasks

Figure 5.5 shows the distribution of the times that participants took to cross the

street when an external cue was given. As suggest, the distributions corresponding
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Figure 5.3 Box plot that shows the distribution of the three different walking speeds

to both the “twice as fast” and “half as fast” tasks are more spread and closer to the

expected values based on the baseline.

The same behavior can be observed in Figure 5.6, which shows the distributions for

the real–world task when external cues were given.

5.2.3 Percentage of changes in the time to cross the street

According to the instructions that were given to the participants, they were expected

to take 50% of the baseline time in the “twice as fast” task. Similarly, they were
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Figure 5.4 Box plot that shows the distribution of the three different walking speeds
in the real world

expected to take 200% of the baseline time in the “half as fast” task.

Figure 5.7 shows the average increase/decrease percentage change on the time that

participants took to complete the task for the internal cue.

In the next paragraphs, we report the averaged percentage changes in walking speed

for both “twice as fast” and “half as fast” tasks with internal cues.

Twice as fast task – internal cue. The results that we obtained show that

participants increased their speed and took 60% of the baseline time when they were
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Figure 5.5 Box plot that shows the distribution of the three different walking speeds
in the augmented reality for the external cue tasks

given the internal cue in the augmented environment. Conversely, the participants

increased their speed and took 65% of the baseline time when they performed the

task in the real world. In this specific task, the participants adapted their walking

speed better in the augmented environment.

Half as fast task – internal cue. The results that we obtained show that par-

ticipants decreased their speed and took 131% of the original baseline time in the

augmented environment. In contrast, the participants decreased their speed and took

136% of the baseline time when they performed the task in the real world. These

results are very similar between them and therefore, we can observe that augmented



75

Figure 5.6 Box plot that shows the distribution of the three different walking speeds
in the real world for the external cue tasks

reality did not affect the results.

Figure 5.8 shows the average increase/decrease percentage change on the time that

participants took to complete the task for the external cue.

In the next paragraphs, we present the averaged percentage changes in walking speed

for both “twice as fast” and “half as fast” tasks with external cues.

Twice as fast task – external cue. Our measurements show that participants

increased their speed and took 62% of the baseline time when the external cue was

shown in the augmented environment. Conversely, the participants increased their
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Figure 5.7 Table: average increase/decrease percentage change on the time that
participants took to complete the task with internal cues

speed and took 66% of the baseline time when they performed the task in the real

world. The results for the external cue, twice as fast task are consistent with the

internal cue results. The participants adjusted their speed better when the task was

performed in the augmented environment.

Half as fast task – external cue. The results show that participants decreased

their speed and took 148% of the original baseline time in the augmented environment

with external cues. In contrast, the participants decreased their speed and took 160%

of the baseline time when they performed the task in the real world. These results

show that participants adapted their walking speed better when they performed the

task in the real world.
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Figure 5.8 Table: average increase/decrease percentage change on the time that
participants took to complete the tasks with the external cue

5.2.4 Comparison between the real and the virtual worlds

In this scenario, we found that there is not a significant difference between the per-

formance of participants in the real and virtual worlds. In some tasks, participants

performed better in the virtual environment while in other tasks, there is a slight

increase in performance in the real world. The maximum difference in performance

between the virtual and real worlds is 5%. We do not consider that difference to be

important. Therefore, we found that for this specific activity augmented reality is

not interfering with the task and that the participants’ experience was similar in both

cases.
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5.3 Presence questionnaire evaluation

The effectiveness of a virtual environment has been linked to the sense of presence

reported by the user. Presence can be defined as a normal awareness phenomenon

that requires attention and is based in the interaction between sensory stimulation,

environmental factors and internal tendencies to become involved [66].

To evaluate if our augmented reality system provided an adequate level of presence

enough to immerse patients in the different scenarios, we asked our participants to

complete a presence questionnaire after they finished the tasks in every visit. The

presence questionnaire we employed is based on the work by Witmer and Singer [66].

The presence questionnaire consists of 34 questions with a 7–point Likert scale, which

evaluates different factors that affect the involvement of participants in a virtual

environment and thus the level of immersion. These factors can be classified in four

categories: control factors, distraction factors, sensory factors and realism factors.

Control factors refer to the degree of control a user can have when interacting with

a virtual environment. In addition, this factor evaluates if a user gets satisfactory

feedback to an action. Sensory factors refer to how many senses are involved when

using a system. Distraction factors evaluate whether the hardware interferes with

the degree of focus that users achieve.

Realism factors measure how well the virtual environment is built to simulate real

world places.

Participants evaluated the system by selecting a box of the scale in accordance with

the question content and the descriptive labels. We assigned a value from 1 to 7

depending on the box they selected, being 7 the most positive answer regarding our
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system and 1 being the most negative. Figure 5.9 shows an example with the type of

questions contained in the presence questionnaire.

Figure 5.9 Example of the questions included in the presence questionnaire

Figure 5.10 shows a table that shows the average rating that users gave to the system.

This average rating was obtained by averaging the answers to the 34 questions for

each participant.

In general, we observe that participants rated their experience as moderately real to

very good and excellent. From this, we can conclude that participants had an overall

favorable perception of the system.
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Figure 5.10 Presence questionnaire results

5.3.1 Relationship between sense of presence and partici-

pants’ performance

We are also interested in determining if there is a relationship between how the

participants evaluated the system and how well they performed in our experiments.

For example, the participant (VR X) that gave the lowest grade to our system (3.1) was

severely affected by dementia and failed to complete the tasks. This participant did

try to complete the tasks through our system. However, the HMD made it difficult

because it limited the participants’ field of view. In addition, this participant suffered

from a slouched posture. This, along with the HMD’s reduced field of vision made

it very difficult for this participant to see the virtual world adequately. For these

reasons, we do not have task–related data for this participant. However, we did ask

him to complete the presence questionnaire.

Another example of a participant that gave a low score to the system was the partic-
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ipant VR 6, who did not perform well in the tasks (see Figures 5.1 and 5.2).

The two participants who gave the highest scores were VR 2 and VR 4. As we can

observe in Figure 5.1, both VR 2 and VR 4 had a good performance. In addition,

participant VR 4 showed the best performance evolution throughout time.

5.4 Discussion

Our experiments helped us understand the benefits and limitations of immersive

augmented reality. Overall, participants had a positive opinion regarding our system,

as reflected by the presence questionnaire. Although there was a difference between

the time participants took to complete tasks in the Supermarket augmented reality

environment against the real world, participants were able to successfully complete

the tasks in both cases. Regarding the Street Walk scenario, our results show that

the performance of participants in this task was very similar both in the augmented

reality environment and real world. Thus, we can conclude that augmented reality

was not a factor in the performance of our participants.

We were able to successfully develop an augmented reality system that allows people

to freely navigate virtual environments. Moreover, it allows natural interaction with

both real and augmented objects. Therefore, this system can be used not only as a

support tool in rehabilitation programs, but in other areas such as industrial training.

The main limitation of our system is the head mounted display. For example, we

found out that the head mounted display limited the participants’ field of view, which

affected their perception of the virtual environment. Basically, the HMD eliminates

peripheral vision. The head mounted display we used for our experiments, provides
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only 32 degrees of vertical field of view. This is a huge limitation compared to the

normal human eye vertical field of view of 120 degrees [4]. Because of the visual

limitation of the current HMD, we observed that augmented reality systems are not

suitable for people that suffer from slouched posture. This is because they cannot

see important aspects of the virtual world through the head mounted display. The

HMD limited field of view combined with some participants’ slouched posture caused

them to only be able to see the floor of the virtual environment. We are studying

the possibility of using a different head mounted display with a wider field of view

for future studies.
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Chapter 6

Conclusions

6.1 Conclusion

The main objective of this thesis was to develop and evaluate an augmented reality

system. We successfully developed a flexible augmented reality system that could be

used by doctors as a tool to assess their patients. We consider that one of the most

important contributions of our system is that it provides users with the ability to

naturally interact with objects without the need for external devices. For example,

instead of interacting with the system through a mouse or glove, users are able to

grab objects with their own hands. This was made possible by our implementation

of a skin classification algorithm that allows our system display the users’ hands on

top of the virtual environment.

One of the most important features of our system is that it provides free navigation.

That means that users can walk and move freely within the virtual environment, as
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they would do in a real–life situation. Regarding navigation, the only limitation of

our system is determined by the physical space where the system is deployed. Free

navigation was implemented by using vision–based tracking. This feature allows users

to feel as if they were actually present in the virtual environment by providing a first–

person view. Another objective of this thesis was to perform experiments in order to

determine if augmented reality can be used in future rehabilitation applications.

Our experiments consisted in comparing how users performed a series of tasks in a

virtual environment versus how users performed the same tasks in the real–world. To

perform this comparison, we measured the time it took users to complete a set of

predefined tasks. Our belief is that if a user takes more time to perform a task in a

virtual environment with respect to the real world, then that could indicate that the

user might be having difficulty perceiving the virtual environment as real.

Our results show that the time it took participants to complete tasks in the augmented

world is very similar to the time it takes to complete the same tasks in the real world.

From this, we can conclude that augmented reality provides a realistic environment

where users can perform tasks in a similar way as they would do in real life. Also,

we found that there is a relation between the sense of presence that participants

experimented, and how well they performed in tasks in the augmented environment.

This means that if people perceive the virtual environment as being “natural”, there

are more possibilities to obtain attention and learning that can be transferred to real

world activities.

During our experiments, we were able to identify two limitations in our system. One

limitation is that the head mounted display we used is not designed to be worn over

prescription glasses. Another limitation was that the limited angle of view that the

head mounted display provides, limited users’ peripheral vision. This caused them to
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be unable to see their own hands at times.

We believe that augmented reality can be successfully applied not only in medicine

applications, but also in training applications.

6.2 Future work

In order to setup the physical space needed for the system, it is necessary to manually

configure all of the fiducial markers to be used. It would be desirable to implement

a feature where users could use fewer markers and complement tracking by using

natural features to reduce the time needed to setup the system.

Regarding hand and objects of interest segmentation, it is necessary to strengthen

our classification algorithms. As future work, we propose to mix our algorithms

with depth perception and a object segmentation to allow multiple levels of occlusion

between the real world and the virtual environment.

In order to confirm if augmented reality can be used for rehabilitation programs,

further experimental work is needed to gather further feedback that help us to improve

and refine the system.
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