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Exhaustion. The experience of exhaustion is one characteristic of work burnout and was 

measured in the current study using an 8-item subscale of the Oldenberg Burnout Inventory 

(Demerouti, Mostert, & Bakker, 2010). Half of the items used were positively valenced and the 

remaining half were negatively valenced (see Appendix B). Participants responded to the items 

in a 5-point Likert scale (1 = Strongly Disagree; 5 = Strongly Agree). 

Organizational Citizenship Behaviors (OCB) and Counterproductive Work 

Behaviors (CWB). I used a short form of the organizational citizenship behavior (OCB) scale 

and a short form of the counterproductive work behavior (CWB) scale in this study. The long-

versions of these scales were originally developed by Spector and colleagues (Fox et al., 2007, 

for OCB; Spector et al., 2006, for CWB). Later, Spector, Bauer and Fox (2010) developed a 10-

item version of OCB and an 10-item version of CWB, and these scales are what I used here. One 

additional item was added (“Took supplies or tools home without permission”) to measure CWB. 

Similar to most other OCB and CWB measures, all OCB items were positively valenced and all 

CWB items were negatively valenced. Participants responded to the items in a 5-point Likert 

scale (1 = Never; 5 = Everyday). 

Positive Affect and Negative Affect. The Scale of Positive and Negative Experience 

(SPANE) by Diener et al. (2010) was used to measure positive affect (6 items) and negative 

affect (6 items) in this study. According to Diener et al. (2010), the SPANE has an advantage 

over the commonly used Positive Affect and Negative Affect Schedule (PANAS; Watson et al., 

1988), because the PANAS does not have items that measure low arousal feelings, and because 

some PANAS items (e.g., ‘strong’) do not measure emotions. In contrast, the SPANE includes 

items measuring the whole spectrum of emotion arousal. Participants in this study reported their 

frequency of experiencing each emotion in a 5-point Likert scale (1 = Very rarely or Never; 5 = 
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Very often or Always).  Sample items for positive affect are “joyful” and “happy”, and sample 

items for negative affect are “sad” and “angry”. All positive affect items were positively 

valenced and all negative affect items were negatively valenced. According to Deiner et al. 

(2010), the positive affect items (SPANE-P) and negative affect items (SPANE-N) can be 

combined to form a balanced measure of affective well-being (SPANE-B). 

Extraversion and Neuroticism. Extraversion and neuroticism were each measured using 

a short version of the adjective mini-markers for the by Goldberg (1992). This scale can be 

administered quickly with good reliability and validity (see Goldberg, 1992). Participants 

answered the extent to which each adjective accurately describes himself or herself in a 5-point 

Likert scale (1 = Very Inaccurate; 5 = Very Accurate). Each adjective item used in this scale has 

another adjective item that is directly antithetical in meaning. Examples of two extraversion 

items are “silent” and “talkative”, and examples of two neuroticism items are “tense” and 

“relaxed”. The use of antithetical items can control for the fact that they assess the same item 

content, and that only their valence differs. Extraversion and neuroticism were each measured by 

14 items. Half of the items were positively-valenced and the remaining half were negatively-

valenced. 

 Check of Careless Responding. Before they began the survey, participants were 

forewarned that, as an accuracy check, some survey items would require that they select a 

designated response. In these cases they were asked to follow the instructions and select the 

identified response alternative. In total there were four accuracy check items embedded 

throughout the survey. Examples of two of these check items are “Please select strongly agree 

for this item” and “Choose ‘never’ for this item”. These items were included because 

respondents who did not pay adequate attention to the content of these items were unable to 
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choose the correct response alternative. Out of 614 participants (92.19%) who completed my 

check items, 447 (72.80%) followed the instructions correctly for all of these items and 167 

(27.20%) did not follow at least one instruction. The former group was identified as being 

careful respondents and the latter group was regarded as being careless respondents. 

Analysis Strategies 

 I first conducted a series of confirmatory factor analyses on each of the two job 

satisfaction measures (i.e., JSI work satisfaction and BIJS). I compared among three models — a 

one-factor model, a two-factor model, and a one-factor model with valence factors being 

modelled. After running this analysis with the entire sample, I repeated this analysis for two 

groups of respondents — careful respondents and careless respondents. It allowed me to examine 

the magnitude of the valence effect for each group of respondents in the factor analyses. 

Afterwards, I studied how item valence may affect the nomological networks of job satisfaction 

scores and job dissatisfaction scores for all respondents. I then repeated the same analyses for 

careful respondents and careless respondents separately. This allowed me to examine how item 

valence influenced nomological network analyses for each group of respondents. Finally, I 

conducted exploratory factor analyses (EFAs) and investigated how item valence can potentially 

affect the EFAs for all respondents, careful respondents and careless respondents. 

Results 

 I first conducted a confirmatory factor analytic model of job satisfaction measures with 

and without the valence method factors. The results of these analyses are presented below. 

MTMM Factor Analyses on Job Satisfaction  

Entire Sample for JSI Work Satisfaction. I first examined the item valence effect in 

the JSI work satisfaction subscale with the entire respondent sample. In the one-factor model 
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(Mbaseline), all work satisfaction and work dissatisfaction items loaded on one latent construct 

factor. In the two-factor model (M2factors), work satisfaction items loaded on one latent construct 

factor and work dissatisfaction items loaded on another latent construct factor. The two latent 

construct factors were allowed to covary with one another. In the valence factor model (Mvalence), 

all items loaded on the same construct factor and a valence factor (either positive or negative 

where appropriate). The two valence factors were not allowed to covary with each other. The 

results are shown in Table 14. The model comparison of Mbaseline with M2factors or with Mvalence is 

based on a chi-square difference test, because Mbaseline is nested within both M2factors and Mvalence. 

The model comparison between M2factors and Mvalence is based on predictive fit indices, namely 

AIC and SABIC, because these two models are not nested within each other. 

For the JSI Work Satisfaction subscale, the one-factor model (Mbaseline) did not fit the data 

well, as indicated by its poor fit indices. The two-factor model (M2factors) was a significant 

improvement over the one-factor model, as indicated by the chi-square difference test. The job 

satisfaction factor and the job dissatisfaction factor were moderately correlated (-.56). The best 

fitting model, however, was the method factor model (Mvalence), suggesting the existence of two 

method factors based on item valence. The chi-square difference test indicated the superior fit of 

Mvalence over Mbaseline, and the predictive fit indices indicate the better fit of Mvalence compared to 

M2factors. Construct factors accounted for 34.89% of the variance and valence method factors 

account for 21.27% of the variance. The rest of the percentage is unexplained variance. 

Entire Sample for BIJS. I also conducted model comparisons for BIJS. The small 

number of items (four items only) within each facet of job satisfaction meant that I could not set 

up a complicated, second-order CFA model in which each item loads on its corresponding facet,  
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Table 14 

Fit Indices for Models Among All Respondents in Study 2 

 Model Fit Indices  Model Comparison with Mbaseline 

 χ
2
 df p TLI CFI RMSEA SRMR AIC SABIC  χ

2
 improvement Δdf p 

Work Satisfaction Subscale in Job Satisfaction Inventory   

 Mbaseline 1584.13 77 <.001 .64 .70 .17 .12 23894.67 23950.24     

 M2factors 379.37 76 <.001 .93 .93 .08 .05 22691.91 22748.81  1204.76 1 <.001 

 Mvalence 273.57 63 <.001 .94 .96 .07 .04 22612.10 22686.20  1310.56 14 <.001 

Balanced Inventory of Job Satisfaction   

 Mbaseline 2753.30 98 <.001 .52 .61 .20 .13 26755.09 26826.54     

 Mvalence 650.12 90 <.001 .89 .92 .10 .09 24667.90 24749.94  2103.18 8 <.001 

Note. Mbaseline = Baseline model with construct indicators loaded on a construct; M2factors = Model with a job satisfaction factor and a 

job dissatisfaction factor; Mvalence = Model with valence method factor(s). Mbaseline and M2factors were nested within each other, so were 

Mbaseline and Mvalence. This property allows for direct model comparisons with chi-square difference statistics. However, M2factors and 

Mvalence can also be compared with predictive fit indices (AIC and SABIC) because they are not nested with each other. The best fit 

model is boldfaced. 
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which in turn loads on a higher order factor of job satisfaction, because the model did not 

converge properly. Instead, I had the items load directly on their corresponding facets, and the  

facets were allowed to covary with each other.
6
 The model comparison process here was similar 

to the case of the JSI Work Satisfaction subscale. The only exception was that one latent method 

factor was included in Mvalence because the model could not converge properly with two valence 

factors in the current case. The model used here is called the correlated-trait methods minus one 

model (CT[M-1] model; Eid, Lischetzke, Nussbeck, & Trierweiler, 2003). “Methods minus one” 

implies that only one method factor is modeled when there are two measurement methods (i.e., 

the use of positively-valenced items and negatively-valenced items). The CT(M-1) model has an 

important advantage over my previous model with two method factors because it is 

computationally less demanding and because it is easier to converge to an interpretable solution. 

It is particularly useful for estimation of a complicated model, such as in the current situation 

that involves multiple construct factors
7
. Because only the negatively-valenced method factor 

was being modeled in this case, the construct factors represented the construct scores that were 

measured with positively-valenced items. The method factor represented the unique variance 

captured by the negatively-valenced items only. 

                                                                 
6
 I also considered having the items loaded directly onto a higher-order latent factor ignoring the 

facet level. However, later in the analyses, the CFA model showed poor fit to the data because 

the facet level information was discounted. Therefore, the results are not presented. 

7
 Failure to extract the two valence factors can be also due to model misspecification, such as the 

non-existence of positive and negative valence in the data. However, I believe that this 

explanation is unlikely because other MTMM analyses in my dissertation consistently 

demonstrated the existence of positive and negative valence factors in the data. 
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The facet baseline model (Mbaseline) and the valence factor model (Mvalence) were estimated 

and the results of the model comparison are shown in the bottom section of Table 14. The model 

comparison was based on the chi-square difference test because Mbaseline is nested within Mvalence. 

As expected, the valence factor model (Mvalence) fit significantly better than the baseline model 

(Mbaseline). The construct effect is estimated to explain 32.52% of the variance and the valence 

effect is estimated to explain 37.49% of the variance. 

One may be surprised by the amount of valence effect in my data. The valence effect 

explained over one-fifth of the total variance in the JSI Work Satisfaction subscale and accounts 

for even more variance than the construct effect in the BIJS scale. As such, the data may 

convince researchers that positively-valenced items substantially differ from negatively-valenced 

items in the case of job satisfaction. To further explore this issue, I separated the data from 

careful versus careless respondents and re-conducted the analyses. 

Careless versus Careful Respondents for JSI Work Satisfaction. To recall, I classified 

the carefulness of the respondents into two groups based on their accuracy in answering four 

check items. I then conducted model comparisons separately for the careful and careless 

respondents using the JSI Work Satisfaction data. The results are shown in Table 15. For careless 

respondents, the one-factor model (Mbaseline) fit poorly to the data. The two-factor model (M2factors) 

was a dramatic improvement over the one-factor model (Mbaseline), as indicated by the chi-square 

difference test. The correlation between the job satisfaction and the job dissatisfaction factors 

were negligible, r = -.09, p = .25. However, the best fitting model for the careless respondents 

was the valence factor model (Mvalence). The chi-square difference test shows its superior fit to 

the baseline model (Mbaseline) and the predictive fit indices showed its better fit compared to the 
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Table 15 

Fit Indices for Models Among Careful versus Careless Respondents in Study 2 

 Model Fit Indices  Model Comparison with Mbaseline 

 χ
2
 df P TLI CFI RMSEA SRMR AIC SABIC  χ

2
 improvement Δdf p 

Work Satisfaction Subscale in JSI   

 Careless Respondents   

  Mbaseline 708.21 77 <.001 .48 .56 .20 .21 7757.42 7763.31     

  M2factors 216.81 76 <.001 .88 .90 .10 .08 7268.03 7274.05  491.40 1 <.001 

  Mvalence 145.20 63 <.001 .92 .94 .08 .05 7222.41 7230.26  563.01 14 <.001 

 Careful Respondents   

  Mbaseline 423.49 77 <.001 .89 .91 .10 .05 14999.59 15039.99     

  M2factors 268.34 76 <.001 .94 .95 .07 .04 14846.43 15024.26  155.25 1 <.001 

  Mvalence 231.98 63 <.001 .94 .96 .08 .04 14836.08 14889.94  191.51 14 <.001 

Balanced Inventory of Job Satisfaction   

 Careless Respondents   

  Mbaseline 1303.11 98 <.001 .25 .39 .25 .27 9129.07 9136.63     

  Mvalence 259.20 90 <.001 .89 .91 .10 .19 8101.16 8306.27  1043.91 8 <.001 

 Careful Respondents   

  Mbaseline 907.14 98 <.001 .80 .84 .13 .05 16026.87 16078.81     

  Mvalence 654.79 90 <.001 .85 .89 .12 .05 15790.52 15850.15  252.35 8 <.001 

Note. Mbaseline = Baseline model with construct indicators loaded on a construct; M2factors = Model with a job satisfaction factor and a 

job dissatisfaction factor; Mvalence = Model with two valence method factors. Mbaseline and M2factors were nested within each other, so did 

Mbaseline and Mvalence. This property allows for model comparisons with chi-square difference statistics. However, M2factors and Mvalence 

can also be compared with predictive fit indices (AIC and SABIC) because they are not nested with each other. The best fit model is 

boldfaced. 
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two-factor model (M2factors). In the method factor model, the construct factor accounts for merely 

11.78% of the variance. In contrast, the valence method factors explain 45.39% of the variance, 

close to half of the total variance in the data. Therefore, for careless respondents, much of the 

item variance apparently came from the valence effect. 

Interestingly, the picture is dramatically different when looking at the data for the careful 

respondents. For this group, the one-factor model fit the data acceptably well (TLI was close 

to .90 and CFI exceeded .90 in fit), and the two-factor model (M2factors) fit the data even better 

than does the one-factor model (Mbaseline). However, for this group the negative correlation 

between the job satisfaction factor and the job dissatisfaction factor was extremely high (r = -.88, 

Z = -56.23, p < .001), suggesting that job dissatisfaction is likely the antipode of job satisfaction 

rather than being a separate dimension. The valence factor model (Mvalence) also showed 

improvement over both the one-factor model (Mbaseline), as indicated by the significant chi-square 

difference test) and the two-factor model (M2factors, as indicated by the lower predictive fit 

indices). In addition, the construct factor accounted for 45.49% of the variance and the valence 

method factors explained only 8.99% of the variance. Therefore, in contrast to the results for 

careless respondents wherein valence explained nearly half of the variance, for careful 

respondents valence only accounted for one-fifth of the total variance. 

Careless versus Careful Respondents for BIJS. I also conducted separate model 

comparisons for careless and careful respondents using the BIJS scale data. The results are 

shown in the bottom part of Table 15. Nested models (Mbaseline and Mvalence) were compared in 

this case, and I relied on chi-square difference tests to make the comparisons. For both careless 

and careful respondents, Mvalence fit better than Mbaseline. However, the variance decomposition 

differed dramatically between these two groups. For careless respondents, the construct factors 
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accounted for much less variance than did the valence factor (15.58% vs. 54.24%). For careful 

respondents, the situation was reversed — construct factors explained much more variance than 

did the valence factor (51.58% vs. 11.07%). Therefore, the two dimensional explanation of job 

satisfaction is much more apparent for careless respondents than for careful respondents, because 

the method effect was stronger for the former group than for the latter group. 

Nomological Network of Job Satisfaction and Job Dissatisfaction 

Entire Sample. To examine the effect of item valence on the nomological network 

investigations in the present study, I first created separate work satisfaction and work 

dissatisfaction scores (in addition to total scores) from the JSI, and correlated these two scores 

with other variables. Each of these other variables was measured by both positively- and 

negatively-valenced items. Therefore, I was able to calculate three different sets of scores: 

balanced scale scores, positively-valenced scores, and negatively-valenced scores. I expected 

that the effect of item valence would be strongest when using positively-valenced or negatively-

valenced scores, as opposed to using full-scale scores. The results of the analyses are shown in 

Table 16. 

When balanced scale scores were used, work dissatisfaction appeared to have an 

advantage in correlating with the scores as compared to work satisfaction (see the top panel in 

Table 16). These results were completely reversed when positively-valenced scores were used. In 

this case, work satisfaction correlated much stronger with positively-valenced scores than did 

work dissatisfaction (see the middle panel in Table 16). Interestingly, the pattern was completely 

reversed when negatively-valenced scores were used. In this case, work dissatisfaction correlated 

much stronger with negatively-valenced scores than did work satisfaction (see the bottom panel 

in Table 16). Thus, work dissatisfaction had an advantage in that it correlated better with both  



69 

    
 

Table 16 

Comparing the Correlation Between JSI Work Satisfaction Scores and JSI Work Dissatisfaction Scores with Other Constructs 

 Work Satisfaction (S) Work Dissatisfaction (D) Absolute 

Difference 

Z  

Balanced scale scores 

 Extraversion .295 -.376 .081 -2.17* (D stronger) 

 Neuroticism -.364 .554 .190 -5.54*** (D stronger) 

 Exhaustion -.503 .659 .156 -5.16*** (D stronger) 

 Intent to Leave -.567 .602 .035 -1.16  

 Balanced Affect .664 -.707 .103 -1.68  

Positively-valenced scores 

 Extraversion .431 -.047 .384 9.93*** (S stronger) 

 Neuroticism -.461 .175 .286 7.64*** (S stronger) 

 Exhaustion .707 -.306 .401 12.50*** (S stronger) 

 Intent to Leave .644 -.349 .295 8.97*** (S stronger) 

 Positive Affect .792 -.458 .334 12.28*** (S stronger) 

 OCB .347 .201 .146 3.82*** (S stronger) 

Negatively-valenced scores 

 Extraversion .086 -.505 .419 -11.11*** (D stronger) 

 Neuroticism -.151 .615 .464 -12.99*** (D stronger) 

 Exhaustion -.165 .691 .526 -15.39*** (D stronger) 

 Intent to Leave -.373 .687 .314 -9.93*** (D stronger) 

 Negative Affect -.338 .718 .380 -27.57*** (D stronger) 

 CWB .070 .569 .499 -13.44*** (D stronger) 

Note. N = 666. The parenthesis after a Z-value indicates which score, work satisfaction (S) or work dissatisfaction (D) showed a 

significantly stronger correlation. JSI = Illinois Job Satisfaction Index; OCB = Organizational Citizenship Behaviors; CWB = 

Counterproductive Work Behaviors. *p < .05; **p < .01; ***p < .001.
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balanced scale scores and negatively-valenced scores. However, the Z-values for the negatively-

valenced scores were substantially higher than the Z-values for the balanced scale scores, 

suggesting that the valence effect is intensified when an unbalanced, negatively-valenced scale 

score is used. 

Next, I created job satisfaction and job dissatisfaction scores from BIJS and correlated 

them with balanced scale scores, positively-valenced scores, and negatively-valenced scores (see 

Table 17). The pattern of results was essentially the same as that described in the aforementioned 

analysis of the JSI, and thus I will not repeat the description of these results here. Once again, to 

further examine the role of careless responding on my results, I conducted two sets of analysis 

comparing the result patterns between careful and careless respondents. 

Careless versus Careful Respondents. I examined the role of item valence in 

nomological network analyses using data from careful and careless respondents. Specifically, I 

correlated the JSI work satisfaction and work dissatisfaction scores with other variables for the 

two groups (see Table 18). Similar to the results of all respondents (Table 16), work 

dissatisfaction had a slight advantage in correlating with balanced scale scores for both careful 

respondents and careless respondents. This advantage of work dissatisfaction intensified when 

negatively-valenced scores were used (as indicated by the higher Z-values for the negatively-

valenced scores) and it was reversed when positively-valenced scores were used. This pattern 

held true for both careless and careful respondents. When examining the absolute difference in 

the correlation coefficients between work satisfaction and dissatisfaction, I found that the 

differences were generally much larger for careless respondents as compared to careful 

respondents. Therefore, although in this case the valence effect was discovered among both 

careful and careless respondents, it was much higher for the latter group.  
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Table 17 

Comparing the Correlation Between Job Satisfaction Scores and Job Dissatisfaction Scores in the Balanced Inventory of Job 

Satisfaction with Other Constructs 

 Job Satisfaction (S) Job Dissatisfaction (D) Absolute Difference Z 

Balanced scale scores  

 Extraversion .247 -.414 .167 -4.35***  (D stronger) 

 Neuroticism -.344 .558 .214 -6.04***  (D stronger) 

 Exhaustion -.499 .532 .033 -0.98  

 Intent to Leave -.521 .593 .072 -2.24*  (D stronger) 

 Balanced Affect .615 -.670 .055 1.94  

Positively-valenced scores  

 Extraversion .399 -.041 .358 8.93***  (S stronger) 

 Neuroticism -.458 .118 .340 8.71***  (S stronger) 

 Vigor .702 -.213 .489 14.27***  (S stronger) 

 Intent to Stay .595 -.324 .271 7.73*** (S stronger) 

 Positive Affect .729 -.381 .348 11.15*** (S stronger) 

 OCB .310 .241 .069 1.75  

Negatively-valenced scores  

 Extraversion .042 -.566 .524 -13.62*** (D stronger) 

 Neuroticism -.128 .661 .533 -14.75*** (D stronger) 

 Exhaustion -.162 .583 .421 -11.34*** (D stronger) 

 Intent to Leave -.339 .694 .352 -10.83*** (D stronger) 

 Negative Affect -.315 .730 .415 -12.90*** (D stronger) 

 CWB .070 .657 .587 -15.94*** (D stronger) 

Note. N = 666. The parenthesis after a Z-value indicates which score, work satisfaction (S) or work dissatisfaction (D) showed a 

significantly stronger correlation.  *p < .05; **p < .01; ***p < .001. 
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Table 18 

Comparing the Nomological Network of JSI Work Satisfaction and Work Dissatisfaction Among Careless and Careful Respondents 

 Careless Respondents  Careful Respondents 

 Work 

Satisfaction 

(S)  

Work 

Dissatisfaction 

(D) 

Abs. 

Diff. 

Z  Work 

Satisfaction 

(S)  

Work 

Dissatisfaction 

(D) 

Abs. Diff. Z 

Balanced scale scores  

 Extraversion .048 -.325 .277 -2.71** (D)  .393 -.353 .040 0.90 

 Neuroticism -.093 .424 .331 -3.33*** (D)  -.493 .560 .067 -1.69 

 Exhaustion -.448 .513 .065 -0.76  -.565 .719 .154 -4.58*** (D) 

 Intent to Leave -.458 .538 .080 -0.95  -.641 .600 .041 1.17 

 Balanced Affect .516 -.555 .039 0.49  .779 -.761 .018 0.74 

Positively-valenced scores  

 Extraversion .421 .268 .153 1.60  .420 -.262 .158 3.48*** (S) 

 Neuroticism -.449 -.194 .255 2.65** (S)  -.446 .417 .029 0.67 

 Vigor .771 .150 .621 7.72*** (S)  .680 -.632 .048 1.45 

 Intent to Stay .674 -.076 .598 6.66*** (S)  .629 -.506 .123 3.26*** (S) 

 Positive Affect .776 -.156 .620 7.77*** (S)  .799 -.668 .131 4.81*** (S) 

 OCB .570 .314 .256 2.91** (S)  .212 -.019 .193 3.96*** (S) 

Negatively-valenced scores  

 Extraversion -.254 -.531 .277 -3.02** (D)  .317 -.386 .069 -1.53 

 Neuroticism .228 .571 .343 -3.78*** (D)  -.431 .561 .130 -3.20*** (D) 

 Exhaustion .167 .744 .577 -7.02*** (D)  -.356 .629 .273 -6.75*** (D) 

 Intent to Leave -.083 .710 .627 -7.18*** (D)  -.572 .613 .041 -1.12 

 Negative Affect -.056 .618 .562 -6.03*** (D)  -.616 .731 .115 -3.62*** (D) 

 CWB .375 .550 .175 -2.02* (D)  -.191 .441 .250 -5.45*** (D) 

Note. N = 167 for careless respondents and 447 for careful respondents. The parenthesis after a Z-value indicates which score, work satisfaction 

(S) or work dissatisfaction (D) showed a significantly stronger correlation. Abs. Diff. = Difference in the Absolute Value of the Correlation 

Coefficients 

*p < .05; **p < .01; ***p < .001. 
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A similar pattern of results was found when the job satisfaction-dissatisfaction scores were 

created with the BIJS scale, as shown in Table 19. Job satisfaction tended to correlate better  

with other scores when these scores were also positively valenced; job dissatisfaction tended to 

correlate with other scores when these scores were also negatively valenced. These results 

showed that participants responded to item valence, even after excluding careless respondents 

from the analysis (although the effect was larger in the careless respondent group).   

Past studies on the effect of careless responding on factor analyses have relied heavily on 

simulated data rather than using data from actual respondents (Schmitt and Stuits, 1985; Wood, 

2006), and those studies found that a construct is likely to show a two-factor solution as long as 

at least 10% of the respondents are responding carelessly.  The current research advanced upon 

this previous research in several important ways. First, I used data from real respondents from a 

worker sample rather than hypothetical respondents from a computer simulation, and this 

enhances the generalizability of my results. In doing so, I discovered that an alarming number of 

my respondents (close to 30%) did not answer my survey carefully. This result occurred even 

after respondents received forewarning regarding the existence of items checking their attention 

to my survey. Second, and even more important, this impact of careless responding on item 

valence is even larger than the estimated effect of common method variance on self-report 

surveys (around 25%; Williams, Cote, & Buckley, 1989). Careless respondents showed over 

36% more variance that is due to item valence than did careful respondents (45.49% vs. 8.99% 

for JSI Work Satisfaction data; 54.24% vs. 11.07% for BIJS data). Finally, these results show 

that careless responding affects results in not only factor analysis but also in nomological 

network analysis. Although item valence affects both careless and careful respondents in 

nomological network analyses, the effect is more pronounced for the careless respondents. 
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Table 19 

Comparing the Nomological Network of Job Satisfaction and Job Dissatisfaction Scores in the Balanced Inventory of Job Satisfaction 

Among Careless and Careful Respondents 

 Careless Respondents  Careful Respondents 

 Job 

Satisfaction 

(S)  

Job 

Dissatisfaction 

(D) 

Abs. 

Diff. 

Z  Job 

Satisfaction 

(S)  

Job 

Dissatisfaction 

(D) 

Abs. Diff. Z 

Balanced scale scores  

 Extraversion .012 -.421 .409 -8.34*** (D)  .341 -.388 .047 -1.67 

 Neuroticism -.095 .505 .410 -8.61*** (D)  -.459 .548 .089 -3.44*** (D) 

 Exhaustion -.416 .420 .004 -0.09  -.566 .582 .016 -0.66 

 Intent to Leave -.412 .544 .132 -3.04** (D)  -.599 .603 .004 -0.17 

 Balanced Affect .477 -.615 .138 1.75  .719 -.690 .029 1.41 

Positively-valenced scores  

 Extraversion .436 .230 .206 2.15* (S)  .362 -.287 .075 2.61** (S) 

 Neuroticism -.474 -.210 .264 2.77** (S)  -.413 .382 .031 1.12  

 Vigor .761 .123 .638 7.76*** (S)  .665 -.533 .132 5.59*** (S) 

 Intent to Stay .654 -.091 .563 6.22*** (S)  .567 -.498 .069 2.73** (S) 

 Positive Affect .750 -.149 .581 7.30*** (S)  .717 -.599 .118 5.38*** (S) 

 OCB .565 .306 .259 2.92** (S)  .139 .007 .132 4.33*** (S) 

Negatively-valenced scores  

 Extraversion -.302 -.603 .301 -3.47*** (D)  .276 -.425 .149 -5.25*** (D) 

 Neuroticism .244 .663 .419 -4.91*** (D)  -.402 .569 .167 -6.38*** (D) 

 Exhaustion .196 .609 .413 -4.59*** (D)  -.369 .493 .124 -4.56*** (D) 

 Intent to Leave -.034 .705 .671 -7.54*** (D)  -.553 .625 .072 -3.01** (D) 

 Negative Affect -.025 .705 .680 -7.62*** (D)  -.593 .670 .077 -3.38*** (D) 

 CWB .381 .627 .246 -2.99** (D)  -.171 .493 .322 -11.27*** (D) 

Note. N = 167 for careless respondents and 447 for careful respondents. The parenthesis after a Z-value indicates which score, work satisfaction (S) or 

work dissatisfaction (D) showed a significantly stronger correlation. Abs. Diff. = Difference in the Absolute Value of the Correlation Coefficients 

*p < .05; **p < .01; ***p < .001. 
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Effect of Careful versus Careless Responding on Exploratory Factor Analyses  

As a final analysis, I examined the effect of careful versus careless responding on 

exploratory factor analyses, with principal axis factoring as the extraction method and direct 

oblimin as the rotation method. I used scree tests to decide the number of factors to be extracted 

in each case. For the JSI Work Satisfaction Scale, careless respondents showed a two-factor 

solution and careful respondents showed a one-factor solution (Figure 4). Table 20 shows the 

factor loadings of the items. For careless respondents, a one-factor solution was apparently 

inferior to a two-factor solution in the factor loading table because some job dissatisfaction items 

did not load on the one-factor solution (Items 11-13; |loadings| < .30). In contrast, for careful 

respondents, a one-factor solution appeared to fit the data apparently as well as a two-factor 

solution. In addition, both job satisfaction and dissatisfaction items appeared to load on the one-

factor solution better among careful respondents than among careless respondents.  

For BIJS, careful respondents showed a six-factor solution and careless respondents 

showed anywhere from three to perhaps a six-factor solution (Figure 5). I thus chose to compare 

the 3-factor, 4-factor, and 6-factor solutions in each case. The results are shown in Table 21 for 

careless respondents and Table 22 for careful respondents. For the 3-factor solution for careless 

respondents, job dissatisfaction items tended to load on the first factor and job satisfaction items 

tended to load on the second factor. The third factor was mainly occupied by pay and benefit 

satisfaction items. Overall, positive valence and negative valence occupied two of the three 

factors. A similar situation occurred for the four-factor solution for the careless respondents. In 

this case the first factor corresponded to the job satisfaction items, the second factor 

corresponded to the job dissatisfaction items, the third factor corresponded to pay and benefits 

satisfaction items, and the fourth factor was loaded by two supervisor satisfaction items. Again,  
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Table 20 

Factor Loadings for JSI Work Satisfaction Scale 

 Careless Respondents  Careful Respondents 

 One-Factor  Two-Factor  One-Factor  Two-Factor 

   First Factor Second Factor    First Factor Second Factor 

Item 1 .76  .76 -.06  .73  .85 .08 

Item 2 .75  .76 -.03  .60  .71 .08 

Item 3 .84  .85 -.02  .81  .66 -.24 

Item 4 .76  .81 .06  .85  .70 -.24 

Item 5 .85  .87 -.03  .85  .78 -.16 

Item 6 .80  .85 .07  .80  .80 -.07 

Item 7 .72  .70 -.14  .69  .85 .13 

Item 8 .76  .80 .06  .73  .58 -.24 

Item 9* -.37  -.12 .81  -.86  -.49 .50 

Item 10* -.30  -.05 .78  -.75  -.27 .62 

Item 11* -.13  .08 .65  -.49  -.01 .60 

Item 12* -.27  -.05 .69  -.58  -.11 .60 

Item 13* .10  .31 .63  -.49  .21 .85 

Item 14* -.35  -.12 .74  -.71  -.28 .56 

Item 15* -.34  -.10 .77  -.74  -.30 .58 

Note. * = work dissatisfaction item. Principal Axis Factoring Analysis with Direct Oblimin Rotation was conducted. Factor loadings at 

or above .30 are underlined. Factor loadings at or above .60 are underlined and bolded.
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Table 21 

Factor Loadings for Balanced Inventory of Job Satisfaction for Careless Respondents 

 3-factor solution  4-factor solution  6-factor solution 

 1
st
 

Factor 

2
nd

 

Factor 

3
rd

 

Factor 

 1
st
 

Factor 

2
nd

 

Factor 

3
rd

 

Factor 

4
th

 

Factor 

 1
st
 

Factor 

2
nd

 

Factor 

3
rd

 

Factor 

4
th

 

Factor 

5
th

 

Factor 

6
th

 

Factor 

WS1 .00 .80 -.09  .03 .72 -.11 -.12  -.18 .11 -.10 .62 .18 -.11 

WS2 -.06 .77 -.11  -.06 .70 .09 -.11  -.12 -.01 .07 .67 .20 -.24 

WS3* .73 -.13 .31  .65 -.16 .36 -.06  .06 .09 .50 -.16 .17 .33 

WS4* .74 -.10 .02  .73 -.04 .06 .07  -.01 .03 .03 -.08 .02 .84 

SS1 -.08 .83 .05  -.13 .51 .05 -.44  -.75 -.02 -.02 .20 .05 .12 

SS2 -.07 .82 .01  -.18 .34 .03 -.69  -.78 .20 .12 .09 .05 -.09 

SS3* .86 -.11 -.07  .89 .00 -.03 .14  .35 .26 .16 .08 .30 .36 

SS4* .79 -.14 .11  .80 .03 .14 .21  .38 .07 .22 .14 .32 .34 

CS1 -.06 .81 .08  -.03 .88 .06 .05  -.08 .17 .13 .76 -.24 .01 

CS2 -.12 .76 .02  -.09 .80 .00 .03  -.22 -.04 -.10 .65 -.17 .18 

CS3* .74 -.02 .03  .68 -.20 .08 -.25  -.09 .09 .17 -.21 .61 .18 

CS4* .86 .03 -.02  .83 -.06 .03 -.12  .09 .33 .28 -.05 .33 .29 

PBS1 .42 .48 -.39  .45 .30 -.38 -.25  -.15 .74 .01 .13 .01 .05 

PBS2 .36 .48 -.51  .42 .37 -.51 -.16  -.13 .29 -.44 .30 .35 .18 

PBS3* .38 .09 .64  .29 .12 .68 .02  -.01 -.37 .52 .14 .23 .22 

PBS4* .38 .15 .54  .28 .09 .58 -.09  -.03 .06 .77 .04 .00 .00 

Note. * = dissatisfaction item. WS = Work Satisfaction; SS = Supervisor Satisfaction; CS = Coworker Satisfaction; PBS = Pay and 

Benefits Satisfaction. Principal Axis Factoring Analysis with Direct Oblimin Rotation was conducted. Factor loadings at or above .30 

are underlined. Factor loadings at or above .60 are underlined and bolded. 
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Table 22 

Factor Loadings for Balanced Inventory of Job Satisfaction for Careful Respondents 

 3-factor solution  4-factor solution  6-factor solution 

 1
st
 

Factor 

2
nd

 

Factor 

3
rd

 

Factor 

 1
st
 

Factor 

2
nd

 

Factor 

3
rd

 

Factor 

4
th

 

Factor 

 1
st
 

Factor 

2
nd

 

Factor 

3
rd

 

Factor 

4
th

 

Factor 

5
th

 

Factor 

6
th

 

Factor 

WS1 .62 .27 .04  .01 .03 .04 .82  .07 .06 .82 .05 .00 .17 

WS2 .55 .19 -.01  -.02 -.05 .00 .77  .02 -.02 .73 .02 .00 .14 

WS3* -.62 -.25 -.09  -.07 -.05 -.11 -.72  -.15 -.07 -.69 -.06 .02 .13 

WS4* -.52 -.19 .08  -.05 -.03 .06 -.60  .04 -.01 -.60 -.01 .06 .27 

SS1 -.02 .01 .89  .04 .01 .88 -.05  .85 .01 -.01 .06 -.02 .09 

SS2 -.06 .07 .86  -.06 .03 .86 .02  .85 .02 .04 -.02 -.03 .21 

SS3* -.11 .04 -.75  -.14 .02 -.75 .03  -.78 .00 .03 -.08 .00 .32 

SS4* -.05 -.06 -.86  .03 .00 -.88 -.09  -.84 -.01 -.11 .02 .02 .07 

CS1 .67 -.16 .09  .76 -.03 .03 .00  .04 .04 .02 .81 .07 .22 

CS2 .69 .10 .06  .79 .04 -.01 .00  .01 -.01 .03 .79 -.06 .14 

CS3* -.68 .11 -.05  -.73 -.02 .00 -.03  -.03 -.02 -.05 -.66 .03 .24 

CS4* -.61 .11 -.07  -.62 .01 -.04 -.05  -.06 .02 -.05 -.56 .03 .26 

PBS1 -.04 .78 .02  -.01 .83 -.03 -.04  .01 .88 .02 -.03 -.04 .16 

PBS2 .02 .75 .05  -.05 .72 .03 .09  -.04 .04 .01 .03 -.91 .16 

PBS3* -.05 -.73 -.01  -.11 -.83 .05 .07  .01 -.92 .01 -.03 .01 .16 

PBS4* -.02 -.67 -.11  .05 -.63 -.10 -.09  -.06 .00 .00 .02 .85 .12 

Note. * = dissatisfaction item. WS = Work Satisfaction; SS = Supervisor Satisfaction; CS = Coworker Satisfaction; PBS = Pay and 

Benefits Satisfaction. Principal Axis Factoring Analysis with Direct Oblimin Rotation was conducted. Factor loadings at or above .30 

are underlined. Factor loadings at or above .60 are underlined and bolded.
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Figure 4. Plots of eigenvalues for the JSI Work Satisfaction scale in Study 2. 
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Figure 5. Plots of eigenvalues for the Balanced Inventory of Job Satisfaction in Study 2.
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Balanced Inventory of Job Satisfaction 
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positive valence and negative valence occupied the first two of these factors. The six-factor 

solution for careless respondents was not interpretable. 

In contrast to the data for careless respondents, the data from careful respondents 

showed a pattern of factor loadings that was consistent with item content rather than with 

item valence. For careful respondents, a three-factor solution showed that all four work 

satisfaction items and all four coworker satisfaction items loaded on the first factor, that all 

four pay and benefit satisfaction items loaded on the second factor, and that all supervisor 

satisfaction items loaded on the third factor. A four-factor solution showed that all four work 

satisfaction items, all four supervisor satisfaction items, all four coworker satisfaction items, 

and all four pay and benefit satisfaction items loaded on distinct factors. The 6-factor 

solution was similar to the 4-factor solution, except that pay and benefit satisfaction items 

were further split into two factors (i.e., one pay satisfaction and one pay dissatisfaction item 

load on one factor; one benefit satisfaction and one benefit dissatisfaction item load on 

another factor). In addition, one supervisor satisfaction item loaded on the supervisor 

satisfaction factor and weakly by itself (loading = .32). Overall, these results demonstrated 

that the item valence effect was stronger for careless respondents as compared to careful 

respondents. Although my MTMM analyses showed that the valence effect still exists for 

careful respondents, it does not appear to strongly affect the exploratory factor analytic (EFA) 

results. 

Summary 

 Study 2 extended the major findings in Study 1. The first hypothesis of Study 2 was 

that item valence may induce job satisfaction items and job dissatisfaction items to load on 

separate factors in factor analyses. This hypothesis was supported. The second hypothesis of 

Study 2 was that job satisfaction will correlate stronger with other positively-valenced 

constructs (such as organizational citizenship behaviors) and that job dissatisfaction will 
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correlate stronger with other negatively-valenced constructs (such as counterproductive work 

behaviors). This hypothesis was also supported. My research suggested that item valence 

affects not only personality and social psychological constructs (in Study 1) but also an 

important industrial-organizational construct (i.e., job satisfaction in Study 2). The valence 

effect was found in both a student sample in Study 1 and a worker sample in Study 2.  

Recall that objective 4 of the current dissertation was to examine whether the valence 

effect can be fully explained by careless responding. The corresponding hypothesis was that 

the effect of item valence is stronger for careless respondents than for careful respondents. 

This hypothesis was supported. My results demonstrated that the valence effect exists for 

both careful and careless respondents, although it is much stronger for the latter group. 

Interestingly, when I examined the results for careful respondents, the valence effect was 

found in both the confirmatory factor analysis and nomological network analysis but not the 

exploratory factor analysis. The former two analyses are perhaps more sensitive to item 

variance due to valence than is exploratory factor analysis. 

My results do not lend strong support to the conclusion that job satisfaction is a two-

factor construct. Among careful respondents, job dissatisfaction (as compared to job 

satisfaction) only showed a slight advantage in correlating with full-scale variables. In 

addition, these results were not replicated consistently across two job satisfaction measures. 

For example, dissatisfaction correlated higher with exhaustion than did satisfaction only in 

the JSI work satisfaction scale but not in the BIJS scale, and dissatisfaction correlated 

stronger with neuroticism only in the BIJS scale but not in the JSI work satisfaction scale. 

Furthermore, when I considered only careful respondents in my data, I did not replicate the 

findings by Credé et al. (2009) that job satisfaction and dissatisfaction showed differential 

nomological networks with extraversion or intention to leave. Therefore, researchers should 
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seriously consider the empirical value of treating job satisfaction and dissatisfaction 

separately.       
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CHAPTER 4 — GENERAL DISCUSSION 

The main purpose of my dissertation was to examine the potential effect of item 

valence on the correlations among both items and variables. Item valence refers to the 

evaluative aspect of an item. In other words, it is the value of the attributes or the behaviors 

(as described in a survey item) to the respondent (Beauvois & Dubois, 2000; Hofstee, 1990; 

Peabody, 1967). For instance, when a survey respondent answers an item “How kind are 

you?”, the respondent is not simply making an objective description of himself or herself but 

also an evaluation of himself or herself. In Study 1, I demonstrated the existence of valence 

effects in common psychological measures that I/O psychologists often use (e.g., 

extraversion, conscientiousness). In Study 2, I examined these same effects as they apply to 

another popular construct in I/O psychology (i.e., job satisfaction). In both Study 1 and 2, I 

addressed the questions of (a) whether the valence effect is simply the result of social 

desirability responding or careless responding and (b) how careless responding can affect the 

dimensionality of a specific construct in organizational psychology.  

It is important to clarify the goal of the present research. It was not my intention 

to question or confirm the dimensionality of any particular constructs that I included in 

my empirical investigation. Rather, the main purpose of my MTMM analyses was to 

demonstrate that items of the same valence within a single measure and across different 

measures correlate more strongly with each other because they load on the same latent 

factor (which I labelled valence method factors). Similarly, the main purpose of my 

nomological network investigation was to show that construct scores will correlate 

more strongly together when they share the same valence. The overarching goal of the 

current dissertation is to demonstrate that item valence can bias researchers’ 

interpretation of factor analytic results and nomological network results, suggesting 

more dimensions than the actual dimensionality of the construct under investigation. 
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Item valence can induce a unidimensional construct to appear two-dimensional or cause 

a two-dimensional construct to appear even more distinct in both types of analyses. 

My dissertation contributed to the literature on construct dimensionality in at least 

five significant ways. First, my model comparison analyses in Study 1 and 2 demonstrated 

that item valence has a strong potential to influence item correlations across a variety of 

measures commonly used in psychology. Item keying direction matters mainly because items 

measuring opposite poles of a construct also differ in item valence. Item valence is thus an 

alternative explanation for evidence that seemingly bipolar constructs split into two factors in 

factor analyses. Previous researchers have taken this finding of two factors as evidence that 

the psychological instrument under investigation reflect two distinct constructs, but my 

research shows that item valence often contributes sufficient variance to cause a two-factor 

solution. Second, even more important, I showed that valence can affect the magnitude of the 

correlations among constructs in general. This novel finding has extremely important 

implications for the interpretation of nomological network analyses. If, as is often the case 

(e.g., Credé et al., 2009), the variables included in these analyses are measured with 

uniformly-valenced items, differences in the pattern of correlations cannot be unambiguously 

interpreted as evidence for the distinction between focal constructs (e.g., between 

introversion and extraversion). Third, I demonstrated that the observed effects of valence 

cannot be fully explained by social desirability response bias and therefore should be 

addressed as a separate issue in measure development and evaluation. Fourth, as shown in 

Study 2, even though the item valence effect is exaggerated with careless responding style, 

this response style cannot entirely explain the item valence effect. My findings thus suggest 

that there is a certain inherent nature within a participant to respond to the valence in addition 

to the content of an item. Finally, my results suggest that positively-valenced and negatively-

valenced items are most likely to load on two separate factors among careless respondents 
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compared to careful respondents. Careless responding may thus bias the factor analytic and 

nomological network analytic results of an investigation.  

One might question why valence can bias both factor analytic and nomological 

network investigations. Indeed, both analyses are correlation- or covariance-based techniques. 

In factor analyses, scale items that share the same valence correlate more strongly with each 

other and thus load on the same factor. Because construct scores are typically measured as 

aggregates of such measurement items, similarly-valenced constructs will also correlate more 

highly with each other than they do with oppositely-valenced constructs in nomological 

network analysis. Factor analysis is not identical to nomological network investigations. 

However, when items of opposite valence load on separate factors, the two factors are also 

likely to show differential correlations with other variables based on construct valence.  

Practical Suggestions to Improve Construct Dimensionality Research 

 Understanding the dimensionality of psychological constructs like self-esteem and 

job satisfaction is important. To date, both academic and applied researchers in industrial-

organizational psychology have commonly relied on EFA or simple CFA models (e.g., a 

two-factor CFA model) to guide their decision regarding the dimensionality of a construct. In 

my dissertation I have demonstrated an alternative analytic strategy that could be applied 

early in the measure development process. Marsh, Scalas, and Nagengast (2010) recently 

suggested that the use of appropriate quantitative techniques often comes at the cost of 

understanding how to conduct the analysis. However, my discussion shows that many of 

these techniques are manageable to most researchers. Below I will devote more attention to 

nomological network analyses than to factor analyses given that researchers appear to be less 

familiar with the role of valence in the former. 

Factor analysis. Factor analysis is an extremely useful tool to evaluate item-level 

data in terms of a few number of dimensions. When used to investigate a construct’s 



87 

    
 

dimensionality, this statistical technique is based on the assumption that respondents will 

give similar answers to items that measure a common underlying factor (e.g., extraversion), 

but this analysis does not account for other non-substantive factors that affect item 

correlations (e.g., restriction of range, item distribution properties, and item extremity; see 

Bernstein, Garbin, & Teng, 1988; Guilford & Fruchter, 1978; McPherson & Mohr, 2005). 

The current research has demonstrated the prevalence of item valence among psychological 

instruments and shows its effect on research conclusions that rely primarily on simple factor 

analytic models (including EFA or basic CFA models without method factors). A more 

advanced set of techniques, MTMM CFAs, is surprisingly underutilized (Marsh et al., 2010). 

MTMM CFAs are simple extensions to the common CFA model and can be used in popular 

structural equation modeling (SEM) programs (e.g., Amos, Lisrel, EQS, Mplus) to evaluate 

dimensionality. I strongly recommend that researchers use this technique to check for the 

valence effect in their measurement instruments (refer to Eid and Diener [2006] for more 

detail).  

Nomological network analysis. To ensure a fair comparison in correlation 

coefficients, researchers might consider using measures with a balanced set of opposite-

valenced items. My empirical results demonstrate that a measurement instrument with a 

balanced set of positively-valenced and negatively-valenced items is least likely to show 

differential correlations with the opposite pole of a construct (e.g., extraversion vis-a-vis 

introversion). In practice, I realize that it is difficult to always use measures with a balanced 

set of oppositely-valenced items because many psychological scales consist of predominantly 

regular-keyed measurement items. One solution to this problem is to re-weight the scale 

items so the positively- and negatively-valenced items have the same overall contribution to 

a construct’s final score. For instance, if extraversion is measured by six positively- and three 

negatively-valenced items, researchers can give twice as much weight to the negatively-
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valenced items. However, this method cannot be implemented on measures without any 

positively-valenced or negatively-valenced items. 

Some researchers may question whether a measurement instrument has to be exactly 

balanced (i.e., including the same number of regular-keyed and reverse-keyed items, or 

reweighting the overall contribution of positively- and negatively-valenced items) in order to 

minimize the valence effect that is discussed in the current paper. As a quick investigation 

into this question, I reweighted the overall contribution of regular-keyed items versus 

reverse-keyed items on the calculation of a construct score (e.g,. agreeableness, openness to 

experience, SDO) in Sample 1A to the following ratios: 50/50, 60/40, 70/30, 80/20, 90/10 

and 100/0). I then looked at how the reweighted values correlated with extraversion, which is 

measured entirely by regular-keyed items. I was surprised by the possible impact of valence 

effect in these results. The correlation of extraversion with agreeableness rose substantially 

as I stepped up the weight of the regularly-keyed agreeableness items (.17 at 50/50, .22 at 

60/40, .26 at 70/30, .30 at 80/20, .34 at 90/10, and .36 at 100/0). In this case, having one or 

two reverse-keyed items (out of a total of ten items) corresponds to 90/10 or 80/20 usage of 

regular-keyed items, respectively, and it is unlikely that this would help to eliminate the 

valence effect. Valence also caused a noticeable difference in the correlation coefficients 

associated with Openness to Experience (.17 at 50/50, .19 at 60/40, .21 at 70/30, .22 at 

80/20, .24 at 90/10, and .25 at 100/0). In addition, I found that the effect that valence had on 

correlation coefficients ranged from virtually no impact (for BDW and self-esteem) to a 

glaring impact (for agreeableness). Thus, because researchers rarely have knowledge of how 

item valence will affect correlation coefficients before they begin data collection, I believe 

that researchers should be conservative by employing a balanced set of oppositely-valenced 

items in their nomological network studies. 
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Another way to prevent the item valence effect in studies of construct dimensions, 

according to Campbell and Fiske (1959), is to maximize method heterogeneity among 

measures used in a nomological network analysis. For example, to test for the dimensionality 

of job satisfaction, in addition to using a self-report measure of stress or well-being as 

potential correlates, researchers could include objective measures in the analysis. 

Physiological measures such as heart rate or cortisol level are not subject to the valence 

effect. Scores based on observable behaviors such as employees’ absenteeism are also not 

prone to this bias. If differences in the correlations are observed for the self-report measures 

but not the physiological or behavioral measures, it would suggest that the former might be 

due to valence effects. Only in cases where differences are consistently observed in measures 

uncontaminated by the valence effect can a strong case be made for the bi-dimensionality of 

the focal construct. 

A long-term solution to the item valence problem is to formulate items that are low in 

evaluative content (Bäckström, Björklund, & Larsson, 2009; Jackson, 1984), in addition to 

creating measurement instruments that contain a balanced set of oppositely-valenced items. 

Recently, a notable study by Bäckström et al. (2009) discovered that items in Big Five 

personality inventories are saturated with evaluative content that causes these personality 

factors to correlate with each other even though they are theoretically orthogonal. When 

these researchers minimized item valence by reframing the personality items to be more 

neutral in meaning, the inter-correlations among personality factors were substantially 

weaker, although they did not disappear entirely. These results suggest that the common 

variance among personality factors comes partially from participants’ sensitivity to item 

valence. Their research did not investigate the ramifications of item valence on the uni- 

versus bi-dimensional debate of a construct as was done in the present dissertation. However, 

the implications of Bäckström et al.’s (2009) findings can easily apply here because items or 
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constructs may show inflated correlation with each other because they share the same 

valence. Therefore, by minimizing item valence during the scale development process, 

researchers can attenuate the inflated variance that is common among the items and among 

the constructs. 

As shown in Study 1, both extraversion and introversion scores and positive and 

negative self-esteem scores showed differential correlations with a few full-scale balanced 

scores, even though there was no a priori theoretical explanations for these findings. I believe 

that these unexpected results might be due to non-substantive factors. One possible factor is 

the idiosyncratic characteristics of measurement instruments. When two scales share some 

common characteristics such as similar item wordings and rating scales, participants may 

respond to items in these two scales similarly regardless of the actual content in these scales. 

Another potential explanation is sampling errors. Sampling characteristics fluctuate from one 

study to another and thus the correlation results also fluctuate randomly from sample to 

sample (see Schmidt, 1992). Finally, other factors (e.g., range restriction of a score, scores’ 

distributional characteristics of two scores, and item extremity) can also affect the magnitude 

of a correlation coefficient (Bernstein et al., 1988; Guilford & Fruchter, 1978; McPherson & 

Mohr, 2005). Therefore, it is more important to look at the overall pattern of findings rather 

than a particular correlation comparison, because any particular correlation comparison is too 

sensitive to the influence of any one non-substantive, construct-irrelevant factor (e.g., 

sampling errors).  

Use of other strategies. The evidence provided in my dissertation shows that valence 

effects can contribute to evidence for bi-dimensionality. It does not preclude the possibility 

that a construct under a dimensionality debate is truly two dimensional. However, it is 

difficult to test this unambiguously with factor analysis and nomological network analyses 

because both analyses are correlation-based techniques that are subject to the item valence 
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effect described in the current article. Researchers should consider other strategies. These 

strategies include experimental techniques and group comparison techniques (Borsboom & 

Mellenbergh, 2007).  

In experimental techniques, researchers use a controlled setting to manipulate two 

focal constructs in distinct experimental conditions (e.g., job satisfaction in one experimental 

condition and job dissatisfaction in another experimental condition). For example, 

respondents may be subliminally primed with the word job satisfaction or job dissatisfaction 

before they answer survey items. Non-equivalent impact of an experimental manipulation on 

job satisfaction items and job dissatisfaction items will strengthen evidence for the bi-

dimensionality of a construct. With this technique, however, a researcher needs to be careful 

about how to manipulate the focal construct (job satisfaction and dissatisfaction) without also 

manipulating the valence (positive and negative). One convenient way to check this is to 

include positively-valenced items and negatively-valenced items of other constructs, such as 

optimism items and pessimism items. If a manipulation has an effect on the focal construct 

(job satisfaction or job dissatisfaction) but not the other constructs (e.g., optimism or 

pessimism), then one can conclude that one is manipulating something substantive rather 

than simply valence. 

In the group comparison technique, researchers first develop a theory to explain how 

and why specific samples of individuals with varying characteristics will differ in the mean 

level of the focal constructs that are antipodal to each other (e.g., job satisfaction and 

dissatisfaction). If the subsequent results confirm the researcher’s a priori theory that a 

sample with a particular set of characteristics (identified a priori) does indeed score high on 

both poles of a construct (e.g., job satisfaction and dissatisfaction), it adds further credence to 

the two-dimensional interpretation  of the construct. Note that this is methodologically less 

rigorous than the experimental-based technique because it is subject to alternative 



92 

    
 

explanations that researchers must be careful to rule out. For example, a sample group with 

particularly strong acquiescence bias will show high means on both positively- and 

negatively-valenced items.  

Both of these two strategies require both careful planning and ingenious designs from 

researchers. For example, the experimental technique requires researchers to consider how to 

manipulate one pole of a construct (optimism) without also manipulating its alleged antipode 

(pessimism). A detailed discussion of these techniques is beyond the scope of the current 

paper but is reviewed elsewhere (Borsboom & Mellenbergh, 2007; Borsboom et al., 2004; 

Embretson, 1983). 

Controlling for careless responding. Study 2 compared the effect of careful vis-à-

vis careless responding on test item responses, and showed that a construct is less likely to 

show a two-factor structure among careful respondents as compared to careless respondents. 

Careless respondents may give a similar answer to every survey item (e.g., 4 out of a 5-point 

Likert scale) regardless of the actual content of these items. Because the scores for reverse-

keyed items are usually re-coded before calculation (e.g., changing the score from 4 to 2 in a 

5-point Likert scale), the scores for regular-keyed items and reverse-keyed items will not 

agree well with each other. In contrast, careful respondents are attentive to item wordings. 

Researchers are strongly recommended to routinely check for careless responding in their 

scales and to rely on data only from careful respondents. 

Further discussion on the practice of excluding reverse-keyed items  

The current findings also have implications for the general issue of whether or not to 

include reverse-keyed items in survey instruments. As early as the first half of the 20
th

 

century, acclaimed researchers began to inquire whether reverse-keyed items should be 

included in surveys (Cronbach, 1942). Although decades of rigorous investigation have not 

led to a consensus, many researchers are excluding reverse-keyed items (e.g., Magazine, 
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Williams, & Williams, 1996; Schriesheim & Eisenbach, 1995; Schriesheim, Eisenbach, & 

Hill, 1991; Sweeney, Pillitteri, & Kozlowski, 1996). My findings seriously question the 

soundness of this practice in both individual research and meta-analyses.   

Correlations in an individual empirical study.  My research shows that when 

reverse-keyed items are eliminated, the construct score will have a valence that has 

implications on the magnitude with which it correlates with other variables. If two construct 

scores are valenced in the same direction, the magnitude of their correlation will be inflated. 

Conversely, if two construct scores are valenced in an opposite direction, the magnitude of 

their correlation will be deflated. To reduce bias in study measurements, researchers should 

strive to use measures that are uncontaminated by the valence effect. This can be 

accomplished by re-weighting the positively- and negatively-valenced items in the 

calculation of a construct’s score, using a scale with a balanced set of regular- and reverse-

keyed items, and/or maximizing method heterogeneity in construct measurements. 

 Meta-analytic correlations. Researchers often assume that meta-analytic findings 

are less susceptible to bias than are individual studies because they believe that an 

aggregation of findings from multiple studies will enable the different sources of error to 

balance out. Unfortunately, this assumption does not hold true if most of the studies in a 

meta-analysis suffer from a similar problem (Bobko & Stone-Romero, 1998), such as 

eliminating reverse-keyed items that have a particular valence (e.g., the negatively-valenced 

items for the construct extraversion). When this occurs, the summarized findings based on 

these studies will similarly be distorted.  In addition, systematic bias resulting from item 

valence will be further amplified with any unreliability corrections. Specifically, my 

empirical results demonstrate that the correction procedure widens the difference in 

correlations between positively- and negatively-valenced scores. For example, the raw (i.e., 

uncorrected) correlation of extraversion and introversion scores with negative-valenced 
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conscientiousness are .108 and .227, respectively (Table 10), a difference of .119. Following 

correction of unreliability, the correlation was adjusted to .141 and .303 (Table 11), a 

difference that is .162. Although I understand the advantage of correlation corrections (see 

Schmidt & Hunter, 1999), researchers should be extremely cautious in interpreting 

unattenuated correlations that are biased by the valence effect. 

 In summary, given the predominance of using measurement instruments that have 

unbalanced use of regular- and reverse-keyed items, I expect that the prevalent effect of item 

valence already exists in past correlational studies. However, I feel that it is time for 

researchers to seriously attend to the valence effect in their future research investigations.  

Social Desirability Response Bias and Other Explanations for the Valence Effect 

My results suggest that the social desirable response bias only partially explained the 

valence effect. Social desirability responding did not have a high correlation with the valence 

effect in Study 1. My findings thus suggest that social desirability and valence are 

theoretically distinct. According to Paulhus (1991), social desirability response bias reflects a 

desire to exaggerate one’s positive cognitive attributes or create a positive impression. 

Therefore, it does not capture other substantive response styles unrelated to this self-serving 

bias. Below I suggest some other potential explanations for the valence effect. 

One possibility is that the memory system is involved. Research by Showers (1992) 

has shown that some individuals have a tendency to organize positive and negative 

knowledge into separately valenced memory categories. Similarly, Credé et al. (2009) argued 

that, when confronted with positively-valenced items, respondents are likely to tap into 

positive memories that justify agreement. Similarly, when confronted with negatively-

valenced items they tap into negative memories that can lead to agreement. This tendency to 

focus on valence-relevant memories leads to an increase in the correlations among similarly-

valenced items and reduces the correlation among opposite-valenced items. Memory storage 
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might thus be another mechanism that helps to explain the item valence effects observed in 

my dissertation.  

A second possibility is that participants’ motivational systems affect their responses 

to positively- and negatively-valenced items. Gray (1981, 1987) postulated that individuals 

have both a motivation to approach and a motivation to avoid, and that these motivations are 

regulated by two separate biological systems. The first system, the Behavioral Activation 

System (BAS), results in a goal-oriented tendency to pursue potential rewards (i.e., approach 

motivation). The second system, the Behavioral Inhibition System (BIS), inhibits us from 

behaviors that may lead to punishment (i.e., avoidance motivation). Quilty, Oakman, and 

Risko (2006) showed empirically that BIS scores correlate with a method factor extracted 

from negatively-valenced items in a self-esteem measure. The stronger the respondent’s 

avoidance motivation, the more likely he or she was to agree with a negatively-valenced self-

esteem item (such as “All in all, I am inclined to feel that I am a failure”). This implies that a 

participants’ avoidance motivation should affect ratings of a personality item. However, the 

empirical result by Quilty et al. (2006) has not been consistently found (DiStefano & Motl, 

2006). Thus, I encourage further research to continue examining this potential mechanism for 

the valence effect.  

Both explanations (i.e., the memory system and the motivational system) suggest the 

existence of individual differences in the valence effect. I do not believe that everyone shows 

the same magnitude of the valence effect. As previously elaborated, the memory system 

explanation suggested that individuals may tap into valence-relevant memories that justify 

agreement when reading a positively- or a negatively-valenced item. Research by Showers 

(1992) suggested that this response pattern will only happen for individuals who 

compartmentalize positive and negative memories. To this group of individuals, the 

recollection of a positive memory will not activate a relevant negative memory and the recall 
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of a negative memory will not activate a relevant positive memory, because positive and 

negative memories are stored separately. This cognitive pattern will cause an individual to 

dissociate positively-valenced memories (such as job satisfaction) from negatively-valenced 

memories (such as job dissatisfaction), resulting in a two-factor solution of a construct. 

Showers (1992) also demonstrated that other individuals integrate positive and negative 

memory together. To them, the recall of positive information may simultaneously lead to the 

activation of relevant negative information. This latter group of individuals, therefore, are 

less likely to show a two-dimensional structure of a construct, because they are likely to 

recall both positive and negative memories before responding to a survey item. Showers’ 

research (1992) thus suggested that individual difference exist in the valence effect. Similarly, 

the aforementioned motivation system explanation by Gary (1987) postulated that some 

individuals are more sensitive to positive stimuli while others are more responsive to 

negative stimuli. This differential sensitivity may have implications regarding how 

participants answer positively-valenced versus negatively-valenced questions. Future 

research should explore these and other variables that predict individual differences in 

responding to positively- and negatively-valenced survey items. 

Limitations and Future Directions 

Like most psychological research, the two studies in my dissertation have 

limitations. First, because the current work used only university students and work 

samples as respondents I cannot necessarily generalize my results to other populations. 

Replication of my results with a sample of different age (e.g., aged adults, underage 

people) might be beneficial. Second, although I have included a wide range of 

measures in my empirical investigations, it would be beneficial to include more 

measures from other areas of psychology (e.g., developmental psychology, clinical 

psychology) to further examine the generalizability of my findings. Third, as mentioned 
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in the preceding section, the current research has not fully explored other potential 

mechanisms underlying the valence effect. This line of research is extremely important 

in advancing our current knowledge of item response mechanisms inside a respondent’s 

mind.  

Furthermore, in my two studies I did not alternate the order in which the items 

were presented to the respondents. The systematic line of research by Schwarz (1999) 

has shown that the order of item presentation can affect participants’ responses. For 

example, when respondents were asked about their life satisfaction before being asked 

about their marital satisfaction, the correlation between the two kinds of satisfaction 

was substantively lower than when the order of the two questions was reversed (first 

marital satisfaction followed by life satisfaction). Apparently, respondents in the latter 

condition used their judgement of marital satisfaction to evaluate their life satisfaction, 

resulting in a stronger correlation between the items as compared to what was found 

using the former condition. However, in Study 2 of my dissertation, the survey items 

relating to job satisfaction, emotional exhaustion, and turnover intention were 

scrambled and then randomly placed among each other item. As such it is not clear how 

the unvaried order of item presentation in Study 2 could provide an alternative 

explanation to my thesis regarding the systematic effect of item valence. 

Another limitation of the current study is that the valence of an item was 

determined by traditional assumptions from previous research. For example, 

extraversion, conscientiousness and agreeableness are generally considered more 

favourable than introversion, “un-conscientiousness” and disagreeableness. Therefore, I 

made the assumption that items measuring the former three (i.e., extraversion, 

conscientiousness and agreeableness) are positively-valenced and that items measuring 

the latter three (i.e., introversion, “un-conscientiousness” and disagreeableness) are 
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negatively-valenced. However, I am aware of the possibility that the valence of an item 

may differ in different situations. For example, introversion may be more favourable 

than extraversion during a job interview for a position as a book editor. Therefore, my 

analyses have not considered the situational-specificity of an item’s valence. Future 

research should examine how differences in situations may affect the valence of an 

item, because it may have implications on how item and construct scores correlate with 

each other (i.e., nomological network of a scale score). 

Similarly, my study has not considered the possibility that the factor structure of 

a construct may differ between individuals. Job satisfaction, for example, may be 

unidimensional for some individuals but bidimensional for other individuals. The 

analyses that I conducted thus reflected an aggregated investigation that grouped all 

individuals together in a single analysis, as opposed to a person-specific investigation 

that fully considered individual differences in construct dimensionality. In other words, 

my studies did not consider the possibility that a construct’s dimensionality differs 

across individuals (Borsboom, Mellenbergh, & van Heerden, 2003). The factor 

structure of a construct at the aggregated level may not apply to all individuals within 

the data. Future research should thus address the issue regarding individual differences 

in a construct’s dimensionality, and explored whether the impact of item valence on 

construct dimensionality exists among only some as opposed to all individuals.  

The current dissertation did not investigate the effect of different types of 

reverse-keyed items on the valence effect. According to Holden and Fekken (1990) and 

Schriesheim and Eisenbach (1995), reverse-keyed items (e.g., for extraversion) include 

the use of polar opposites (e.g., “I am a reserved person”), negations (e.g., “I am not an 

extravert”), implicit negations (e.g., “I am an unextroverted person”), negative 

qualifiers (e.g,. “I am seldom extroverted”) and double negation (e.g., “I am not an 
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unreserved person”). Does one type of reverse-keyed items have a stronger effect on 

valence than the other types? Intuitively, the more explicit a negation is, the more it 

will lead to interpretation difficulties among respondents because they will experience 

problems with agreement to a negated item (Holden & Fekken, 1990). According to 

this view, double negation items may cause the most severe interpretation difficulties 

and thus unsystematic errors among respondents. As such, the valence effect on double 

negation items may be smallest compared to other types of reverse-keyed items because 

most variance in that case will be attributed to random error. Future research should 

examine the implication of different types of reverse-keyed items on the valence effect. 

  The final limitation that I will discuss here is that my research used a cross-

sectional design and did not examine the temporal stabilities of the valence effect. 

Although I speculate that this valence effect is caused by temporally stable factors such 

as memory storage and motivational systems, the exact determinants of the valence 

effect warrant further investigation. Marsh et al. (2010) recently conducted an analysis 

of this with a self-esteem measure and found that the valence factors correlate 

about .40-.60 across four waves of data collection separated by one year (see Motl & 

DiStefano, 2002, for similar longitudinal results). Those results suggested that there are 

certain temporal stabilities of the valence effect, but future research is needed to 

reproduce and expand on their findings for measures other than self-esteem.  

Conclusion 

The major goal of my dissertation was to demonstrate that item valence has a strong 

potential to influence decisions with regard to the dimensionality of a construct domain. 

Valence affects not only factor analytic results but also the results of nomological network 

analyses. It is my hope that my results will emphasize the potential problems associated with 

the interpretation of exploratory factor analyses and nomological network analyses in 
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corresponding empirical assessments. I encourage researchers to employ my suggested 

methods to improve their factor analytic and nomological network investigations into 

construct dimensionality. 
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(+) = positively-valenced item  

(-) = negatively-valenced item 

 

I. Big 5 Personality and Social Desirability Response Bias Questions 

 

In a 5-point scale from 1 (Strongly Disagree) to 5 (Strongly Agree) 

   

i. Openness to Experience 

1. I believe in the importance of art. (+) 

2. I have a vivid imagination. (+) 

3. I tend to vote for liberal political candidates. (+) 

4. I carry the conversation to a higher level. (+) 

5. I enjoy hearing new ideas. (+) 

6. I am not interested in abstract ideas. (-) 

7. I do not like art. (-) 

8. I avoid philosophical discussions. (-) 

9. I do not enjoy going to art museums. (-) 

10. I tend to vote for conservative political candidates. (-) 

 

ii. Conscientiousness 

1. I am always prepared. (+) 

2. I pay attention to details. (+) 

3. I get chores done right away. (+) 

4. I carry out my plans. (+) 

5. I make plans and stick to them. (+) 

6. I waste my time. (-) 

7. I find it difficult to get down to work. (-) 

8. I do just enough work to get by. (-) 

9. I don’t see things through. (-) 

10. I shirk my duties. (-) 

 

iii. Extraversion 

1. I feel comfortable around people. (+) 

2. I make friends easily. (+) 

3. I am skilled in handling social situations. (+) 

4. I am the life of the party. (+) 

5. I know how to captivate people. (+) 

6. I have little to say. (-) 
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7. I keep in the background. (-) 

8. I would describe my experiences as somewhat dull. (-) 

9. I don’t like to draw attention to myself. (-) 

10. I don’t talk a lot. (-) 

 

iv. Agreeableness 

1. I have a good word for everyone. (+) 

2. I believe that others have good intentions. (+) 

3. I respect others. (+) 

4. I accept people as they are. (+) 

5. I make people feel at ease. (+) 

6. I have a sharp tongue. (-) 

7. I cut others to pieces. (-) 

8. I suspect hidden motives in others. (-) 

9. I get back at others. (-) 

10. I insult people. (-) 

 

v. Neuroticism 

1. I rarely get irritated. (+) 

2. I seldom feel blue. (+) 

3. I feel comfortable with myself. (+) 

4. I am not easily bothered by things. (+) 

5. I am very pleased with myself. (+) 

6. I often feel blue. (-) 

7. I dislike myself. (-) 

8. I am often down in the dumps. (-) 

9. I have frequent mood swings. (-) 

10. I panic easily. (-) 

 

vi. Self-Deception 

1. I always know why I like things. (+) 

2. Once I’ve made up my mind, other people can seldom change my opinion. (+) 

3. My first impressions of people usually turn out to be right. (+) 

4. I am fully in control of my own fate. (+) 

5. I never regret my decisions. (+) 

6. The reason I vote is because my vote can make a difference. (+) 

7. I am a completely rational person. (+) 

8. I am very confident of my judgments. (+) 



115 

    
 

9. It’s all right with me if some people happen to dislike me. (+) 

10. I don’t care to know what other people really think of me. (+) 

11. I have not always been honest with myself. (-) 

12. I am not a safe driver when I exceed the speed limit. (-) 

13. It’s hard for me to shut off a disturbing thought. (-) 

14. I sometimes lose out on things because I can’t make up my mind soon enough. (-) 

15. My parents were not always fair when they punished me. (-) 

16. I rarely appreciate criticism. (-) 

17. I don’t always know the reasons why I do the things I do. (-) 

18. It would be hard for me to break any of my bad habits. (-) 

19. When my emotions are aroused, it biases my thinking. (-) 

 

vii. Impression Management 

1. I never cover up my mistakes. (+) 

2. I never swear. (+) 

3. I always obey laws, even if I’m unlikely to get caught. (+) 

4. When I hear people talking privately, I avoid listening. (+) 

5. I always declare everything at customs. (+) 

6. I have never dropped litter on the street. (+) 

7. I never take things that don’t belong to me. (+) 

8. I have never damaged a library book or store merchandise without reporting it. (+) 

9. I don’t gossip about other people’s business. (+) 

10. I have some pretty awful habits. (-) 

11. There have been occasions when I have taken advantage of someone. (-) 

12. I sometimes try to get even rather than forgive and forget. (-) 

13. I have said something bad about a friend behind his or her back. (-) 

14. I have received too much change from a salesperson without telling him or her. (-) 

15. When I was young I sometimes stole things. (-) 

16. I sometimes drive faster than the speed limit. (-) 

17. I have done things that I don’t tell other people about. (-) 

18. I have taken sick-leave from work or school even though I wasn’t really sick. (-) 

19. I sometimes tell lies if I have to. (-)
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II. Rosenberg Self-Esteem Scale 

 

In a 4-point scale from 1 (Strongly Disagree) to 4 (Strongly Agree) 

 

1. On the whole, I am satisfied with myself. (+) 

2. I feel that I have a number of good qualities. (+) 

3. I am able to do things as well as most other people. (+) 

4. I feel that I’m a person of worth, at least on an equal plane with others. (+) 

5. I take a positive attitude toward myself. (+) 

6. At times, I think I am no good at all. (-) 

7. I feel I do not have much to be proud of. (-) 

8. I certainly feel useless at times. (-) 

9. I wish I could have more respect for myself. (-) 

10. All in all, I am inclined to feel that I am a failure. (-) 
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III. Social Dominance Orientation Scale 

 

In a 7-point scale from 1 (Strongly Disagree) to 7 (Strongly Agree) 

 

1. We should do what we can to equalize conditions for different groups. (+) 

2. We would have fewer problems if we treated different groups more equally. (+) 

3. No one group should dominate in society. (+) 

4. Group equality should be our ideal. (+) 

5. All groups should be given an equal chance in life. (+) 

6. We must increase social equality. (+) 

7. We must strive to make incomes more equal. (+) 

8. It would be good if all groups could be equal. (+) 

9. Some groups of people are just more worthy than others. (-) 

10. In getting what your group wants, it is sometimes necessary to use force against other 

groups. (-) 

11. If certain groups of people stayed in their place, we would have fewer problems. (-) 

12. To get ahead in life, it is sometimes necessary to step on other groups. (-) 

13. Superior groups should dominate inferior groups. (-) 

14. It’s probably a good thing that certain groups are at the top and other groups are at the 

bottom. (-) 

15. Sometimes other groups must be kept in their place. (-) 

16. Inferior groups should stay in their place. (-) 
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IV. Zero-Sum Beliefs About Immigrants Scale 

 

In a 7-point scale from 1 (Strongly Disagree) to 7 (Strongly Agree) 

 

1. When immigrants make economic gains, it is not at the expense of Canadians already 

living here. (+) 

2. More good jobs for immigrants means fewer good jobs for Canadians already living here. 

(-) 

3. Canadians already living here lose out when immigrants make political and economic 

gains. (-) 

4. The more business opportunities are made available for immigrants, the fewer business 

opportunities are available for Canadians already living here.(-) 

5. More tax dollars spent on immigrants means fewer tax dollars spent on Canadians already 

living here. (-) 

6. Money spent on social services for immigrants means less money for services for 

Canadians already living here.(-) 
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V. Belief in a Dangerous World Scale 

 

In a 9-point Likert scale from -4 (Very Strongly Disagree) to +4 (Very Strongly Agree) 

 

1. Although it may appear that things are constantly getting more dangerous and chaotic, it 

really isn't so. Every era has its problems, and a person's chances of living a safe, untroubled 

life are better today than ever before. (+) 

2. Our society is not full of immoral and degenerate people who prey on decent people. News 

reports of such cases are grossly exaggerating and misleading. (+) 

3. The 'end' is not near. People who think that earthquakes, wars, and famines mean God 

might be about to destroy the world are being foolish. (+) 

4. Despite what one hears about "crime in the street", there probably isn't any more now than 

there has been. (+) 

5. If a person takes a few sensible precautions, nothing bad will happen to them. We do not 

live in a dangerous world. (+) 

6. Our country is not falling apart or rotting from within. (+) 

7. It seems that every year there are fewer and fewer truly respectable people, and more and 

more persons with no morals at all who threaten everyone else. (-) 

8. If our society keeps degenerating the way it has been lately, it's liable to collapse like a 

rotten log and everything will be chaos. (-) 

9. There are many dangerous people in our society who will attack someone out of pure 

meanness, for no reason at all. (-) 

10. Every day, as our society becomes more lawless and bestial, a person's chances of being 

robbed, assaulted, and even murdered go up and up. (-) 

11. Things are getting so bad, even a decent law-abiding person who takes sensible 

precautions can still become a victim of violence and crime. (-) 

12. Any day now, chaos and anarchy could erupt around us. All the signs are pointing to it. (-) 
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QUESTIONS IN STUDY 2 
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(+) = positively-valenced item  

(-) = negatively-valenced item 

 

Instructions: Please read each of the following statements and indicate how strongly 

you agree or disagree with that statement. 

1 = Strongly Disagree; 2 = Disagree; 3 = Neither Disagree or Agree; 4 = Agree; 5 = Strongly Agree 

 

I. Satisfaction with Work Subscale in Illinois Job Satisfaction Index (Chernyshenko, 

Stark, Crede, Wadlington, & Lee, 2003) 

1. My work is meaningful. (+) 

2. I am better off working in my organization than anywhere else. (+) 

3. I look forward to coming to work. (+) 

4. I enjoy most of what I do at work. (+) 

5. I love my job. (+) 

6. My job gives me a sense of dignity. (+) 

7. I am proud of my work. (+) 

8. I would recommend my job to others. (+) 

9. I don't like my work. (-) 

10. This job is terrible. (-) 

11. My work is too repetitive. (-) 

12. I can't wait to leave work each day. (-) 

13. My work tires me out very quickly. (-) 

14. This job is frustrating. (-) 

15. There are a lot of things I do not like about my work. (-) 

 

II. Balanced Inventory of Job Satisfaction 

i. Satisfaction with Work 

1. I like my work. (+) 

2. My work is meaningful. (+) ** 

3. I dislike my work. (-) 

4. My work is trivial. (-) 
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ii. Satisfaction with Immediate Supervisor 

5. My supervisor treats me well. (+) 

6. I am satisfied with my supervisor. (+) 

7. My supervisor treats me badly. (-) 

8. I am dissatisfied with my supervisor. (-) 

 

iii. Satisfaction with Coworker 

9. I like my coworkers. (+) 

10. My coworkers are friendly. (+) 

11. I dislike my coworkers. (-) 

12. My coworkers are distant. (-) 

 

iv. Satisfaction with Pay and Benefits 

13. I am satisfied with my pay. (+) 

14. I am satisfied with the benefits I receive. (+) 

15. I am dissatisfied with my pay. (-) 

16. I am dissatisfied with the benefits provided by my company. (-) 

 

** This item duplicated with item 1 in Satisfaction with Work Subscale from Illinois Job 

Satisfaction Index  

 

III. Turnover Intention Scale 

1. I intend to remain my organization for at least the next three years. (+) 

2. I intend to leave my organization in the near future. (-) 

 

IV. Exhaustion Items from Oldenberg Burnout Inventory (Demerouti, Mostert, & 

Bakker, 2010) 

1. I can tolerate the pressure of my work very well. (+) 

2. After working, I have enough energy for my leisure activities. (+) 

3. Usually, I can manage the amount of my work well. (+) 

4. When I work, I usually feel energized. (+) 

5. There are days when I feel tired before I arrive at work. (-) 

6. After work, I tend to need more time than in the past in order to relax and feel better. (-) 

7. During my work, I often feel emotionally drained. (-) 
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8. After my work, I usually feel worn out and weary. (-) 
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How often have you done each of the following things in your present job over the past 

year? 

1 = Never; 2 = Once or twice; 3 = Once or twice per month; 4 = Once or twice per week; 

5 = Everyday 

 

V. Organizational Citizenship Behavior Items (Spector, Bauer, & Fox, 2010) 

 

1. Took time to advise, coach, or mentor a co-worker. (+) 

2. Helped a co-worker learn new skills or shared job knowledge. (+) 

3. Helped new employees get oriented to the job. (+) 

4. Lent a compassionate ear when someone had a work problem. (+) 

5. Offered suggestions to improve how work is done. (+) 

6. Helped a co-worker who had too much to do.(+) 

7. Volunteered for extra work assignments. (+) 

8. Worked weekends or other days off to complete a project or task. (+) 

9. Volunteered to attend meetings or work on committees on your own time. (+) 

10. Gave up meal and other breaks to complete work. (+) 

 

VI. Counterproductive Work Behavior Items (Spector, Bauer, & Fox, 2010) 

 

1. Purposely wasted your employer's materials/supplies. (-) 

2. Complained about insignificant things at work. (-) 

3. Told people outside the job what a lousy place you work for. (-) 

4. Came to work late without permission. (-) 

5. Stayed home from work and said you were sick when you weren't. (-) 

6. Insulted someone about their job performance. (-) 

7. Made fun of someone's personal life. (-) 

8. Ignored someone at work. (-) 

9. Started an argument with someone at work. (-) 

10. Insulted or made fun of someone at work. (-) 

11. Took supplies or tools home without permission. (-) 
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VII. Scale of Positive and Negative Experience (SPANE; Diener et al., 2010) 

 

Please think about what you have being doing and experiencing during the past month 

at work. Then report how much you experienced each of the following feelings. 

1 = Very rarely or never; 2 = Rarely; 3 = Sometimes; 4 = Often; 5 = Very often or 

always 

 

i. Positive Affect 

1. Positive (+) 

2. Good (+) 

3. Pleasant (+) 

4. Happy (+) 

5. Joyful (+) 

6. Contented (+) 

 

ii. Negative Affect 

1. Negative (-) 

2. Bad (-) 

3. Unpleasant (-) 

4. Sad (-) 

5. Afraid (-) 

6. Angry (-) 
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VIII. Extraversion and Emotional Stability Scale (Goldberg, 1992) 

 

Please describe yourself as you are generally, as compared with other persons you know 

of. Describe yourself as you are, not as you wish to be in the future. 

 

1 = Very Inaccurate; 2 = Inaccurate; 3 = Neither Agree or Disagree; 4 = Accurate; 5 = 

Very Accurate 

I am generally or typically: 

 

i. Extraversion 

1. extraverted (+) 

2. energetic (+) 

3. talkative (+) 

4. bold (+) 

5. active (+) 

6. assertive (+) 

7. adventurous (+) 

8. introverted (-) 

9. unenergetic (-) 

10. silent (-) 

11. timid (-) 

12. inactive (-) 

13. unassertive (-) 

14. unadventurous (-) 

 

ii. Emotional Stability 

1. calm (+) 

2. relaxed (+) 

3. at ease (+) 

4. not envious (+) 

5. stable (+) 

6. contented (+) 

7. unemotional (+) 

8. angry (-) 
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9. tense (-) 

10. nervous (-) 

11. envious (-) 

12. unstable (-) 

13. discontented (-) 

14. emotional (-) 
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APPENDIX C 

CORRELATION BETWEEN SOCIAL DESIRABILITY SCORES AND 

MEASUREMENT ITEMS IN SAMPLE 1B 
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Averaged Scores 

Method  Paulhus Scoring Method 

 DESIR IM SDEP  DESIR IM SDEP 

CONSCIENTIOUSNESS        

I am always prepared. .28 .19 .28  .00 -.01 .01 

I pay attention to details. .15 .08 .17  .15 .09 .14 

I get chores done right away. .31 .26 .24  -.01 .01 -.02 

I carry out my plans. .26 .13 .30  .10 .07 .10 

I make plans and stick to them. .26 .15 .29  .07 .07 .03 

I waste my time. -.40 -.31 -.33  .13 .13 .07 

I find it difficult to get down to 

work. -.33 -.23 -.31  .12 .11 .08 

I do just enough work to get by. -.28 -.23 -.21  .04 .08 -.03 

I don’t see things through. -.28 -.15 -.31  -.03 .02 -.08 

I shirk my duties. -.28 -.26 -.19  .02 .06 -.04 

EXTRAVERSION        

I feel comfortable around people. .15 -.01 .28  -.01 -.02 .00 

I make friends easily. .10 -.05 .24  .06 .02 .08 

I am skilled in handling social 

situations. .16 -.03 .32  .05 .01 .08 

I am the life of the party. -.06 -.20 .13  .05 .03 .05 

I know how to captivate people. .07 -.08 .23  .12 .05 .15 

I have little to say. -.05 .06 -.16  -.10 -.04 -.12 

I keep in the background. -.07 .08 -.23  -.01 .02 -.04 

I would describe my experiences 

as somewhat dull. -.16 -.02 -.27  -.06 -.02 -.08 

I don’t like to draw attention to 

myself. .09 .17 -.05  .01 .06 -.04 

I don’t talk a lot. .01 .12 -.13  -.06 -.01 -.07 

Note. DESIR = Total Desirability Scores; IM = Impression Management Scores; SDEP =  

Self-Deception Scores. Calculation methods of these scores were explained in the method 

section of Study 1. 

 

(continue to the next page)
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(continue from the previous page) 

 
Averaged Scores 

Method  Paulhus Scoring Method 

 DESIR IM SDEP  DESIR IM SDEP 

AGREEABLENESS        

I have a good word for everyone. .21 .24 .08  .04 .02 .04 

I believe that others have good 

intentions. .15 .15 .08  -.02 .02 -.06 

I respect others. .24 .21 .16  .08 .07 .06 

I accept people as they are. .21 .18 .16  .08 .06 .06 

I make people feel at ease.  .19 .12 .20  .10 .07 .09 

I have a sharp tongue. -.20 -.30 .00  .18 .09 .20 

I cut others to pieces.  -.27 -.32 -.08  .13 .08 .12 

I suspect hidden motives in others. -.26 -.25 -.16  .22 .15 .20 

I get back at others. -.40 -.49 -.12  .17 .14 .12 

I insult people. -.45 -.49 -.19  .12 .11 .09 

OPENNESS        

I believe in the importance of art.  .07 .09 .01  .12 .09 .10 

I have a vivid imagination. .04 .00 .06  .24 .14 .24 

I tend to vote for liberal political 

candidates. -.08 -.06 -.07  .09 .04 .10 

I carry the conversation to a higher 

level. .11 -.01 .20  .16 .10 .16 

I enjoy hearing new ideas. .12 .07 .12  .21 .14 .18 

I am not interested in abstract  

ideas. -.01 .00 -.01  -.06 -.01 -.09 

I do not like art. -.06 -.07 -.02  -.07 -.05 -.06 

I avoid philosophical discussions. -.06 -.02 -.08  -.10 -.03 -.13 

I do not enjoy going to art 

museums. -.11 -.12 -.06  -.03 -.01 -.04 

I tend to vote for conservative 

political candidates. .09 .05 .11  -.04 -.01 -.06 

Note. DESIR = Total Desirability Scores; IM = Impression Management Scores; SDEP =  

Self-Deception Scores. Calculation methods of these scores were explained in the method 

section of Study 1. 

 

(continue to the next page)
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Averaged Scores 

Method  Paulhus Scoring Method 

 DESIR IM SDEP  DESIR IM SDEP 

NEUROTICISM        

I rarely get irritated. .24 .21 .17  -.12 -.06 -.12 

I seldom feel blue. .24 .09 .31  -.11 -.06 -.10 

I feel comfortable with myself. .33 .11 .46  .04 .01 .06 

I am not easily bothered by things. .26 .13 .31  -.07 -.03 -.08 

I am very pleased with myself. .29 .07 .43  .03 .01 .03 

I often feel blue. -.28 -.11 -.36  .12 .09 .10 

I dislike myself. -.30 -.09 -.42  .04 .03 .04 

I am often down in the dumps. -.31 -.13 -.39  .08 .05 .08 

I have frequent mood swings. -.35 -.22 -.36  .17 .14 .12 

I panic easily. -.21 -.01 -.37  .07 .08 .03 

SELF-ESTEEM        

On the whole, I am satisfied with 

myself. .27 .07 .40  .03 -.01 .05 

I feel that I have a number of good 

qualities. .19 .01 .33  .14 .06 .17 

I am able to do things as well as 

most other people. .21 .04 .33  .13 .07 .14 

I feel that I’m a person of worth, at 

least on an equal plane with others. .20 .05 .31  .11 .03 .14 

I take a positive attitude toward 

myself. .31 .10 .43  .00 -.03 .03 

At times, I think I am no good at 

all. -.36 -.15 -.46  .11 .16 .01 

I feel I do not have much to be 

proud of. -.23 -.05 -.35  -.03 .00 -.05 

I certainly feel useless at times. -.34 -.14 -.44  .06 .11 -.01 

I wish I could have more respect 

for myself. -.34 -.14 -.45  .03 .05 .00 

All in all, I am inclined to feel that 

I am a failure. -.29 -.09 -.40  .02 .03 .00 

Note. DESIR = Total Desirability Scores; IM = Impression Management Scores; SDEP =  

Self-Deception Scores. Calculation methods of these scores were explained in the method 

section of Study 1. 

 

(continue to the next page)
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Averaged Scores 

Method  Paulhus Scoring Method 

 DESIR IM SDEP  DESIR IM SDEP 

SOCIAL DOMINANCE ORIENTATION 

We should do what we can to 

equalize conditions for different 

groups. .08 .14 -.02  .08 .09 .04 

We would have fewer problems if 

we treated different groups more 

equally. .08 .12 .01  .11 .10 .07 

No one group should dominate in 

society. .08 .13 -.01  .03 .03 .02 

Group equality should be our ideal. .14 .16 .05  .07 .08 .04 

All groups should be given an equal 

chance in life. .11 .14 .03  .11 .11 .06 

We must increase social equality. .09 .13 .01  .05 .05 .02 

We must strive to make incomes 

more equal. .08 .13 -.02  .00 .04 -.05 

It would be good if all groups could 

be equal. .12 .14 .04  .06 .06 .04 

Some groups of people are just 

more worthy than others. -.14 -.19 -.01  .02 .02 .00 

In getting what your group wants, it 

is sometimes necessary to use force 

against other groups. -.14 -.21 .01  .01 .00 .02 

If certain groups of people stayed in 

their place, we would have fewer 

problems. -.16 -.20 -.03  .07 .03 .07 

To get ahead in life, it is sometimes 

necessary to step on other groups. -.24 -.30 -.06  .05 .04 .05 

Superior groups should dominate 

inferior groups. -.06 -.13 .05  -.05 -.05 -.03 

It’s probably a good thing that 

certain groups are at the top and 

other groups are at the bottom. -.08 -.15 .03  .03 .02 .03 

Sometimes other groups must be 

kept in their place. -.12 -.18 .00  .04 .01 .05 

Inferior groups should stay in their 

place. -.09 -.14 .00  -.05 -.05 -.03 

Note. DESIR = Total Desirability Scores; IM = Impression Management Scores; SDEP =  

Self-Deception Scores. Calculation methods of these scores were explained in the method 

section of Study 1. 
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