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Abstract—The problem of scheduling independent users’ jobs to resources in Grid Computing systems is of paramount importance. This problem is known to be NP-hard, and many techniques have been proposed to solve it, such as heuristics, genetic algorithms (GA), and, more recently, particle swarm optimization (PSO). This article aims to use PSO to solve grid scheduling problems, and compare it with other techniques. It is shown that many often-overlooked implementation details can have a huge impact on the performance of the method. In addition, experiments also show that the PSO has a tendency to stagnate around local minima in high-dimensional input problems. Therefore, this work also proposes a novel hybrid PSO-GA method that aims to increase swarm diversity when a stagnation condition is detected. The method is evaluated and compared with other PSO formulations; the results show that the new method can successfully improve the scheduling solution.
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I. INTRODUCTION

Grid computing is a distributed system paradigm in which multiple computer resources are federated to achieve a common goal. Grids are usually highly heterogeneous and loosely coupled environments, with the constituent resources distributed across many different organizations and administrative domains.

Computational grids focus on sharing processing capabilities to accomplish highly demanding computational tasks. It is in this context that grid scheduling emerges as a problem. Simply stated, grid scheduling refers to the problem of allocating jobs to grid resources. There is a whole family of grid scheduling problems that depend on varying grid and jobs characteristics [1]. This article focuses on the problem of centralized scheduling of independent jobs in a static environment.

The problem of scheduling jobs over heterogeneous resources is known to be NP-hard [2]. Therefore, many heuristic and meta-heuristic techniques have been used to solve it, such as genetic algorithms (GA) [3] [4] and particle swarm optimization (PSO) [5] [6].

This research was intended to carry out a deep study of PSO as applied to the grid scheduling problem and to propose a hybrid PSO-GA algorithm that significantly improves the results of basic PSO. First, an extensive set of experiments was executed, in which often-overlooked implementation details of PSO were analysed. It has been shown that these details can have a huge impact on PSO performance. Next, the rationale for creating the hybrid method is presented, along with experimental results that confirm its ability to find good solutions. At each step, the PSO implementations are compared with genetic algorithms and other well-known heuristics.

This article is organized as follows: Section II reviews related research. In Section III, the grid scheduling problem is formalized, and the basic formulations of the GA and PSO methods are presented. In Section IV, the hybrid PSO-GA algorithm is described, and experimental results are shown in Section V. Finally, Section VI draws conclusions and presents directions for future research.

II. RELATED WORKS

Xhafa and Abraham [1] have presented an overview of the grid scheduling problem and the many heuristics that have been used to solve it. Genetic algorithms (GA) [7] and particle swarm optimization (PSO) [8] are both population-based methods that have been applied to this problem.

Genetic algorithms (GAs) are meta-heuristics that use analogies with genetic biological processes to solve optimization problems. Xhafa et al. [4] performed a comprehensive study of many different GA formulations and their performance when applied to grid scheduling. Abraham et al. [3] presented a grid scheduling method which hybridizes GA with simulated annealing and tabu search. Xhafa et al. [9] focused on the struggle GA, which uses a different individual replacement strategy than the traditional GA.

Particle swarm optimization (PSO) is an evolutionary computing technique introduced by Kennedy and Eberhart [8]. Laskari et al. [10] have shown that an integer version of PSO can achieve better results than the branch and bound technique when applied to certain optimization problems. Bu et al. [5] used this integer PSO to solve the grid scheduling problem, and Zhang et al. [11] used a similar approach, but transforming the real solution to an integer using the SPV (smallest position value) [12] method. Finally, Liu et al. [6] modelled the scheduling solution as a fuzzy matrix representing the position and velocity of the particles in the PSO algorithm.

Finally, various authors have also explored hybrid meta-heuristics in the grid scheduling context. For example, Chen [13] hybridized PSO with the simulated annealing technique, and Sarathchandar et al. [14] used the concept of digital pheromones to improve PSO results.
III. BACKGROUND

This section presents the classical formulation of the grid scheduling problem and the main methods used to solve it.

A. Grid Scheduling

The classical formulation of the grid scheduling problem considers $J_i$ jobs, $i \in \{1, 2, \ldots, m\}$, and $G_j$ grid nodes (resources), $j \in \{1, 2, \ldots, n\}$. The length of each job, measured in cycles, and the speed of each resource, measured in cycles/second, are known. The following notation is also defined:

- $C_{ij}$, the time when resource $j$ finishes processing job $i$; $C_{ij} = 0$ if the job $i$ does not execute on $j$;
- $\Sigma C_j$, the time when resource $j$ finishes processing all jobs allocated to it.

Using this notation, grid scheduling can be defined as the problem of allocating jobs to resources to minimize an optimization criterion. The makespan, defined as $makespan = \max(\Sigma C_j), 1 < j < m$, represents the time when the last job is finished and is one of the most often used criteria.

Ali et al. [15] defined the same problem in terms of an $ETC$ (estimated time to complete) matrix. In this formulation, each position $ETC(i, j)$ of the matrix represents the time that resource $j$ needs to process job $i$. They expressed the completion time of a resource $j$ as:

$$ \text{completion}(j) = \text{ready}(j) + \sum_{i \in \text{Jobs}(j)} ETC(i, j) $$

where $\text{ready}(j)$ is the time at which resource $j$ is available and $\text{Jobs}(j)$ is the set of jobs allocated to the resource. Given this equation, makespan can be defined as:

$$ makespan = \max\{\text{completion}(j)|j \in \{1, 2, \ldots, n\}\} $$

The $ETC$ matrix can represent more general problems in which the fact that a resource $m_1$ runs a job $i$ faster than job $j$ does not imply the same for another resource $m_2$. Ali et al. [15] presented a method to generate $ETC$ matrices that can vary according to three criteria: job heterogeneity, machine heterogeneity, and the matrix consistency. In a consistent matrix, if a resource $m_i$ processes a job faster than another resource $m_j$, the same will hold for all other jobs. The $ETC$ formulation is used in this article because of its broad applicability.

B. Genetic Algorithms

Genetic algorithms (GAs) are meta-heuristics that use analogies with genetic biological processes to solve optimization problems. GAs are implemented as iterative algorithms that use a population of individuals to represent possible solutions to the problem at hand. In each iteration, the best individuals of the population originate an offspring through crossover and mutation operators. These new individuals, along with some of their parents, form a new population that is used in the next iteration. This process is repeated until a good solution is found or a specified number of iterations have been executed. Figure 1 shows the generic framework of a GA.

1. Initialization: Create initial population
2. while (not stop condition) do
3. Fitness: Compute fitness values for the population
4. Scale: Scale the computed values
5. Produces the next population by the following steps
6. Selection: Select parents individuals
7. Elite: The elite parents survive to the next generation
8. Crossover: Produce $P_c$% of the children by crossover
9. Mutation: Produce $(1 - P_c)$% of the children by mutation
10. end while

Fig. 1. A generic Genetic Algorithm

One of the most important aspects of a GA is how an individual of the population encodes a possible solution to the problem. GA implementations may also vary according to how the population is initialized and how the selection, crossover, and mutation steps are executed. Therefore, the generic GA framework can originate many different specific algorithms by using different individual representations and different selection, crossover, and mutation operators.

C. Particle Swarm Optimization

Particle swarm optimization (PSO), introduced by Kennedy and Eberhart [8], is an algorithm that tries to simulate the behaviour of swarms present in nature, such as flocks of birds and schools of fish, to solve optimization problems. In this algorithm, information is shared among individuals called particles. Each particle represents a possible solution and moves around in the $D$-dimensional search space with a velocity determined by a combination of its knowledge of the best solution with the knowledge of other members of the swarm. Formally, each particle $i$ of the swarm has three $D$-dimensional vectors associated with it:

- $\vec{x}_i(t)$ - Position of particle $i$ at time $t$;
- $\vec{v}_i(t)$ - Velocity of particle $i$ at time $t$;
- $\vec{p}_i$ - Previous best position of particle $i$.

The particle also tracks the value found in its best position using the variable $pbest_i$. In each iteration, the particle updates its position using the following formula:

$$ \vec{x}_i(t) = \vec{x}_i(t-1) + \vec{v}_i(t) $$

while the velocity is updated using:

$$ \vec{v}_i(t) = \omega \cdot \vec{v}_i(t-1) + \varphi_1 \cdot \text{rand}_1 \cdot (\vec{p}_i - \vec{x}_i(t-1)) + \varphi_2 \cdot \text{rand}_2 \cdot (\vec{p}_g - \vec{x}_i(t-1)) $$

In this equation, $\omega$, $\varphi_1$, and $\varphi_2$ are algorithm parameters, $\text{rand}_1$ and $\text{rand}_2$ are random numbers taken from a uniform distribution in the range $[0, 1]$, and $\vec{p}_g$ is the best position found so far by the whole swarm. The $\omega$ parameter is called the inertia weight, and can be interpreted as the fluidity of the medium in which the particles move. A high $\omega$ value represents a “low-friction” environment suitable for space exploration, while a low value represents a “high-friction” environment better for space exploitation (local-oriented search). The parameters $\varphi_1$ and $\varphi_2$, on the other hand, represent the attraction towards the
particle’s own best position and the best position of the group, respectively. Another important observation is that an unbounded velocity can lead to a swarm “explosion”. Therefore, many authors bound the velocity within $[-V_{\text{max}}, V_{\text{max}}]$, where $V_{\text{max}}$ is usually set to a fraction of the maximum $\bar{\epsilon}$.

D. Heuristics

Many heuristics have been used for grid scheduling, and their relative performance has been compared in different studies [16] [17]. This paper uses the LJFR-SJFR and min-min heuristics because of their simplicity and the good results achieved in these comparisons.

The LJFR-SJFR (largest job on fastest resource-shortest job on fastest resource) heuristic works as follows:

1) Jobs are sorted in descending order according to size. Resources are sorted in descending order according to speed;
2) The first $n$ jobs are allocated to the corresponding first $n$ resources (LJFR heuristic);
3) For the remaining jobs, the following is repeated:
   a) The shortest remaining job is allocated to the first available resource (SJFR);
   b) The largest remaining job is allocated to the next available resource (LJFR).

The min-min heuristic, on the other hand, is based on the idea of scheduling first the task that finishes the earliest. The following steps make up the algorithm:

1) Given the set $U$ of unscheduled jobs, the minimum completion time $M(i)$ is calculated for each job $i \in U$;
2) The job with the smallest $M(i)$ is allocated to the corresponding resource and is removed from $U$;
3) These two steps are repeated until no more jobs exist.

IV. HYBRID PSO-GA

The hybrid PSO-GA (HPSO) algorithm presented in this paper is based on two main modifications to the original PSO method. First, HPSO creates elite particles in the initial swarm. Second, HPSO detects situations in which the swarm gets stuck at a local minimum and tries to add diversity by executing a complete iteration of a genetic algorithm. Figure 2 shows a complete description of this algorithm.

The first three lines constitute the initialization phase, in which two particles are generated using the $\text{min-min}$ and LJFR-SJFR heuristics and the others are randomly initialized. The body of the algorithm remains essentially the same as the basic PSO, except for the fact that, if the best global value ($\text{gbest}$) is not updated for $T_r$ iterations, then an iteration of the GA is executed. A description of the $\text{GA\_Iteration}$ function can be seen in Figure 3. In this listing, $N$ is the number of particles being used. The function introduces three new parameters to HPSO: $E_c$, which represents the number of elite particles that will be carried over to the next iteration; $C_f$, which represents the percentage of the swarm that will be generated using the crossover operator; and $T_x$, which represents the size of the tournament used by the selection operator. Details of the GA operators used can be found in Xhafa et al. [4].

```
1: $i_1 \leftarrow \text{Min-Min heuristic}
2: i_2 \leftarrow \text{LJFR-SJFR heuristic}
3: i_3, \ldots, i_N \leftarrow \text{init particles with random } \bar{x}_i \text{ and } \bar{v}_i
4: \textbf{while not stop condition do}
5: \hspace{1em} \textbf{for all particles } i \textbf{ do}
6: \hspace{2em} current_i \leftarrow f(\bar{x}_i)
7: \hspace{2em} \text{if } current_i < pbest_i \text{ then}
8: \hspace{3em} \bar{p}_i \leftarrow \bar{x}_i
9: \hspace{3em} pbest_i \leftarrow current_i
10: \hspace{2em} \textbf{end if}
11: \hspace{1em} \textbf{end for}
12: \hspace{1em} \bar{p}_g \leftarrow \text{best position found so far}
13: \hspace{1em} gbest \leftarrow \text{best fitness value}
14: \hspace{1em} \textbf{if } gbest \text{ is unchanged for } T_r \text{ iterations then}
15: \hspace{2em} \text{GA\_Iteration()}
16: \hspace{1em} \textbf{else}
17: \hspace{2em} \textbf{for all particles } i \textbf{ do}
18: \hspace{3em} \text{Update } \bar{x}_i \text{ and } \bar{v}_i \text{ according to Eqs. 3 and 4}
19: \hspace{3em} \textbf{end for}
20: \hspace{1em} \textbf{end if}
21: \textbf{end while}
```

Fig. 2. Hybrid PSO-GA algorithm

V. EXPERIMENTS

This section describes the experiments carried out to evaluate the PSO algorithm as applied to the grid scheduling problem and how the hybrid PSO method presented in Section IV improves the results of the base PSO.

The experiments are divided into three sets. The first set of experiments aims to validate the GA and PSO implementations and to compare them with well-known heuristics. In the second set of experiments, the base PSO is incrementally modified towards the hybrid PSO, and the final results of the method are presented. Finally, in the last set of experiments, the hybrid PSO is compared with the Liu et al. [6] PSO formulation.

A. Validation

In the first set of experiments, six different input instances of the grid scheduling problem were used. The first two instances were defined using the model that specifies the length of the jobs in $J$ and the speed of the resources in $G$ and can be seen in Table I. The other four instances are ETC matrices generated using the method by Ali et al. [15], and are described in Table II. Column $m$ represents the number of jobs and column $n$ the number of resources in the input instance. All algorithms were evaluated according to the makespan criterion, as defined in Equation 2.
Table III shows the results of these experiments. The second and third columns are the results of two heuristics used as a basis for comparison: *LIFR-SIFR* and *min-min*. The fourth column presents the average of ten runs of the GA for each input instance. The GA implementation used the parameters and operators with the best results in Xhafa *et al.* [4], as shown in Table IV.

The PSO results are shown in the fifth column (**B** PSO) of Table III. The basic PSO implementation used in these experiments represents particle velocity as a vector of floating-point numbers within \([-V_{\text{max}}, +V_{\text{max}}]\). The functions $rand_1$ and $rand_2$ generate a vector of random numbers within \([0, 1]\) of size $m$, and each dimension of this vector multiplies its corresponding dimension of the position differences in Equation 4. If after velocity calculation, any velocity component is larger (smaller) than $+V_{\text{max}}$ ($-V_{\text{max}}$), then the component is truncated to $+V_{\text{max}}$ ($-V_{\text{max}}$). Similarly, particle positions are stored as a vector of floating-point numbers within \([1, (X_{\text{max}} + 1)]\). The algorithm uses a rounded-down version of particle position to calculate the makespan value.

The values shown in Table III are the average makespan obtained by ten runs of all top ten PSO parameter combinations. In order to select the best parameter combinations for the algorithm, a separate experiment was executed in which all combinations of the parameters described in Table V were evaluated. The ten combinations with best overall results are shown in Table VI. For all combinations, the value of $\omega_{\text{max}}$ was set to 0.9, and the number of iterations was 400.

From the results shown in Tables VI and III, it can be concluded that:

- The *min-min* heuristic has surprisingly good results for the larger and more complex input instances, with the best performance on three of the four *ETC* matrices. For the simpler instances, both GA and PSO achieved results very close to the optimal solution (23.25 and 46 respectively). However, their performance on the *ETC* matrices might not justify their use because they have a higher computational cost than the heuristics.

- In PSO, the use of a decreasing $\omega$ is very important. Indeed, all the top parameter combinations have $\omega_{\text{min}} = 0.1$ or $\omega_{\text{min}} = 0.4$. This variation has the effect of transitioning the PSO population from an exploration phase, when $\omega$ is high, to an exploitation phase, when $\omega$ is low and the particles fine-tune solutions found in the first phase;

- Almost all PSO parameter combinations have $\phi_1 = 2$ and $\phi_2 = 1.49$, which means that when particles consider their own “self-knowledge” more important than “social-knowledge”, the results tend to be better.

### Table I: Simple input instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>(J)</th>
<th>(G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{19, 23, 24, 20, 25, 16, 21, 24, 15}</td>
<td>{4, 3, 2}</td>
</tr>
<tr>
<td>2</td>
<td>{6, 12, 16, 20, 24, 28, 30, 36, 40, 42, 48, 52, 60}</td>
<td>{4, 3, 2}</td>
</tr>
</tbody>
</table>

### Table II: ETC matrix input instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>Consistent</th>
<th>Job het.</th>
<th>Machine heterog.</th>
<th>(m)</th>
<th>(n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Yes</td>
<td>Low</td>
<td>Low</td>
<td>64</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>Low</td>
<td>High</td>
<td>64</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>Yes</td>
<td>High</td>
<td>Low</td>
<td>64</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>Yes</td>
<td>High</td>
<td>Low</td>
<td>64</td>
<td>8</td>
</tr>
</tbody>
</table>

### B. PSO improvements

The experiments of Section V-A showed that the **B** PSO results were worse than the GA and the heuristics for most input instances. In order to understand and improve the algorithm performance, modifications to the base PSO were proposed and tested. In this section, these modifications and their experimental results are shown.

1) **Limiting behaviour**: an important implementation detail of the PSO algorithm is the behaviour of particles when they reach the boundaries of the region that encompasses the solution space. This discussion is often omitted from PSO algorithm descriptions, but the following experiment shows that it has important effects on the final results.

In the modification proposed, position dimensions that exceed $X_{\text{max}}$ or $X_{\text{min}}$ are truncated to $X_{\text{max}}$ or $X_{\text{min}}$, and the corresponding velocity dimensions are zeroed. The idea is to simulate a boundary that absorbs particle movement. The results of this version are also shown in Table III in the column **A** PSO (Absorption PSO). Once again, for each input instance the algorithm was executed ten times for all parameter combinations shown in Table VI. Each cell shows the average makespan of all these executions and the improvement over the **B** PSO. Note that the **A** PSO version has better performance than **B** PSO for all input instances. Because of these results, the absorption behaviour was incorporated into the final PSO algorithm presented in this article.

2) **Initial Particle**: based on the good results of the *min-min* heuristic in the solution of Instances 3 to 6, the **A** PSO implementation was modified to use the result of the *min-min* heuristic as one of its initial particle. The results of this experiment can be seen in the column **M** PSO of Table III. Note that **M** PSO has significantly better results than the others for Instances 3 to 6 and only slightly worse results than GA in the first two instances.

To assess **M** PSO performance further, four more input instances were generated according to the *ETC* matrix model. These instances are described in Table VII. The same combinations of job and machine heterogeneity were used, but with larger values of \(m\) and \(n\) representing higher dimensional (and harder) problems. The results of the execution of the **M** PSO, GA, *min-min*, and **A** PSO algorithms for these new instances can be seen in Table VIII. Note that even though the **M** PSO algorithm has much better results than the GA and **A** PSO, the improvement over the *min-min* heuristic is small.

The **M** PSO algorithm was further analysed to understand its poor performance for these inputs. The implementation was instrumented to calculate two metrics: 1) population *diversity* for each iteration, as proposed by Riget and Vesterstrom [18]; 2) The swarm *centerchange*, calculated as the Euclidean distance between the center of mass of two consecutive swarms. Figure 4 shows the evolution of the *diversity* and *centerchange* metrics obtained from a typical **M** PSO run. Note how both metrics quickly drop at the beginning of the run, especially the *centerchange* values.
The experiments described in this section were intended to compare the H\_PSO implementation with the fuzzy PSO (F\_PSO) presented in Liu et al. [6]. According to their results, the best parameters for F\_PSO are those presented in Table X. Their experiments were run using 50 * m * n iterations, where m is the number of jobs and n is the number of grid resources available to solve the input problem. For the sake of this research, the number of iterations was set to 400, because otherwise the algorithm would spend too much time running and could not be used in a practical scenario. Similarly to the other experiments, the number of particles was set to 60. Note also that Liu et al. made no mention of the value used for V\_max. Therefore, the algorithm was tested with V\_max = X\_max, 0.6 * X\_max, and 0.2 * X\_max. To perform a more equitable comparison, the F\_PSO algorithm was also modified to generate an initial particle using the min\-min heuristic.

The results of the algorithm can be seen in the F\_PSO column of Table IX. Each cell shows the average of running the algorithm 10 times for all three different values of V\_max. The results for H\_PSO are very similar to the F\_PSO results. Nevertheless, the H\_PSO implementation particle representation uses much less memory than F\_PSO, and its execution time tends to be shorter because it uses a less complex set of operations. Some preliminary results show that H\_PSO is typically 40% faster than the F\_PSO formulation.

VI. CONCLUSION

This article analysed the PSO algorithm as applied to the grid scheduling problem. For purposes of comparison, a genetic algorithm and two heuristics (LJFR-SJFR and min\-min) were also investigated. The results showed that the basic PSO can be successfully used in small problem instances and can provide good results compared to other methods. It was
also shown that some often-overlooked implementation details, such as the behaviour of particles at the boundaries of the search space, have significant impact on the performance of this method.

In addition, this research also studied the PSO method on larger problems composed of a larger number of jobs and resources. For this set of inputs, the basic PSO showed some limitations and a high probability of early convergence to local minima. To tackle these problems, a new hybrid PSO-GA algorithm was proposed based on the hybridization of PSO with GA. H_PSO was evaluated and provided significant improvement over the basic version of PSO.

As for future work, the authors plan to study alternative representations for swarm particles and to compare the proposed method with other PSO variations for discrete and optimization problems. Additionally, a more comprehensive speed and memory consumption comparison will be carried out to confirm the initial findings presented in this article.
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